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Rewards play an important role in motivated behavior.
The hedonic properties of a potential reward can lead to
approach behavior and a sense of pleasure after con-
sumption, serving to reinforce such behavior (Schultz,
2000). Thus, it is important to consider how the human
brain perceives different properties of a salient stimulus,
such as valence and magnitude. The striatum is one of
several regions implicated by previous research in the
processing of reward-related information. Activity in the
striatum has an important role in detecting the presence
of an affective stimulus (Apicella, Ljungberg, Scarnati,
& Schultz, 1991; Hikosaka, Sakamoto, & Usui, 1989;
Hollerman, Tremblay, & Schultz, 2000), its predictability
(Berns, McClure, Pagnoni, & Montague, 2001; Pagnoni,
Zink, Montague, & Berns, 2002; Schultz, Tremblay, &
Hollerman, 1998), and the valence—reward or punish-
ment—associated with such a stimulus (Breiter, Aharon,
Kahneman, Dale, & Shizgal, 2001; Delgado, Nystrom,
Fissell, Noll, & Fiez, 2000). The striatum, therefore,
seems to be in a position to influence and guide behavior
by coding the affective properties of a stimulus. To exert

such a function, the striatum should also have the capac-
ity to rank feedback according to magnitudeor preference.
Accordingly, when presented with feedback, the striatum
should parametrically order its response in accordance
with the valence and magnitude of the feedback.

As was previously discussed, a variety of data strongly
supports the involvement of both the dorsal and the ven-
tral striatum in a circuit responsible for detectinga reward-
related stimuli and further detecting its valence. Less is
known, however, about how the striatum responds to other
stimulus properties, such as magnitude. The literature
has shown that magnitude manipulations affect activity
in other areas implicated in a potential reward circuitry—
mostly, the prefrontal cortex and the amygdala. For ex-
ample, a correlation exists between the speed at which rats
run down a runway to retrieve a reward and the magni-
tude of such a reward (Crespi, 1942). After amygdala le-
sions, rats become insensitive to reductions in the reward
amount (Salinas, Packard, & McGaugh, 1993). In mon-
keys, enhancement of activity was observed in the dor-
solateral prefrontal cortex during the memory phase of a
visual-memory task for trials associated with a large ver-
sus a small reward (Leon & Shadlen, 1999). The orbital
frontal cortex, an area heavily implicated in emotion
(Bechara, Damasio, & Damasio, 2000; Grant, Con-
toreggi, & London, 2000; Rolls, 1999, 2000), is also af-
fected by changes in magnitude. In humans, for exam-
ple, the orbital frontal cortex was active in a paradigm in
which participants chose between small likely rewards
and large unlikely rewards (Rogers et al., 1999) and in a
reversal learning paradigm in which different magni-
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The goal of this research was to further our understanding of how the striatum responds to the de-
livery of affective feedback. Previously, we had found that the striatum showed a pattern of sustained
activationafterpresentationof a monetary reward, in contrast to a decreasein the hemodynamic response
after a punishment. In this study, we tested whether the activity of the striatum could be modulated by
parametric variations in the amount of financial reward or punishment. We used an event-relatedfMRI
design in which participants received large or small monetary rewards or punishments after perfor-
mance in a gambling task. A parametric ordering of conditions was observed in the dorsal striatum ac-
cording to both magnitude and valence. In addition, an early response to the presentation of feedback
was observed and replicatedin a second experiment with increased temporal resolution. This study fur-
ther implicates the dorsal striatum as an integral component of a reward circuitry responsible for the
control of motivated behavior, serving to code for such feedback properties as valence and magnitude.
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tudes of reinforcement were given (O’Doherty, Kringel-
bach, Rolls, Hornak, & Andrews, 2001).

One area that receives projections from both the frontal
cortex (Haber, Kunishio, Mizobuchi, & Lynd-Balta,
1995; Middleton & Strick, 2000) and the amygdala
(Groenewegen, Wright, Beijer, & Voorn, 1999) is the
striatum, where magnitude effects and even investiga-
tions of magnitude manipulations have been less fre-
quently reported. Recently, Hassani, Cromwell, and
Schultz (2001) showed that monkey striatal neurons fire
more vigorously for preferred rewards, suggesting that
some ranking based on preference may occur in the stria-
tum. In a clever paradigm, Breiter et al. (2001) found
higher ventral striatum activity associated with higher
outcomes in a “wheel of fortune” like task. A more direct
measurement of the effects of magnitude in the striatum
was done by Knutson, Adams, Fong, and Hommer (2001),
who scanned participants while they anticipated rewards
and punishments that varied in amounts. The study
showed that ventral striatum activity was associated with
anticipation of larger rewards, whereas the dorsal stria-
tum was activated while both rewards and punishments
of larger magnitude were anticipated. Although in this
study magnitude changes in the striatum were looked at,
the primary focus was on the effects of magnitude in the
anticipatory phase. Thus, more research is needed to
fully understand how the striatum responds to the actual
delivery of rewards and punishments of different magni-
tudes.

In a previous study, we developed a gambling task
(card-guessing paradigm) in which participants were
asked to guess the value of a card (Delgado, Nystrom,
et al., 2000). A correct guess yielded a monetary reward,
whereas an incorrect guess led to a monetary punish-
ment. Using an event-related design, we observed dif-
ferential responses to reward and punishment feedback
in the striatum, where the hemodynamic response for re-
wards was significantly higher than that for punishments
in the 6- to 9-sec time window after feedback presenta-
tion. In this paper, we will further examine the previ-
ously observed dissociation of valence in the striatum by
studying how the response is affected by the magnitude
of the outcome. In our first experiment, we used a mod-
ified version of the card-guessing paradigm to measure
striatal activity following the delivery of monetary re-
wards and punishments that varied parametrically. The
outcomes were either a large ($4.00) or small ($0.40)
monetary reward or a large ($2.00) or small ($0.20)
monetary loss. The primary goal was to replicate the dif-
ferences in activation according to valence and to go be-
yond prior studies by varying the magnitude of the out-
come—thus providing further evidence that the striatum
influences or guides motivated behavior by processing
the motivational properties of a stimulus.

In our previous study (Delgado, Nystrom, et al., 2000),
we also observed a differential response to punishments
and rewards that evolved within 3 sec of feedback pre-
sentation. The rapidity of this response caused us to

question its reliability. Although it is likely that the pre-
sentation of a surprising and affective stimulus (e.g., a
bear appearing from nowhere) causes fast, immediate
cognitive and physiological responses, our understand-
ing of the properties of the hemodynamic response lim-
its any possible interpretation. Hence, a secondary goal
of this research was to determine whether an early re-
sponse (of less than 3 sec) to a feedback could be repli-
cated and further characterized temporally. This was ac-
complished by examining the activation detected within
3 sec of feedback presentation in the first experiment
and by running a second experiment with increased tem-
poral sampling.

EXPERIMENT 1

Method
Participants . Twenty right-handed volunteers participated in

this study (11 females, 9 males). The participants were mostly grad-
uate and undergraduate students drawn from the University of Pitts-
burgh (average age = 22.9 years, SD = 3.26). Two participants were
removed from all analysis because of excessive motion during their
scan sessions. The participants were asked to fill out a brief ques-
tionnaire to ensure that they had prior experience with gambling but
were not abusive or excessive in such behavior (i.e., have you
played cards for money: not at all, less than once a week, or once a
week or more). The questionnaire was based on the South Oaks
Gambling Screen (Lesieur & Blume, 1987). Information about any
family history of gambling was not acquired. All the participants
gave informed consent according to the policies of the Institutional
Review Board at the University of Pittsburgh.

Cognitive task. The paradigm involved a series of 144 inter-
leaved trials, divided into nine runs of 16 trials each. Each trial
lasted 15 sec and began with the presentation of a visually displayed
card projected onto a screen. The card had an unknown value rang-
ing from 1 to 9, and the participant was instructed to make a guess
about the value of the card. A question mark appeared in the center
of the card, indicating that the participant had 2.5 sec to guess
whether the card value was higher or lower than the number 5. The
participant pressed the left or the right button of a response unit to
indicate his or her selection. After the choice-making period, a
number appeared in the center of the card for 500 msec, followed
by an arrow that was also displayed for another 500 msec. The ap-
pearance of a green arrow pointing upward indicated that the par-
ticipant had correctly guessed the card value. A large green arrow
corresponded to a large reward of $4.00. A smaller green arrow in-
dicated a small reward of $0.40 (Figure 1A). The appearance of a
red arrow pointing downward indicated that the participant had in-
correctly guessed the card value, leading to a penalty of $2.00 if the
arrow was large and a $0.20 penalty if the arrow was small. Unlike
our previous design (Delgado, Nystrom, et al., 2000), there was no
neutral condition, and the number 5 never appeared as the value of
a card. Therefore, there were four types of trials (large and small re-
ward and large and small punishment). The same gain-to-loss ratio
as that from our previous design was kept (2:1), in accordance with
classic decision-making literature suggesting that the impact of
negative outcomes, such as losses, is larger than that of positive out-
comes, such as gains (Kahneman & Tversky, 1979; Tversky & Kah-
neman, 1981). For trials in which a response was not made on time,
the feedback was a pound sign (#), and such trials were excluded
from all analyses. After the 3.5-sec period between presentation of
the response cue (question mark) and the reward/punishment out-
come, there was an 11.5-sec delay before the onset of the next trial.
An experimental session, therefore, consisted of 144 trials of 15 sec
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each (Figure 1B). Stimulus presentation and behavioral data acqui-
sition were controlled by a Macintosh computer with PsyScope
software (Macwhinney, Cohen, & Provost, 1997).

Unbeknownst to the participant, the outcome of each trial was
predetermined to be of a specific valence and magnitude. Card val-
ues were selected only after the participant had indicated his or her
guess on each trial. Each participant performed 36 trials of each
condition. The nine runs were broken down into three groups:
Group A had more reward trials during the beginning of the task,

whereas Group B had more punishment trials and Group C was
evenly matched. This allowed for counterbalancing of runs across
participants to help minimize effects of scanner drift. The partici-
pants were told they could keep the final sum of monetary out-
comes at the end of the experiment, although they were not given
information regarding cumulative earnings throughout the session.

Data acquisition and analysis. A conventional 1.5-T GE Signa
whole-body scanner and standard RF coil were used to obtain 20
contiguous slices (3.75 3 3.75 3 3.8 mm voxels) parallel to the

Figure 1. (A) Description of task and events in card-guessing paradigm: large reward, small re-
ward, large punishment, and small punishment. The sequence of events is depicted in the timeline,
where cue (presentation of a question mark) is the first event, followed by the choice-making period,
during which the participants were asked to guess whether the value of the presented card was
higher or lower than 5. After a choice was made, the value of the card was revealed (outcome), and
this was followed by reward or punishment feedback that varied according to magnitude. (B) Tem-
poral and scanning sequence of events in one trial. A single trial consisted of five scans of 3 sec each
(total, 15 sec). Analysis was performed during the postoutcome period (T2–T5).
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AC-PC line. Structural images were acquired in the same locations
as the functional images, using a standard T1-weighted pulse se-
quence. Functional images were acquired using a two-interleaved
spiral pulse sequence (TR = 1,500 msec, TE = 34 msec, FOV =
24 cm, flip angle = 70º; Noll, Cohen, Meyer, & Schneider, 1995).
This T2*-weighted pulse sequence allowed 20 slices to be acquired
every 3 sec. Images were reconstructed and corrected for motion
with AIR (Woods, Cherry, & Mazziotta, 1992), adjusted for scan-
ner drift between runs with an additive baseline correction applied
to each voxel-wise time course independently, and were detrended
with a simple linear regression to adjust for drift within runs. Struc-
tural images of each participant were coregistered to a common ref-
erence brain (Woods, Mazziotta, & Cherry, 1993). Both statistical
maps created in analysis and the reference brain were transformed
to standard Talairach stereotaxic space (Talairach & Tournoux,
1988), using AFNI software (Cox, 1996). Functional images were
then globally mean-normalized to minimize differences in image in-
tensity within a session and between subjects and were smoothed,
using a three-dimensional Gaussian filter (4-mm FWHM) to ac-
count for between-subjects anatomic differences. Peak activity of
each region of interest was reported using Talairach coordinates
(Talairach & Tournoux, 1988).

A repeated measures three-way analysis of variance (ANOVA)
was performed on the entire set of coregistered data, with partici-
pants as a random factor. Within-subjects factors included valence
(reward or punishment), magnitude (large or small), and time (the
postoutcome period: four sequential 3-sec scans in a trial of 15 sec,
referred to as T2–T5). The first scan (T1 period) represented the
choice-making period and was not included in the analysis. Compar-
isons of interest included interactions of each factor (magnitude and
valence) with time (T2–T5), because these should consistently cap-
ture differences in the time course of the blood oxygen level depen-
dent (BOLD) response associated with each trial type. Special focus
was given to the three-way interaction between magnitude, valence,
and time [F(3,51) = 4.81, p < .005]. Our previous work (Delgado,
Nystrom, et al., 2000) supports the assumption that changes in our
selected variables (e.g., valence) can be better characterized by ex-
amining activity over the duration of a single trial (e.g., time). Re-
gions of interest (ROIs) consisting of five or more contiguous voxels
were selected, as a precaution against Type 1 errors (Forman et al.,
1995). Inferences were therefore made on regions defined by strength
of effect ( p < .005) and size (5 or more voxels). To confirm and ex-
tend the ANOVA findings, post hoc one-tailed t tests were performed
at specific time points, using event-related time series data for each
ROI, to provide fMRI mean intensity value for each condition for
Time Periods T1–T5. The focus of these analyses was Time Point T4,
which occurred in the 6 to 9 sec time window after the presentation
of a reward. This was the time period in which the biggest differ-
entiation between reward and punishment had been observed in the
previous study, as well as the period in which the difference should
be most pronounced due to the hemodynamic lag, which usually re-
sults in a peak of activity 4–6 sec after presentation of an event
(Kwong et al., 1992). A secondary analysis, motivated by prior re-
sults, was performed to further investigate any response at Time
Point T2 (during the initial 3 sec when the reward was presented).

Results
I. Interaction of time, magnitude, and valence. The

main comparison of interest was the three-way interaction
between magnitudeand valence over time (Table 1). Areas
identified by this analysis [F(3,51) = 4.81, p < .005] were
the left angular gyrus, which decreased in activity, the
left lingual gyrus, which initially showed a decrease in
activation followed by an increase, and the left dorsal
striatum, where the activity was localized to the caudate
nucleus.

The activation in the left caudate nucleus was charac-
terized by the previously observed pattern of sustained
activation for a reward event, as opposed to a decay
below baseline for punishment events (Delgado, Nys-
trom, et al., 2000). The critical difference between re-
ward and punishment was observed 6 sec after the pre-
sentation of the feedback, when a typical hemodynamic
response would be expected. A differential response be-
tween valences was observed when the outcome magni-
tude was small (Figure 2A) and when it was large (Fig-
ure 2B). Thus, irrespective of magnitude, the left dorsal
striatum differentiated between reward and punishment.

In addition, the magnitude of an outcome, as indicated
by the three-way interaction, did influence the response
of the caudate nucleus (Figure 3). The highest activation
was associated with the large reward trials, followed by
the small reward trials. The lowest activation was asso-
ciated with large punishment trials, whereas small pun-
ishment trials were slightly higher. One-tailed, paired
t tests were performed post hoc to determine whether the
four conditions (large and small reward and large and
small punishment) significantly differed during the 6- to
9-sec time window after the outcome (Time Point T4).
Large reward was higher than small reward [t(17) = 2.25,
p < .05]. Similarly, small punishment was higher than
large punishment [t(17) = 2.07, p < .05]. Small reward
was significantly higher than small punishment [t(17) =
2.91, p < .01], and large reward was higher than large
punishment [t(17) = 6.04, p < .0001]. Thus, a paramet-
ric ordering according to magnitude of the outcome was
observed in the left caudate nucleus.

The inverse pattern was observed during the initial
3 sec after the feedback was presented (Time Point T2).
Large punishment produced the highest activation, and it
was significantly higher than large reward [t(17) = 4.42,
p < .001]. Although small punishment was of a higher
order than small reward, the two conditionswere not dif-
ferentiated at Time Point T2 [t(17) = 0.2, p = .58]. The
parametric order of this early response, therefore, was
almost the complete inverse of the later response that oc-
curred at the 6- to 9-sec time window, although the dif-
ferences between the conditions were less robust.

Activity in the other two ROIs identified by this con-
trast was marked by decreases in activationfrom the onset
of the trial. The left angular gyrus showed a decrease from
the onset of the trial, with large reward events showing a
sharper decrease then all other events at later time points,
before its eventual return to baseline at the end of the trial.
The left lingual gyrus showed an initial decrease in activ-

Table 1
Interaction of Magnitude, Valence, and Time

Brodmann Talairach Coordinates Average
Region of Activation Areas x y z F Ratio

Left angular gyrus 39 238 262 35 5.71
Left caudate nucleus 211 212 7 5.94
Left lingual gyrus 18 23 256 3 5.31

Note—p < .005.
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ity, followed by a sharp increase after Time Point T2. The
pattern of activation following the increase was highest
for large reward and next highest for large punishment,
followed by small reward and small punishment trials (at
Time Point T4). This ROI appeared to be coding the size
of the visual stimulus (the large arrows), followed by ei-

ther color or orientation (green or red or pointing up or
down). The lingual gyrus may extract details from the pre-
sented visual stimulus, and indeed, it has been linked with
identificationof such stimuli as landscapes and buildings
(Takahashi & Kawamura, 2002). However this suggestion
deserves future research, since at the onset of the trial,

Figure 2. Time series for left caudate nucleus showing that irrespective of magni-
tude, the dorsal striatum differentiates between reward and punishment. There was
an increase in activation at the onset of the trial that was sustained when a reward was
received and that decayed when a punishment was received, during both the small
magnitude comparison (A) and the large magnitude comparison (B). Standard error
bars were calculated on a per participant basis across both time and conditions. The
fMRI mean intensity value is displayed on the y-axis, whereas the temporal frame of
a trial, 15 sec per trial, is displayed in the x-axis (time in seconds). The green arrow
represents the onset of the feedback arrow (reward or punishment) according to the
temporal frame of the trial (3 sec after the onset of the trial). The scan progression
(T1–T5) is also displayed above the time scale (gray boxes), and each data point in the
graph represents one scan acquisition or time point.
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there was a decrease in activation and the literature of
BOLD fMRI has yet to fully provide an understanding of
what such decreases from the onset of trials signify.

II. Interaction of time and magnitude. Regions that
varied with magnitude over time are listed in Table 2
[F(3,51) = 4.81, p < .005]. Activation was observed in the
cuneus and the lingual gyrus, where the large magnitude
trials had a higher signal than did the small trials. A sim-
ilar pattern was observed in the parahippocampal gyrus:
The activation showed an increase when feedback was re-
vealed, and large reward events had the highest signal. The
overall pattern observed in these regions suggests that the
activity was driven mostly by the size of the arrows, al-
though an effect of valence (such as an influence of re-
ward in the parahippocampalgyrus) cannot be discounted.

III. Interaction of time and valence. A contrast of
the brain regions activated over time that differed ac-
cording to valence yielded the ROIs shown in Table 3

[F(3,51) = 4.81, p < .005]. The largest effects were ob-
served in the bilateral dorsal striatum and the thalamic
nucleus, a replication of our previous experiment, where
reward significantly differed from punishment (Del-
gado, Nystrom, et al., 2000). Other brain regions acti-
vated by this contrast that showed an increase in activity
at the onset of the trial included the right inferior parietal
cortex (BA 40) and the ventromedial frontal gyrus
(BA 10). The inferior parietal ROI showed a higher re-
sponse for punishment trials at later time points, a pat-
tern opposite to the one observed in the ventromedial
frontal ROI, where reward trials had a higher response,
although a noisier time series was recorded in this ROI
because of its proximity to the edge of the brain.

A set of other ROIs showed patterns of decreasing ac-
tivation relative to baseline at the onset of the trial. In the
middle frontal gyri (bilateral BA 6) and the right supe-
rior frontal gyrus (BA 9) ROIs, activity decreased sharply

Figure 3. Activation of the left caudate nucleus (dorsal striatum) identified by a three-way interaction of magnitude, valence, and
time. During the 6- to 9-sec time window after the delivery of a feedback (Time Point T4), a parametric ordering was observed, since
the largest activation was large reward, followed by small reward, then small punishment, and finally large punishment. The inverse
ordering was observed during the initial 3 sec after the feedback was presented (Time Point T2), during which an early response to
large punishment was higher than that to large reward.

Table 2
Interactions of Magnitude and Time

Brodmann Talairach Coordinates Average
Region of Activation Areas x y z F Ratio

Right middle frontal gyrus 8 235 235 45 5.33
Right precuneus 7 210 267 38 5.79
Right posterior cingulate gyrus 31 2 7 244 38 5.68
Right inferior parietal gyrus 40 242 237 37 5.45
Right middle frontal gyrus 9 226 219 36 5.50
Left cuneus 18 22 276 16 6.47
Right occipital gyrus 19 229 285 15 5.97
Right putamen/globus pallidus 227 27 7 5.16
Left putamen/globus pallidus 223 2 1 2 5.29
Left parahippocampal gyrus 30 211 240 22 6.54
Right parahippocampal gyrus 30/19 216 241 24 6.76
Right lingual gyrus 19 216 252 24 6.53

Note—p < .005.
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at the onset of the trial, showing a larger decrease for re-
ward events than for punishment events at later time
points. A similar pattern was observed in both right and
left cingulate gyrus ROIs, where the reward events de-
creased more than the punishment events at later time
points, before returning to baseline at the end of the trial.

Other regions showed an initial decrease in activation,
followed by a rise above baseline at Time Point T2. In the
left and right middle frontal gyrus ROIs (BA 9/46), the rise
above baseline was highest for punishment trials, whereas
in the cuneus the rise was highest for reward trials.

In summary, this contrast identified regions that ex-
hibited both increasing and decreasing patterns of acti-
vation across time. On the basis of our prior work, we
were most interested in ROIs that showed an initial in-
crease of activity. These ROIs included a cortico-striatal
loop comprising the bilateral striatum, the thalamus, and
the right ventromedial frontal gyrus, all of which showed
a higher response for reward than for punishment trials.
The right inferior parietal was also activated showing the
opposite pattern (punishment higher than reward).

The left-striatum ROI included two peaks of activity:
one in the dorsal and one in the ventral portions of the
striatum (at or near the nucleus accumbens). Further
analyses were performed to investigatehemodynamic re-
sponses in the ventral striatum. Although a significant
three-way interaction between time, valence, and mag-
nitude was not observed in the ventral striatum, this re-
gion did show an interaction between time and valence.
The locus of activity in the left ventral striatum showed
a pattern of response similar to that observed in the left
dorsal striatum, where reward was significantly higher
than punishment at T3 [t(17) = 3.73, p < .01] and a trend
was observed at T4 [t(17) = 1.50, p < .08]. Interestingly,
no significant differences between conditions were ob-
served at T2 in this ventral striatum focus [t(17) = 0.16,
p = .44], similar to the null effect observed in our previ-
ous study (Delgado, Nystrom, et al., 2000).

Thus, although dorsal and ventral striatum responses
appear to be similar during the 6- to 9-sec time window
after reward delivery, the largest effects are observed in
the dorsal striatum. Furthermore, an early response seems
to be observed only in the dorsal striatum. To further un-
derstand the validityof the differential responses observed
during the initial 3 sec after feedback presentation, we
conducted Experiment 2, which was a replication of the
present experiment with increased temporal resolution.

EXPERIMENT 2

Method
Twelve different paid volunteers participated in Experiment 2 (6

males, 6 females; average age = 24.58 years, SD = 3.8). Two par-
ticipants were removed from final analysis due to excessive motion
and artifact-induced noise in their data sets. The cognitive task was
identical to the first experiment. The only difference was in the
imaging parameters, where functional images were acquired using
a one-shot spiral pulse sequence (TR = 1,500 msec, TE = 34 msec,
FOV = 24 cm, flip angle = 70º; Noll et al., 1995). This allowed for
greater temporal resolution (1.5- vs. 3-sec scans) and the acquisi-
tion of 10, rather than 5, time points. Because of a smaller sample
size and a more restricted focus of the investigation, we looked at
ROIs defined by the interaction of condition and time, where va-
lence was collapsed across magnitude to increase the number of tri-
als for each condition (Table 4).

Results
A repeated measures two-way ANOVA was per-

formed [F(7,63) = 4.39, p < .0005], and the left caudate,

Table 3
Interactions of Valence and Time

Brodmann Talairach Coordinates Average
Region of Activation Areas x y z F Ratio

Right middle frontal gyrus 6 34 218 40 6.27
Right superior frontal gyrus 9 32 39 38 6.16
Left middle frontal gyrus 6 31 213 38 5.73
Right inferior parietal gyrus 40 57 234 33 6.44
Right cingulate gyrus 24 20 21 27 6.68
Left cingulate gyrus 24 212 23 27 6.06
Right middle frontal gyrus 9/46 51 38 26 5.45
Left middle frontal gyrus 9/46 238 38 24 6.82
Left cuneus 18 21 295 19 6.10
Right thalamus 5 224 12 10.33
Left caudate nucleus 28 11 7 11.55
Right caudate nucleus 15 18 7 6.79
Right ventromedial frontal gyrus 10 4 60 22 6.46
Left ventral striatum 24 12 25 6.60
Right ventral striatum 15 11 25 5.55

Note—p < .005.

Table 4
Experiment 2: Interaction of Valence and Time

Brodmann Talairach Coordinates Average
Region of Activation Areas x y z F Ratio

Right cuneus 18 2 2 276 18 5.61
Right thalamus 2 6 224 11 5.32
Left caudate nucleus 211 211 5 5.42

Note—p < .0005.
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the thalamus, and the cuneus showed an interaction of
valence (reward vs. punishment) and time (T3–T10, each
time point reflecting 1.5 sec). Focusing on the striatal ac-
tivation, one can see a result similar to that shown in the
valence 3 time interaction of Experiment 1, where re-
ward trials were significantly higher than punishment
events (Figure 4). Two-tailed, paired t tests of all striatal
time points confirmed a difference for reward versus
punishment trials during the 6- to 9-sec time window
after delivery of a feedback: Time Points T7 [t(9) = 4.72,
p < .01] and T8 [t(9) = 2.53, p < .05; corresponding to
T4 in Experiment 1]. In previous work (Delgado, Nys-
trom, et al., 2000) and in Experiment 1, punishment
events had a higher signal than did reward outcomes dur-
ing the initial 3 sec when the reward was presented (Time
Point T2, corresponding to T3 and T4 in Experiment 2).
The faster temporal acquisition allowed us to observe
that in Experiment 2, the higher punishment response
was not significant at T3 [0–1.5 sec after the feedback;
t(9) = 1.93, p = .09], but was significant at T4 [1.5–3 sec
after feedback; t(9) = 2.83, p < .05]. This response was
exclusive to the caudate nucleus, since thalamic activa-
tion did not show significant differences between reward
and punishment trials during Time Points T3 [t(9) =
0.15, p = .89] and T4 [t(9) = 0.32, p = .76], although
there was an effect of valence in the thalamus during the
6- to 9-sec time window after delivery of feedback [T7,
t(9) = 2.94, p < .05; T8, t(9) = 5.23, p < .05]. Exploratory
analysis revealed a small ventral striatum focus
[F(7,63) = 3.27, p < .005; 4 voxels] that did not show a
difference during the 3 sec after presentation of a feed-
back [T3, t(9) = 1.53, p = .16; T4, t(9) = 1.33, p = .22]
but did show a higher response for reward trials at T7
[t(9) = 3.5, p < .05].

Thus, the results of Experiments 1 and 2 suggest that
the dorsal striatum is activated after presentation of an
affective stimulus and that such activation is sensitive to
the valence and magnitude of a stimulus. The reward re-
sponse is more sustained and significantly higher than
punishment during the 6- to 9-sec time window after the
presentation of a reward. The punishment response
shows an early peak, roughly 1.5–3 sec after the presen-
tation of a punishment feedback, which decreases below
baseline until the onset of the next trial. The early re-
sponse appears to be limited to the dorsal striatum. Sig-
nificant differences in the 1.5- to 3-sec time window
were not found in the thalamus or ventral striatum in ei-
ther Experiment 1 or Experiment 2, although in both ex-
periments these regions were sensitive to valence in the
later 6- to 9-sec time window.

GENERAL DISCUSSION

The goal of these experiments was to further our un-
derstandingof how the human striatum responds to the de-
livery of an affective feedback. Using a modified version
of a gambling paradigm, in which the delivery of rewards
and punishments varied according to magnitude, we
found that the dorsal striatum differentiated between the
valence of an event (reward and punishment) irrespective
of the magnitude (large or small). Furthermore, during
the 6- to 9-sec time window after the delivery of an out-
come, the dorsal striatum activation was parametrically
arranged according to magnitude, where large reward
yielded the highest signal and large punishment the lowest
signal. An early response to the presentationof a feedback
was also observed and replicated in a second, follow-up
experiment in which the temporal samplingwas increased.

Figure 4. Activation of the left caudate nucleus in Experiment 2, where the paradigm from Experiment 1 was replicated with greater
temporal resolution (1.5-sec scans). Identified by an interaction of valence and time, the left caudate nucleus showed differential re-
sponses to reward and punishment during the 6- to 9-sec time window after delivery of feedback (T7 and T8). A higher response to
punishment was observed during the 1.5- to 3-sec time window after feedback presentation (T4), suggesting that an early response
was evoked by the feedback presentation.

Experiment 2 — Left Caudate
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Converging support for our findings come from prior
studies of reward processing in animals and humans. For
example, single-cell studies have shown striatal re-
sponses to both the anticipation of a reward (Apicella,
Scarnati, Ljungberg, & Schultz, 1992; Hikosaka et al.,
1989; Schultz, Apicella, Scarnati, & Ljungberg, 1992)
and the reception of a rewarding event, such as a drop of
liquid (Aosaki et al., 1994;Apicella et al., 1991;Hikosaka
et al., 1989; Shidara, Aigner, & Richmond, 1998). Spe-
cific recordings in the caudate nucleus have shown both
that neurons in this area are modulated by the expecta-
tion of a reward (Hollerman, Tremblay, & Schultz, 1998;
Kawagoe, Takikawa, & Hikosaka, 1998) and that they
are sensitive to the reception of a stimulus of positive va-
lence (Aosaki et al., 1994; Apicella et al., 1991; Hiko-
saka et al., 1989; Shidara et al., 1998). The striatum has
also been implicated in reward processing in different
types of imaging paradigms (Berns et al., 2001; Breiter
et al., 2001; Breiter & Rosen, 1999; Delgado, Nystrom,
et al., 2000; Elliott, Friston, & Dolan, 2000; Knutson,
Adams et al., 2001; Knutson, Westdorp, Kaiser, & Hom-
mer, 2000; Koepp et al., 1998; Pagnoni et al., 2002). Ac-
tivation of the caudate nucleus, specifically, has been re-
ported in paradigms in which anticipation of a monetary
reward (Breiter et al., 2001; Knutson et al., 2000) and re-
sponses to the delivery of monetary rewards and punish-
ments (Breiter et al., 2001; Delgado, Nystrom, et al.,
2000; Elliott et al., 2000) have been measured, as well as
in paradigms in which responses to positive and negative
nonmonetary feedback have been measured (Elliott, Sa-
hakian, Michael, Paykel, & Dolan, 1998).

Although there is an extensive literature on how the
striatum responds to reward, paradigms in which the
question of how these responses are modulated by mag-
nitude has been examined have been less common.
Changes in reward magnitude have been shown to influ-
ence neuronal activity in the prefrontal cortex (Leon &
Shadlen, 1999; O’Doherty et al., 2001; Rogers et al.,
1999) and the amygdala (Salinas & White, 1998). Within
the striatum, recent recordings in the monkey have sug-
gested that neurons in that region may encode more than
just valence, since activity varies according to the type of
liquid reinforcement expected during a spatial delayed-
response task (Hassani et al., 2001). These findingshave
been supported by recent neuroimaging studies (Breiter
et al., 2001; Delgado, Sypher, Stenger, & Fiez, 2000;
Knutson, Adams, et al., 2001; O’Doherty et al., 2001;
Rogers et al., 1999). For example, Breiter et al. (2001)
showed ventral striatum activity after the spinning of a
wheel, where of three possible outcomes, the largest
($10.00 reward) yielded the highest activity, whereas the
lowest ($0.00 reward) was less active. Knutson, Adams,
et al. (2001) used a delay task in which participants an-
ticipated a reward or a punishment of different magni-
tudes. The study showed that during the anticipation
phase of the task, the medial caudate responded to in-
creases in both rewards and punishments.

The present study concentrated on the consummatory
period and is unique in showing the effects of valence

and magnitude in the dorsal striatum after delivery of a
reward-related stimulus. Not only does the caudate nu-
cleus differentiate between valence (rewards and pun-
ishments), but it also does so with respect to magnitude
(large and small). The parametric ordering of the out-
come is in accordance with how preferable or valuable a
specific outcome is to an individual.Thus, a possible in-
terpretation of the role of the caudate in the coding of re-
wards of different magnitudes is that, during the antici-
pation phase, it elicits approach behavior on the basis of
magnitude (Knutson, Fong, Adams, Varner, & Hommer,
2001). During the outcome phase, a more consummatory
and reinforcing role is performed (Robbins & Everitt,
1992, 1996), where the caudate detects and dissociates
between not only the valences, but also the magnitudes
of a stimulus (Delgado, Sypher, et al., 2000).

Similar to our previous design (Delgado, Nystrom,
et al., 2000) and in accordance with classic decision-
making theory (Kahneman & Tversky, 1979; Tversky &
Kahneman, 1981), the ratio of gain to loss was 2:1, since
the literature suggests that the impact of negative out-
comes is larger than the impact of positive outcomes. It
is unfair to say, however, that a reward outcome recruits
the striatum more than does a punishment outcome. Our
findings suggest, instead, that both the dorsal striatum
and the ventral striatum respond to the presentation of
monetary rewards and monetary punishments, showing
differential responses to both events. This result has been
supported by another neuroimaging study that also em-
ployed a disproportionate ratio of gains and losses and
showed responses in the striatum to both monetary re-
wards and punishments (Breiter et al., 2001).

The differential responses to valence and magnitude
in the striatum were observed during the 6- to 9-sec time
window after the presentation of feedback. The BOLD
hemodynamic response can be elicited by a brief period
of neuronal activity (Aguirre, Zarahn, & D’Esposito,
1998; Buckner, 1998; Buckner & Logan, 2001). Early
studies in the motor and sensory realms showed signal
changes in response to finger movements that lasted as
little as 0.5 sec (Bandettini, 1999). The BOLD hemody-
namic response also has a typical shape (Aguirre et al.,
1998; Buckner & Logan, 2001), characterized by a delay
of 2–6 sec between neuronal activity and the onset of the
hemodynamic response (Kwong et al., 1992), as well as
a response that may last anywhere between 10–12 sec
(Blamire et al., 1992). Thus, the point at which reward
and punishment should differ, and furthermore, order
parametrically, in this paradigm should be roughly
6–9 sec after the reward presentation.

Althoughwe found differences at the expectedperiod in
both Experiments1 and 2, we found significantdifferences
during the initial 3 sec after the outcome was revealed.
Even though higher temporal sampling in Experiment 2
allowed us to observe that the response was actually oc-
curring 1.5–3 sec after feedback presentation, this is still
early, relative to the typical hemodynamic response. An
unexpected and interesting result, this response is puz-
zling nevertheless and merits further research.
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This early response has now been replicated in three
designs, however, and it is conceivable that it reflects a
brief, almost immediate hemodynamic response in the
dorsal striatum. Although further research will be nec-
essary to fully understand such a response, three possi-
ble explanations can be provided. First, most investiga-
tions of the hemodynamic responses have focused
primarily on motor and sensory regions. Although some
cognitive paradigms have been used more recently, they
focused mostly on cortical responses (Buckner et al.,
1998; Cohen et al., 1997; Courtney, Ungerleider, Keil,
& Haxby, 1997), and not much is known about the he-
modynamic properties of subcortical structures. Perhaps
the use of an ANOVA to analyze the data allowed us the
sensitivity to pick up on these more rapid changes, since
unlike a more traditionally used general linear model, an
ANOVA does not assume a shape for the hemodynamic
response. Second, it is possible that the observed early re-
sponse reflects an autonomic response, rather than a cogni-
tive process. The presentation of a conditioned stimulus
(such as a tone that was paired with a shock) elicits au-
tonomic (changes in heart rate) and behavioral (freezing)
responses (LeDoux, 2000). The immediate defensive re-
sponses displayed by rats in fear-conditioning paradigms
suggest that the early response to feedback might be re-
lated to attention-like mechanisms necessary for instan-
taneous fight-or-flight reactions.The participantmight ini-
tially have an autonomic reaction to the large punishment
arrow, for example, which might show a different coupling
to blood flow than do responses to the more cognitive
evaluationof the event. A third possibility is that the early
response reflects modulation of an already ongoing re-
sponse. At the onset of the trial, there is a rise in activity
as participantsare presented with a question mark and are
prompted to make a fast guess. Since they find out the
actual value of the card 2.5 sec into the trial, the knowl-
edge of being incorrect, compounded by the almost im-
mediate presentation of a large feedback arrow denoting
a monetary loss of $2.00, may reflect a rapid modulation
of an already rising hemodynamic response, leading to
an early differentiation between conditions.

It is worth noting that many neuroimaging studies of
reward processes have focused on ventral striatal activa-
tion (Aharon et al., 2001; Berns et al., 2001; Breiter et al.,
2001; Elliott et al., 2000; Knutson, Adams, et al., 2001;
Knutson, Fong, et al., 2001; Knutson et al., 2000; Koepp
et al., 1998; Pagnoni et al., 2002), because work in ani-
mals indicates that the nucleus accumbens (part of the
ventral striatum) is integral to the brain’s reward system
and that it is linked to addictive behavior (Di Chiara
et al., 1999; Everitt et al., 1999; Koob, 1999; Koob &
Nestler, 1997). A growing literature, however, also sug-
gests that the dorsal striatum is involved in motivated be-
haviors, ranging from lesion and microdialysis studies in
rats (Ito, Dalley, Robbins, & Everitt, 2002; Robbins &
Everitt, 1992), to single-cell recordings in nonhuman
primates (Kawagoe et al., 1998; Lauwereyns, Takikawa,
et al., 2002; Lauwereyns, Watanabe, Coe, & Hikosaka,

2002), and even to dopamine measurements in humans
(Volkow et al., 2002).

Regarding the ventral striatum, we found that activity
in this region showed a main effect of time and an inter-
action of time and valence in both the present (Experi-
ments 1 and 2) and previous studies (Delgado, Nystrom,
et al., 2000), but a three-way interaction (magnitude, va-
lence, and time) was found exclusively in the dorsal
striatum. Another study has also not found magnitude in-
fluences in the ventral striatum (Brown & Bowman,
1995). In a cued task, where a light indicated how many
pellets of food a rat was about to receive, decreases in
reaction time were often observed. After ventral striatal
lesions, performance in the task or reaction time was not
affected. In contrast, a recent neuroimaging experiment
has suggested that the ventral striatum responds to the
anticipation of increasing rewards (Knutson, Adams,
et al., 2001).

In our neuroimagingparadigm, activationmay be more
robust in the dorsal striatum because it may be more con-
cerned with the consummatory period, where rat lesion
studies suggest a larger role for the dorsal, rather than
the ventral, striatum (Robbins& Everitt, 1992, 1996). An-
other potential difference between dorsal striatum and
ventral striatumactivationwas the observed early response
to the presentation of feedback, which was significant
only in the dorsal striatum in the present and previous
studies (Delgado, Nystrom, et al., 2000), perhaps due to
differential circuitry that includes separate inputs into
each region.

In summary, the activation of the striatum in a gam-
bling paradigm in which valence and magnitude are ma-
nipulated is concurrent with animal and other neu-
roimaging experiments. This experiment further
implicates the dorsal striatum as an integral component
of a reward circuitry responsible for the control of moti-
vated behavior, where the striatum decodes the valence
of a feedback and ranks it on the basis of preference or
magnitude.

REFERENCES

Aguirre, G. K., Zarahn, E., & D’Esposito, M. (1998). The variabil-
ity of human, BOLD hemodynamic responses. NeuroImage, 8, 360-
369.

Aharon, I., Etcoff, N., Ariely, D., Chabris, C. F., O’Connor, E., &

Breiter, H. C. (2001). Beautiful faces have variable reward value:
fMRI and behavioral evidence. Neuron, 32, 537-551.

Aosaki, T.,Tsubokawa, H., Ishida, A., Watanabe,K., Graybiel,A. M.,

& Kimura, M. (1994). Responses of tonically active neurons in the
primate’s striatum undergo systematic changes during behavioral
sensorimotor conditioning.Journal of Neuroscience, 14, 3969-3984.

Apicella, P., Ljungberg, T., Scarnati, E., & Schultz, W. (1991).
Responses to reward in monkey dorsal and ventral striatum. Experi-
mental Brain Research, 85, 491-500.

Apicella, P., Scarnati, E., Ljungberg, T., & Schultz, W. (1992).
Neuronal activity in monkey striatum related to the expectation of
predictable environmental events. Journal of Neurophysiology, 68,
945-960.

Bandettini, P. A. (1999). The temporal resolution of functional MRI.
In C. Moonen, & P. A. Bandettini (Eds.), Functional MRI (pp. 205-
220). New York: Springer-Verlag.



VALENCE AND MAGNITUDE EFFECTS IN THE STRIATUM 37

Bechara, A., Damasio, H., & Damasio, A. (2000). Emotion, decision
making and the orbitofrontal cortex. Cerebral Cortex, 10, 295-307.

Berns, G. S., McClure, S. M., Pagnoni, G., & Montague, P. R.

(2001). Predictability modulates human brain response to reward.
Journal of Neuroscience, 21, 2793-2798.

Blamire,A. M., Ogawa, S.,Ugurbil,K., Rothman, D., McCarthy,G.,

Ellermann, J. M., Hyder, F., Rattner, Z., & Shulman, R. G.

(1992). Dynamic mapping of the human visual cortex by high-speed
magnetic resonance imaging. Proceedings of the National Academy
of Sciences, 89, 11069-11073.

Breiter, H. C., Aharon, I., Kahneman, D., Dale, A., & Shizgal, P.

(2001). Functional imaging of neural responses to expectancy and
experience of monetary gains and losses. Neuron, 30, 619-639.

Breiter, H. C., & Rosen, B. R. (1999). Functional magnetic resonance
imaging of brain reward circuitry in the human. In J. F. McGinty
(Ed.), Advancing from the ventral striatum to the extended amygdala:
Implications for neuropsychiatry and drug abuse. In honor of
Lennart Heimer (Annals of the New York Academy of Sciences,
Vol. 877, pp. 523-547). New York: New York Academy of Sciences.

Brown, V. J., & Bowman, E. M. (1995). Discriminative cues indicat-
ing reward magnitude continue to determine reaction time of rats fol-
lowing lesions of the nucleus accumbens. European Journal of Neu-
roscience, 7, 2479-2485.

Buckner, R. L. (1998). Event-related fMRI and the hemodynamic re-
sponse. Human Brain Mapping, 6, 373-377.

Buckner,R. L., Goodman,J., Burock,M., Rotte, M.,Koutstaal, W.,

Schacter,D.,Rosen, B., & Dale,A. M. (1998).Functional-anatomic
correlates of object priming in humans revealed by rapid presentation
event-related fMRI. Neuron, 20, 285-296.

Buckner, R. L., & Logan, J. M. (2001). Functional neuroimaging
methods: PET and fMRI. In R. Cabeza & A. Kingstone (Eds.), Hand-
book of functional neuroimaging of cognition (pp. 27-48). Cam-
bridge, MA: MIT Press.

Cohen, J. D., Perlstein, W. M., Braver,T. S., Nystrom, L. E., Noll,

D. C., Jonides, J., & Smith, E. E. (1997). Temporal dynamics of
brain activation during a working memory task. Nature, 386, 604-
608.

Courtney, S. M., Ungerleider, L. G., Keil, K., & Haxby, J. V.

(1997).Transient and sustained activity in a distributed neural system
for human working memory. Nature, 386, 608-611.

Cox, R. W. (1996). AFNI: Software for analysis and visualization of
functional magnetic resonance neuroimages. Computers & Biomed-
ical Research, 29, 162-173.

Crespi, L. P. (1942). Quantitative variation of reinforcement and level
of performance. American Journal of Psychology, 55, 467-517.

Delgado,M. R., Nystrom, L. E., Fissell, C., Noll, D. C., & Fiez, J. A.

(2000). Tracking the hemodynamic responses to reward and punish-
ment in the striatum. Journal of Neurophysiology, 84, 3072-3077.

Delgado,M. [R.], Sypher, H., Stenger, V., & Fiez, J. (2000). Dorsal
striatum responses to reward and punishment: Effects of valence and
magnitude manipulations. Society for Neuroscience Abstracts, 26,
1073.

Di Chiara, G., Tanda, G., Bassareo, V., Pontieri, F., Acquas, E.,

Fenu, S., Cadoni, C., & Carboni, E. (1999). Drug addiction as a
disorder of associative learning: Role of nucleus accumbens shell/
extended amygdala dopamine. In J. F. McGinty (Ed.), Advancing
from the ventral striatum to the extended amygdala: Implications for
neuropsychiatry and drug abuse. In honor of Lennart Heimer (An-
nals of the New York Academy of Sciences, Vol. 877, pp. 461-485).
New York: New York Academy of Sciences.

Elliott, R., Friston, K. J., & Dolan, R. J. (2000). Dissociable neural
responses in human reward systems. Journal of Neuroscience, 20,
6159-6165.

Elliott, R., Sahakian, B. J., Michael, A., Paykel, E. S., & Dolan,

R. J. (1998). Abnormal neural response to feedback on planning and
guessing tasks in patients with unipolar depression. Psychological
Medicine, 28, 559-571.

Everitt, B. J., Parkinson, J. A., Olmstead, M. C., Arroyo,M., Rob-

ledo, P., & Robbins, T. W. (1999). Associative processes in addic-
tion and reward. The role of amygdala-ventral striatal subsystems. In
J. F. McGinty (Ed.), Advancing from the ventral striatum to the ex-

tended amygdala: Implications for neuropsychiatry and drug abuse.
In honor of Lennart Heimer (Annals of the New York Academy of
Sciences, Vol. 877, pp. 412-438). New York: New York Academy of
Sciences.

Forman, S. D., Cohen, J. D., Fitzgerald, M., Eddy, W. F., Mintun,

M. A., & Noll, D. C. (1995). Improved assessment of significant ac-
tivation in functional magnetic resonance imaging (fMRI): Use of a
cluster-size threshold. Magnetic Resonance Medicine, 33, 636-647.

Grant, S., Contoreggi, C., & London, E. D. (2000). Drug abusers
show impaired performance in a laboratory test of decision making.
Neuropsychologia, 38, 1180-1187.

Groenewegen,H. J., Wright, C. I., Beijer, A. V., & Voorn,P. (1999).
Convergence and segregation of ventral striatal inputs and outputs. In
J. F. McGinty (Ed.), Advancing from the ventral striatum to the ex-
tended amygdala: Implications for neuropsychiatry and drug abuse.
In honor of Lennart Heimer (Annals of the New York Academy of
Sciences, Vol. 877, pp. 49-63). New York: New York Academy of
Sciences.

Haber,S. N., Kunishio, K., Mizobuchi,M., & Lynd-Balta, E. (1995).
The orbital and medial prefrontal circuit through the primate basal
ganglia. Journal of Neuroscience, 15, 4851-4867.

Hassani, O. K., Cromwell, H. C., & Schultz, W. (2001). Influence
of expectation of different rewards on behavior-related neuronal ac-
tivity in the striatum. Journal of Neurophysiology, 85, 2477-2489.

Hikosaka, O., Sakamoto, M., & Usui, S. (1989). Functional proper-
ties of monkey caudate neurons: III. Activities related to expectation
of target and reward. Journal of Neurophysiology, 61, 814-832.

Hollerman, J. R., Tremblay,L., & Schultz, W. (1998). Influence of
reward expectation on behavior-related neuronal activity in primate
striatum. Journal of Neurophysiology, 80, 947-963.

Hollerman,J. R., Tremblay,L., & Schultz, W. (2000). Involvement
of basal ganglia and orbitofrontal cortex in goal-directed behavior.
Progress in Brain Research, 126, 193-215.

Ito, R., Dalley, J. W., Robbins, T. W., & Everitt, B. J. (2002). Do-
pamine release in the dorsal striatum during cocaine-seeking behav-
ior under the control of a drug-associated cue. Journal of Neuro-
science, 22, 6247-6253.

Kahneman,D., & Tversky, A. (1979). Prospect theory: An analysis of
decision under risk. Econometrica, 47, 263-291.

Kawagoe, R., Takikawa, Y., & Hikosaka, O. (1998). Expectation of
reward modulates cognitive signals in the basal ganglia. Nature Neu-
roscience, 1, 411-416.

Knutson, B., Adams, C. M., Fong, G. W., & Hommer, D. (2001). An-
ticipation of increasing monetary reward selectively recruits nucleus
accumbens. Journal of Neuroscience, 21, RC159.

Knutson, B., Fong, G. W., Adams, C. M., Varner,J. L., & Hommer,D.

(2001). Dissociation of reward anticipation and outcome with event-
related fMRI. NeuroReport, 12, 3683-3687.

Knutson, B., Westdorp, A., Kaiser, E., & Hommer, D. (2000). FMRI
visualization of brain activity during a monetary incentive delay task.
NeuroImage, 12, 20-27.

Koepp, M. J., Gunn, R. N., Lawrence, A. D., Cunningham, V. J.,

Dagher, A., Jones, T., Brooks, D. J., Bench, C. J., & Grasby,P. M.

(1998). Evidence for striatal dopamine release during a video game.
Nature, 393, 266-268.

Koob, G. F. (1999). The role of the striatopallidal and extended amyg-
dala systems in drug addiction. In J. F. McGinty (Ed.), Advancing
from the ventral striatum to the extended amygdala: Implications for
neuropsychiatry and drug abuse. In honor of Lennart Heimer (An-
nals of the New York Academy of Sciences, Vol. 877, pp. 445-460).
New York: New York Academy of Sciences.

Koob,G. F., & Nestler,E. J. (1997).The neurobiologyof drugaddiction.
Journal of Neuropsychiatry & Clinical Neurosciences, 9, 482-497.

Kwong, K. K., Belliveau, J. W., Chesler, D. A., Goldberg, I. E.,

Weisskoff, R. M., Poncelet,B. P., Kennedy, D. N., Hoppel, B. E.,

Cohen, M. S., Turner, R., Cheng, H., Brady, T. J., & Rosen, B. R.

(1992). Dynamic magnetic resonance imaging of human brain activ-
ity during primary sensory stimulation. Proceedings of the National
Academy of Sciences, 89, 5675-5679.

Lauwereyns, J., Takikawa, Y., Kawagoe, R., Kobayashi, S., Koi-

zumi, M., Coe, B., Sakagami,M., & Hikosaka, O. (2002). Feature-



38 DELGADO, LOCKE, STENGER, AND FIEZ

based anticipation of cues that predict reward in monkey caudate nu-
cleus. Neuron, 33, 463-473.

Lauwereyns, J., Watanabe, K., Coe, B., & Hikosaka, O. (2002). A
neural correlate of response bias in monkey caudate nucleus. Nature,
418, 413-417.

LeDoux, J. E. (2000). Emotion circuits in the brain. Annual Review of
Neuroscience, 23, 155-184.

Leon, M. I., & Shadlen,M. N. (1999). Effect of expected reward mag-
nitude on the response of neurons in the dorsolateral prefrontal cor-
tex of the macaque. Neuron, 24, 415-425.

Lesieur, H. R., & Blume, S. B. (1987). The South Oaks Gambling
Screen (SOGS): A new instrument for the identification of patho-
logical gamblers. American Journal of Psychiatry, 144, 1184-1188.

Macwhinney, B., Cohen, J., & Provost, J. (1997). The PsyScope
experiment-building system. Spatial Vision, 11, 99-101.

Middleton, F. A., & Strick, P. L. (2000). Basal ganglia output and
cognition: Evidence from anatomical, behavioral, and clinical stud-
ies. Brain & Cognition, 42, 183-200.

Noll, D. C., Cohen, J. D., Meyer, C. H., & Schneider, W. (1995).
Spiral K-space MR imaging of cortical activation. Journal of Mag-
netic Resonance Imaging, 5, 49-56.

O’Doherty, J., Kringelbach,M. L., Rolls, E. T., Hornak, J., & An-

drews, C. (2001). Abstract reward and punishment representations in
the human orbitofrontal cortex. Nature Neuroscience, 4, 95-102.

Pagnoni, G., Zink, C. F., Montague, P. R., & Berns, G. S. (2002).
Activity in human ventral striatum locked to errors of reward predic-
tion. Nature Neuroscience, 5, 97-98.

Robbins, T. W., & Everitt, B. J. (1992). Functions of dopamine in the
dorsal and ventral striatum. Seminars in the Neurosciences, 4, 119-
127.

Robbins, T. W., & Everitt, B. J. (1996). Neurobehavioural mecha-
nisms of reward and motivation.Current Opinion in Neurobiology, 6,
228-236.

Rogers, R. D., Owen, A. M., Middleton, H. C., Williams, E. J.,

Pickard, J. D., Sahakian,B. J., & Robbins, T. W. (1999). Choosing
between small, likely rewards and large, unlikely rewards activates
inferior and orbital prefrontal cortex. Journal of Neuroscience, 19,
9029-9038.

Rolls, E. T. (1999). The brain and emotion. Oxford: Oxford University
Press.

Rolls, E. T. (2000).The orbitofrontal cortex and reward. Cerebral Cor-
tex, 10, 284-294.

Salinas, J. A., Packard, M. G., & McGaugh, J. L. (1993). Amygdala
modulates memory for changes in reward magnitude: Reversible
post-training inactivation with lidocaine attenuates the response to a
reduction in reward. Behavioural Brain Research, 59, 153-159.

Salinas, J. A., & White, N. M. (1998). Contributions of the hip-
pocampus, amygdala, and dorsal striatum to the response elicited by
reward reduction. Behavioral Neurosciences, 112, 812-826.

Schultz, W. (2000). Multiple reward signals in the brain. Nature Re-
views: Neurosciences, 1, 199-207.

Schultz, W., Apicella, P., Scarnati, E., & Ljungberg, T. (1992).
Neuronal activity in monkey ventral striatum related to the expecta-
tion of reward. Journal of Neuroscience, 12, 4595-4610.

Schultz, W., Tremblay,L., & Hollerman,J. R. (1998). Reward pre-
diction in primate basal ganglia and frontal cortex. Neuropharma-
cology, 37, 421-429.

Shidara, M., Aigner, T. G., & Richmond, B. J. (1998). Neuronal sig-
nals in the monkey ventral striatum related to progress througha pre-
dictable series of trials. Journal of Neuroscience, 18, 2613-2625.

Takahashi, N., & Kawamura, M. (2002). Pure topographical disori-
entation: The anatomical basis of landmark agnosia. Cortex, 38, 717-
725.

Talairach, J., & Tournoux, P. (1988). Co-planar stereotaxic atlas of
the human brain: An approach to medical cerebral imaging. New
York: Thieme Medical Publishers.

Tversky, A., & Kahneman, D. (1981). The framing of decisions and
the psychology of choice. Science, 211, 453-458.

Volkow, N. D., Wang, G. J., Fowler, J. S., Logan, J., Jayne, M.,

Franceschi,D., Wong, C., Gatley,S. J., Gifford, A. N., Ding, Y. S.,

& Pappas, N. (2002). “Nonhedonic” food motivation in humans in-
volves dopamine in the dorsal striatum and methylphenidate ampli-
fies this effect. Synapse, 44, 175-180.

Woods, R. P., Cherry, S. R., & Mazziotta, J. C. (1992). Rapid auto-
mated algorithm for aligning and reslicing PET images. Journal of
Computer Assisted Tomography, 16, 620-633.

Woods, R. P., Mazziotta, J. C., & Cherry, S. R. (1993). MRI-PET
registration with automated algorithm. Journal of Computer Assisted
Tomography, 17, 536-546.

(Manuscript received August 5, 2002;
revision accepted for publication February 19, 2003.)



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 290
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 290
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 800
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [7200.000 7200.000]
>> setpagedevice


