
A recent article (Eshed, Althoff, Hamm, & Hermann, 
2007) in the Journal of Magnetic Resonance Imaging docu-
mented both the impact of the MRI environment and the 
relationship of demographic variables and anatomical site 
variables on the likelihood of obtaining successful MRI 
scans. First, the present article builds on prior efforts (Czar-
nolewski, 2005) and reports a sampling of the literature 
documenting the impact the MRI environment has on sub-
jects’ being able to tolerate the scanning process, which, in 
turn, affects whether successfully completed and unblurred 
scans are obtained. Second, the present article will detail the 
research design issues affecting the study of psychological 
and psychiatric variables when researchers employ MRIs, 
including a discussion of the corresponding threats to in-
ternal and external validity. The article also presents such 
threats to accepted standards in the medical and epidemio-
logical fields, standards that suggest data reporting require-
ments and experimental strategies in studies experiencing 
attrition like that experienced with MRIs. Third, making 
use of the pertinent literature, the article will present data 
analysis strategies in conjunction with behavioral interven-
tion techniques for addressing attrition. The relevance of 
these issues to child and adolescent research—most nota-
bly, to the attention-deficit/hyperactivity disorder (ADHD) 
research area—will be highlighted. Admittedly, much of 
the presentation in this article applies to other technologies, 
such as functional magnetic resonance imaging (fMRI) in 
MRIs (Pearlson & Calhoun, 2007); however, much of the 
literature documenting subject reactions to primarily closed 
MRIs focuses on structural MRIs. Consequently, this will 
be the focus of the section on subject reactions.

Some Reactions to MRIs, As Described  
in the Literature

The structural MRI machine has become a widely used 
tool for comparing brain region sizes between diagnostic and 
control groups. However, because of differential subject re-
actions to the MRI experience (Eshed et al., 2007; Fitz, 1989; 
Lukins, Davan, & Drummond, 1997; Meléndez & McCrank, 
1993; Murphy & Brunberg, 1997; Rosenberg et al., 1997), 
the present article contends that this adverse experience co-
incidentally serves as a screen for the anatomical structure 
of successfully scanned brains. This section will present re-
sults from clinical populations and research studies.

Eshed et al. (2007) found that women were more likely 
to stop their MRI scans than men were, and that an MRI 
scan of the head was more likely to result in premature de-
mands for cessation by the patient. Rosenberg et al. (1997) 
stated that the experiences of MRI physicians, technolo-
gists, and nursing staff suggest that pediatric subjects 
require more preparation for MRI exams than do adults. 
They cited Fitz (1989), who reported the following rates of 
children requiring sedation for older, closed clinical MRI 
procedures: 50% of 6-year-olds, more than 30% of 7- and 
8-year-olds, and 10% of 9- to 12-year-olds. Rosenberg 
et al. hypothesized that higher rates of necessary sedation 
might be expected with pediatric psychiatric patients—
especially with pediatric patients suffering from anxiety.

A brief presentation of some of the literature report-
ing reactions to MRIs may help one to better identify the 
subject variables corresponding to higher attrition rates 
in general, as well as in particular diagnostic groups, 
such as children with ADHD. A particular concern is that 
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sure of patients’ thoughts of their experiences in an MRI—
and a separate measure of patients’ feelings of claustro-
phobia in an MRI significantly correlate with a subjective 
rating of MRI-related anxiety; the anxiety scale ranged from 
1 (none) to 5 (extremely anxious). Of the 80 patients in the 
study, 11 (13.8%) panicked during the scan, and 3 of the 11 
who panicked terminated the scan prematurely. The panic 
group had significantly higher scores on the claustrophobia 
measure at prescan and on both the prescan and postscan 
COGS scores. Five patients (10% of the follow-up sample 
receiving postscan questionnaires 1 month later) reported 
that they would never go into an MRI again, and another 
11 (23%) were only slightly willing to have another scan. 
Thus, a third of this sample of 17- to 82-year-olds were at 
least extremely reluctant to undergo an MRI again.

Employing Lukins et al.’s (1997) fear survey schedule for 
MRIs (FSS–MRI scale), which includes nine of the items 
from the original FSS scale of everyday fears (Wolpe & 
Lang, 1964), Harris and colleagues (Harris, Cumming, & 
Menzies, 2004; Harris, Robinson, & Menzies, 2001) found 
that, of the different anxiety and claustrophobic measures 
administered to patients a week prior to their experiencing 
an MRI, the FSS–MRI scale was the strongest and most 
consistent predictor of panic symptoms (e.g., sweating) 
and subjective anxiety in an MRI. Panic and subjective 
anxiety in the MRI were assessed immediately after the 
scan. The nine items of the FSS–MRI are the noise of vac-
uum cleaners, loud noises, thunder, sirens, sudden noises, 
being in an elevator, being in enclosed spaces, being in air-
planes, and being alone. Harris and colleagues noted that 
the anxiety experienced in the MRI had a reciprocating 
effect with FSS–MRI; that is, FSS–MRI scores increased 
between prescan and postscan among those patients who 
experienced significant anxiety during the scan.

In studies in which there is one MRI scanning session 
(typically cross-sectional designs), the FSS–MRI scale 
(Harris et al., 2004; Harris et al., 2001) and other corol-
lary measures, such as the observation behavioral distress 
composite and three of its items (Elliott, Jay, & Woody, 
1987), especially the anxiety-sensitive items that Elliott 
et al. dropped and that were, therefore, excluded from sub-
sequent studies (e.g., Tyc, Fairclough, Fletcher, Leigh, & 
Mulhern, 1995), may be used to prescreen subjects who 
will be undergoing MRIs. One may also use acclimation 
procedures (Davidson, Thomas, & Casey, 2003; Epstein 
et al., 2007; Rosenberg et al., 1997; Slifer, Koontz, & 
Cataldo, 2002; Tyc, Leigh, Mulhern, Srivastava, & Bruce, 
1997), such as employing simulators or rewards (e.g., 
trophies for bravery to decrease subjects’ adverse reac-
tions to MRIs), with a hypothesized subsequent decrease 
in attrition. One may employ the FSS–MRI scale (and/
or other measures of distress) as initial measures of MRI 
anxiety and then relate the findings to simulator acclima-
tion procedures that minimize adverse reactions and drop-
out in either an actual MRI or a simulator. It is important 
to note that the FSS–MRI literature has focused on adults, 
whereas desensitization techniques (Rosenberg et al., 
1997), cognitive behavioral techniques (Jay, Elliott, Katz, 
& Siegel, 1987; Tyc et al., 1997), and operant- contingency 
techniques (Epstein et al., 2007; Slifer et al., 2002) have 

variables (such as claustrophobia) may be more common 
in diagnostic groups than in control groups. In general, 
approximately 30% of patients experience anxiety reac-
tions, and 5% to 10% of patients experience severe panic 
or claustrophobia (Meléndez & McCrank, 1993). There is 
a positive correlation between anxiety experienced during 
an MRI scan and the development of MRI-related fears 
when patients take follow-up scans 7 or more months later 
(Lukins et al., 1997). These authors also found an increase 
in fear of MRIs, even in the patients who were assigned to 
groups undergoing relaxation interventions.

Furthermore, patients who do not complete the MRI 
scan report an increase in fear, with that fear extending 
to a 1-month follow-up (Kilborn & Labbé, 1990). In con-
trast, those completing the MRI scan report a decrease in 
fear at follow-up (Harris, Robinson, & Menzies, 1999; 
Kilborn & Labbé, 1990). Kilborn and Labbé found that 
prescan fear was correlated with postscan claustrophobia, 
and having to stop the scan was a significant predictor for 
the subsequent development of claustrophobia. According 
to Meléndez and McCrank (1993), these results suggest 
that prescan fear assessment may help predict and allow 
for interventions to preclude or minimize anxiety-related 
reactions during and after MRI scans.

Women had higher anxiety ratings both before and after 
scanning (Mackenzie, Sims, Owens, & Dixon, 1995). 
Mackenzie et al. evaluated patients’ (age  17–86 years) 
reactions to MRIs. Approximately 15% (n  77) found a 
part of the MRI procedure unpleasant. These patients had 
higher prescanning anxiety scores than those of the other 
patients, and the differences (as compared with those of 
the other patients) significantly increased at post scanning. 
The most unpleasant feature cited by these 77 patients was 
symptoms of claustrophobia (n  19).

Mackenzie et al. (1995) asked respondents to rate specific 
MRI features, and those ratings were grouped as “fairly or 
extremely pleasant,” “neither pleasant or unpleasant,” or 
“fairly or extremely unpleasant.” Over 20% of the patients 
rated the following features as being “fairly or extremely 
unpleasant”: (1) the confined space (38%, n  175), (2) the 
noise of the machine (34%, n  150), (3) lying still dur-
ing the scan (28%, n  128), (4) moving into the machine 
(23%, n  103), and (5) being in the scanner alone (22%, 
n  100). Although 99% of the scans were successful, 10% 
(n  50) of the patients had State–Trait Anxiety Inventory 
(Spielberger, Gorsuch, &  Lush ene, 1970) anxiety ratings 
greater than 40 when leaving the unit (Mackenzie et al. 
noted that elective abdominal surgery had yielded patient 
anxiety ratings of 40 to 43 on the same scale). Of particular 
note to the present article, 24% (n  120) of the patients 
said they would have another MRI, “but only if necessary.” 
Thus, even though 99% of the scans were successful, a siz-
able percentage of the patients found critical MRI features 
(e.g., confining space and noise) to be quite unpleasant, 
producing anxiety and fear; and in terms of potential patient 
participation in follow-up MRI experiences, many of the 
patients indicated that they were unwilling to participate, 
unless it was absolutely necessary.

Both the Cognitions Questionnaire (COGS; McIsaac, 
Thordarson, Shafran, Rachman, & Poole, 1998)—a mea-
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experimental design issues affecting the generalizability 
of the experiment’s results. The present article will also 
delineate relevant research design issues from the medical 
and epidemiological literatures, the latter being discussed 
in terms of randomized (Moher, Schulz, & Altman, 2001) 
and nonrandomized (Des Jarlais, Lyles, Crepaz, & the 
TREND Group, 2004) studies.

There are a number of potential threats to internal and 
external validities (Campbell & Stanley, 1966; Cook & 
Campbell, 1979; Shadish et al., 2002) that appear relevant 
to MRI studies. These threats have an impact on the statis-
tical models employed for analyzing data gathered in these 
studies and would thus be subject to threats of statistical 
conclusion validity (Cook & Campbell, 1979; Shadish 
et al., 2002)—that is, a threat to the validity of a statistical 
model used to evaluate the observed correlations among 
the data. At issue is whether effects of the MRI experi-
ence, such as anxiety reactions, likely cause differential 
reactions that introduce confounds into the observations 
obtained from the MRI. Of particular note is the internal 
validity literature’s delineation of the confounds associ-
ated with instrumentation effects, which address the MRI 
setting, and with testing effects, which address subject re-
actions in that setting.

There are critical differences between the instrumenta-
tion and testing threats to internal validity. Instrumentation 
differs from testing because the former involves a change 
in the instrument and the latter focuses on a change in the 
subject (Shadish et al., 2002). On the one hand, the test-
ing confound can be described in terms of the two kinds 
of reactions represented by (1) subjects who can tolerate 
and/or eventually can learn to tolerate the MRI experience 
and (2) subjects who cannot tolerate and/or do not learn to 
tolerate the MRI experience. Of note, image quality is de-
termined by scan time, which is influenced by the patient’s 
(subject’s) willingness to be still (Symms, Jäger, Schmierer, 
& Yousry, 2004). For longitudinal studies, this dichotomy 
can be extended by conceptualizing two sets of subject re-
actions; for example, there are subjects who can tolerate or 
eventually learn to tolerate the MRI during the first session, 
and there are those who do not tolerate the MRI during the 
first session in the MRI. The subjects may be further charac-
terized in terms of their consistency in reacting to the MRI 
experience. The implication of a behavioral consistency in 
tolerating the MRI or of lack of behavioral consistency in 
tolerating the MRI will be discussed later. For now, the point 
is that when we consider testing confounds, we are focusing 
on the differential reactions found among subjects.

In contrast to the testing confound, the classical con-
ceptualization of the instrumentation confound focuses 
on changes in the instrument. In the MRI setting, this may 
involve placing subjects who tolerate the MRI environ-
ment in a closed MRI (with an opening at one end of the 
machine only) and placing subjects who cannot tolerate 
the enclosed environment in various types of open MRIs 
(Hushek et al., 2008; Jouandet, 2003; Spouse & Gedroyc, 
2000). The instrumentation confound between the closed 
and open MRI environments may be shown by the differ-
ence in scan resolution between closed and open MRIs 
(Jarrett, 2000). Procedural changes, such as lengthening 

focused on children. Different items, norms, and desensi-
tization protocols may be needed for younger populations. 
Furthermore, Bangard et al. (2007) found that 33 out of 
36 patients (91.7%) who were both anxious and claus-
trophobic as determined by the Spielberger State–Trait 
Anxiety Inventory, the FSS–MRI, and a claustrophobia 
questionnaire completed their MRI scan in an open MRI, 
as opposed to their prior experience in a closed MRI when 
15 out of 36 (41.7%) completed their scan.

Operant conditioning paradigms have been shown to de-
crease head movements in MRI simulators, showing that 
these artifactual movements could possibly subsequently 
decrease during actual MRI sessions (Epstein et al., 2007; 
Slifer et al., 2002). Epstein and colleagues acknowledged 
that they did not find differences between their ADHD chil-
dren and controls because of the low power of the design 
of their study (e.g., high within-group variability). As the 
present article and Czarnolewski (2005), point out, such 
design and statistical issues are more likely to occur for 
ADHD subjects, for example, than for control subjects.

Given the variances among both different ages and types 
of children in their acclimation rates and anxiety reactions 
when they undergo MRI procedures, one would expect to 
find differences in the likelihood that researchers would be 
successful in obtaining reliable scans from children with 
these anxiety-sensitive conditions. For example, Castella-
nos et al. (2002), who compared children with ADHD to 
controls, had a large sample (N  296) but did not report 
refusal rates to initial or subsequent MRIs as part of their 
longitudinal study. However, they did acknowledge that 
subjects with ADHD who completed scans (n  34, 11%) 
were more likely to have blurred scans than normal controls 
who completed scans were (n  16, 6%). The presence of 
a differential likelihood of blurred scans was a readily ap-
parent effect of the MRI experience. Subsequent analyses 
of these data showed an overall attrition rate of 35% for 
the ADHD group (Shaw et al., 2006). Given the literature 
reporting that subjects differ in their willingness to retake 
MRIs, one could logically expect to find an impact on par-
ticipation rates in longitudinal studies, and the attrition rate 
in the Shaw et al. study is consistent with this expectation.

Behavioral and Medical Research Models  
of Validity

Given that these behaviors hypothetically describe sub-
jects who are more susceptible to aversive stimuli, one can 
evaluate the effects of the MRI measurement process as 
one would evaluate the effects of an intervention with a 
number of potential or likely confounds. That is, given the 
likely impact of experimental confounds on the research 
design of studies employing MRIs, it appears appropri-
ate to delineate relevant experimental confounds from the 
research design literature and to suggest their likely pres-
ence in MRI studies. First, this section will discuss the 
relevant literature from the behavioral sciences (Camp-
bell & Stanley, 1966; Cook & Campbell, 1979; Shadish, 
Cook, & Campbell, 2002) and its delineation of threats to 
internal and external validity. In general, threats to inter-
nal validity focus on experimental design issues within 
the experiment, and threats to external validity focus on 
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(sometimes called experimental mortality) as subjects’ 
failure to complete an experiment’s outcome measures. 
If different kinds of people remain to be measured in one 
condition versus another, such differences could produce 
posttest outcome differences, even in the absence of treat-
ment (Shadish et al., 2002).

Cook and Campbell (1979) noted that interactions of 
selection and treatment limit generalization from the ex-
periment when there are selection biases in an experiment. 
One way to reduce these biases, they said, is to make co-
operation in the experiment as convenient as possible. Ap-
proaches for increasing participation and decreasing the 
threats to external validity may prove successful (Rosen-
berg et al., 1997). Briefly, Rosenberg et al. showed that 
subject practice in an MRI simulator decreased subject 
anxiety about being placed in a real MRI machine. Oper-
ant conditioning paradigms have been shown to decrease 
head movements in MRI simulators, thus providing the 
possibility that these artifactual movements would sub-
sequently decrease during actual MRI sessions (Epstein 
et al., 2007; Slifer et al., 2002). Thus, one can increase 
participation rates in an initial MRI session and, given the 
increased likelihood of, at least, a less-than-aversive ex-
perience, potentially increase participation in a follow-up 
session. This, in turn, increases the generalizability of the 
results, thereby increasing the study’s external validity.

Selection by instrumentation is another critical con-
found. Historically, this label has been applied when dif-
ferent groups score at different mean positions on a test 
whose intervals are not equal. Examples are ceiling effects 
and floor effects. In terms of the MRI, the present author 
suggests that different likelihoods of participation for each 
group may artificially create group differences in floor ef-
fects (e.g., measures of healthy behaviors) or in ceiling 
effects (e.g., measures of dysfunctional behaviors).

Shadish et al. (2002) noted that, at times, attrition is 
caused by the research process. The demands of research 
exceed those normally expected by treatment recipients. 
An example is the trade-off between the researcher’s de-
sire to measure many relevant constructs as accurately as 
possible and the respondent’s desire to minimize the time 
spent answering questionnaires or to minimize the time 
spent in the MRI. They also note that measurement attri-
tion, a recurring observation in the MRI literature, refers 
to a failure to complete outcome measurements, whether 
or not treatment is completed. Treatment attrition refers to 
cases in which research participants do not continue the 
treatment, whether or not they continue taking the mea-
surement protocol. If different kinds of people remain to 
be measured in one condition versus another, then such 
differences could produce posttest outcome differences, 
even in the absence of treatment. Attrition is therefore a 
special subset of selection bias occurring after the treat-
ment is in place. But unlike selection, differential attrition 
is not controlled by random assignment to conditions.

Looking at things from the front end of MRI studies, 
Campbell and Stanley (1966) stressed that the selection  
treatment interaction contains the possibility that the ef-
fects validly demonstrated hold only for that unique popu-
lation from whom the experimental and control groups 

the time to allow subjects to become more acclimated to 
the MRI before the actual scanning phase of the MRI ses-
sion, do not result in differences in the resolution of the 
MRI machine itself. However, procedural differences that 
include, for example, using dye for some subjects (where 
permitted by IRB review), which would increase MRI res-
olution, may not be present when other subjects who are 
members of a diagnosed group have allergies or refuse to 
get the injections for administering the dye, thus resulting 
in an instrumentation confound. Again, the dye increases 
the resolution, so a difference in usage introduces an in-
strumentation confound. However, administering dye can 
introduce testing confounds as well, because we are deal-
ing with subject reactions in their allowance of subject-
ing themselves to the administration of dye in medical 
procedures (Elliott et al., 1987; Tyc, Klosky, Kronenberg, 
de Armendi, & Merchant, 2002) and in MRI procedures, 
in particular (Tyc et al., 1997).

Another example of an instrumentation effect would be 
when the experimenter switches to open MRIs (Jouandet, 
2003; Spouse & Gedroyc, 2000) during the experiment. 
The instrumentation effect becomes a factor within the ex-
periment. It also becomes a factor when comparing effects 
across experiments, such as in a meta-analysis, if there are 
MRI machines associated with different dropout rates.

The present article proposes a more encompassing per-
spective than instrumentation and testing confounds when 
trying to articulate confounds that are inherent in the MRI 
experience. Because the MRI literature describes the MRI 
experience as an overwhelming or stressful experience 
for a sizable proportion of subjects and identifies subject 
characteristics, such as demographic correlates of age and 
gender, and the emotional reactions as measured by reli-
able rating scales, the present author suggests consider-
ing the confound introduced by the MRI experience as a 
measurement process confound, which is a more generic 
and encompassing confound. Such a conceptualization 
is intended to capture the reactions and corresponding 
hurdles that many subjects have to overcome in order to 
endure the measurement process, which allows for a reli-
able scan that is not blurred due to their possible physi-
cal activity (e.g., fidgeting) in reaction to the MRI. The 
present author notes that the instrument is not changing, 
per se, when the subject is scanned (i.e., an instrumenta-
tion effect); nor is the result of what the subject learns, in 
terms of tolerating the environment, a testing effect, in 
which there would be a change in the dependent variable 
of brain volume. (Again, the classical instances of testing 
are when the subject learns from the instrument the cor-
rect answer for subsequent testing or the subject provides 
a different emotional response that affects the subject’s 
subsequent rating along a scale.) The confound is neither 
instrumentation nor testing, but a measurement process 
that has corresponding predictors (e.g., demographic vari-
ables, anxiety measures) of unreliable scans and attrition, 
which are inherent in and a result of that process.

Attrition
Research design texts (Campbell & Stanley, 1966; Cook 

& Campbell, 1979; Shadish et al., 2002) describe attrition 
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items relevant to behavioral and public health intervention 
studies, whether or not randomized designs are used (Des 
Jarlais et al., 2004).

The CONSORT and TREND lists contain recommen-
dations for reporting details that may have an impact on 
the threats to internal and external validity of an experi-
ment. One primary concern motivating the CONSORT 
recommendations, which may also apply to MRI studies, 
is that participants who were excluded after allocation to 
a treatment are unlikely to be representative of all of the 
participants in the study. The MRI literature shows that 
patients may experience an aversive situation in MRI stud-
ies, regardless of whether they are administered a treat-
ment. In terms of the CONSORT focus, patients may not 
be available for follow-up evaluation because they had ex-
perienced an acute exacerbation of their illness or severe 
side effects of treatment (Altman et al., 2001).

A critical innovation of the CONSORT standards is the 
employment of flowcharts to document subject refusal 
at different points of assessment and treatment. The sug-
gested flowchart of subject assessment and experience rec-
ommends reporting the number of subjects excluded for 
the following reasons: (1) not meeting inclusion criteria, 
(2) refusing to participate, or (3) other reasons. Further-
more, there should be subsequent reporting of the number 
of subjects in each group for (1) the allocation phase (ns 
for those who did or did not receive intervention, with rea-
sons); (2) the follow-up phase (ns for those who were lost 
to follow-up, discontinued intervention, with reasons); 
and (3) the analysis phase (ns excluded from analysis, 
with reasons) (Egger, Jüni, & Bartlett, 2001). For each of 
the phases, Altman et al. (2001) and Egger et al. recom-
mended detailing the ns included, the ns not included or 
excluded, and the corresponding rationale for inclusion 
and exclusion for each group. For treatment sessions over 
time, ns for each group are reported, as well as ns for ad-
verse effects due to treatment.

Adapting these criteria of identifying the ns for each 
phase of the MRI measurement process may include re-
porting the ns who refuse to participate when placed in 
an MRI; reporting the ns who start the MRI, but do not 
complete the scanning process; and reporting the ns who 
complete the scanning process, but have blurred MRIs 
because of excessive movement. For MRI studies in which 
interventions (e.g., medications or cognitive behavioral 
therapy) are administered, general principles for report-
ing patient inclusion/exclusion may be adapted to MRI 
studies. Potential reasons for inclusion/exclusion may in-
clude the following: The patient was found not to have the 
psychiatric/ psychological condition; the identified condi-
tion required alternative intervention; the intervention was 
attempted, but it failed or caused an adverse effect; or an 
alternative intervention was applied because it was better 
suited to that condition (Altman et al., 2001). Altman et al. 
used these categories for evaluating cardiovascular stud-
ies, such as those reporting not using an intervention (e.g., 
not implanting a stent because the patient did not require 
one or was referred to an alternative intervention).

The TREND checklist was based on the fact that evalua-
tion studies very often do not qualify as randomized trials; 

were jointly selected. This situation becomes more likely 
when we have more difficulty getting subjects for an ex-
periment. These authors’ historical examples consider 
problems resulting from the greater amount of coopera-
tion required between the subject, school, and so on and 
the experimenter. Campbell and Stanley’s general rule is 
that the greater the amount of disruption of routine, and 
the higher the subject refusal rate, the more opportunity 
there is for a selection-specificity effect. The MRI litera-
ture cited in the present article shows that these effects are 
likely when MRIs are used.

Shadish et al. (2002) noted that reviews of the literature 
have suggested strategies for reducing measurement at-
trition that are specific to the kinds of outcome measures 
used. For example, the “using the foot in the door” method 
gets the respondent to agree to a smaller task first and 
a larger one later. A similar rationale may be applied to 
using an MRI simulator to get a subject to use the real 
MRI. Davidson et al. (2003), Epstein et al. (2007), and 
Rosenberg et al. (1997) are examples where this approach 
is found in the MRI literature.

Shadish et al. (2002) noted the necessity of document-
ing different aspects of attrition. These include reporting 
the attrition rates, overall and between groups, and identi-
fying different patterns of attrition, whether corresponding 
to different measurements or to different types of subjects. 
They also noted that it is necessary to estimate effects in 
the data sets that are due to attrition by analyzing data with 
and without imputed data, and they further suggested the 
use of multigroup structural equation models (S.E.M.s) 
for estimating effects in the presence of missing data (this 
will be discussed in the Statistical Models and Missing 
Data section). They noted that small sample sizes do not 
have stable parameters with S.E.M.s. In general, Shadish 
et al. (2002) suggested modeling the drop-off process it-
self. The present article’s citation of variables in the MRI 
literature that are potential targets for modeling attrition in 
the data include gender, age, anxiety tolerance measures, 
or measures of anxiety tolerance in different environ-
ments, such as the FSS, and measures of claustrophobia.

Medical and Epidemiological Standards
Since the MRI was developed and initially used in med-

ical studies, it is critical to highlight that medical research 
models of validity would also be relevant for evaluating 
MRI studies. These approaches to validation are exem-
plified by the consolidated standards of reporting trials 
(CONSORT) for random clinical trials (Moher et al., 
2001) and the transparent reporting of evaluations with 
nonrandomized designs (TREND) for nonrandom stud-
ies (Des Jarlais et al., 2004), both of which are becoming 
standard when reporting large-scale studies.

The CONSORT statement is a checklist of critical as-
pects of clinical trials that authors are increasingly being 
required to report in the manuscripts they submit to jour-
nals (Moher et al., 2001). Likewise, the TREND statement 
is a checklist for verifying that standards of behavioral and 
public health intervention evaluations involving nonran-
domized designs are followed. The checklist is meant to 
be consistent with the CONSORT checklist and contains 
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parison subjects (Milham et al., 2005). State–trait anxiety 
scores were related to fMRI measurement of baso lateral 
amygdala activation in response to backwardly masked, 
threat-related stimuli (Etkin et al., 2004). When measured 
by magnetic resonance spectroscopy (with an MRI ma-
chine), N-acetylaspartate was more concentrated in the 
left hemisphere orbital frontal cortices in 8 healthy sub-
jects with state–trait anxiety scores higher than 70 than 
in 8 subjects with scores below 70 (Grachev & Apkarian, 
2000). The anxiety scores were determined right before 
the subjects entered the MRI.

In a meta-analysis of studies employing fMRIs, it was 
reported that amygdalar and insular hyperactivity were 
present in subjects with PTSD, social anxiety, and specific 
phobias, as well as during fear conditioning in healthy 
subjects (Etkin & Wager, 2007). Etkin and Wager further 
discussed a common pathway for anxiety reactions. Thus, 
different methodologies allow for corroborative evidence 
that supports the position that individual differences in 
biological substrates are related to individual differences 
in states of anxiety. Given these results, it is reasonable to 
investigate other results in the literature in which subjects 
are exposed to an MRI and to hypothesize whether the 
pattern of results of reported biological substrate differ-
ences were confounded by the MRI measurement process, 
which has been shown to elicit anxiety reactions and cor-
responding differential attrition rates.

A pattern of results in Sowell et al. (2003) may indicate 
an MRI screening effect, especially in ADHD studies. Sow-
ell et al. reported pronounced structural brain-size differ-
ences between children with ADHD and controls, as well as 
a limited number of strong correlations between these mea-
sures and the behavioral measures in the Diagnostic and 
Statistical Manual of Mental Disorders (4th ed.; American 
Psychiatric Association, 1994) for diagnosing the presence 
of ADHD. Sowell et al. acknowledged that their sample 
size precluded differentiating among ADHD subtypes, in-
cluding those with comorbid anxiety disorder, which, with 
mood and disruptive behaviors, are found to have higher 
rates among children with ADHD (Busch et al., 2002).

The children were selected from a larger group of chil-
dren with ADHD whom Sowell et al. (2003) had previously 
studied, including 11 girls who ranged from 8 to 16 years 
of age (M  11.6, SD  2.8) and 16 boys who ranged from 
8 to 18 years of age (M  12.8, SD  3.2). There were 
also 17 control girls with a mean age of 11.8 (SD  3.1) 
and 29 control boys with a mean age of 12.2 (SD  3.3) 
(age ranges were not reported for controls). There were no 
gender effects, so the experimenters combined the boys’ 
and girls’ data within each group. Sowell et al. reported 
reduced brain-surface extents (distance from the center 
of the brain) in the lateral aspects of the anterior tempo-
ral cortices and in the inferior portion of the dorsolateral 
prefrontal cortices for children with ADHD, as compared 
with those for control children. They also reported more 
concentration in gray matter (gray matter density) in the 
bilateral parietal and temporal lobes of the ADHD group, 
as well as in the right occipital lobe region.

Sowell et al. (2003) reported two striking structural size 
and behavioral measure correlations. Within the ADHD 

therefore, the TREND checklist focuses on methods that 
equate subjects at baseline and stresses the need to docu-
ment baseline data and ensure baseline equivalence. Doc-
umenting baseline data includes reporting demographic 
characteristics of each group, which is part of reporting 
baseline characteristics for each study condition relevant 
to specific disease prevention. It also includes reporting 
behaviors, baseline comparisons of those lost to follow-up, 
and those retained—both overall and by study condition.

Baseline equivalence focuses on studying group equiv-
alence at baseline and the statistical methods used to con-
trol for baseline differences. A primary concern is the lack 
of generalizability resulting from adverse events. General-
izability, according to TREND, requires taking the follow-
ing into account: the study population; the characteristics 
of the intervention; the length of follow-up; the incentives, 
compliance rates, and specific sites/settings involved in 
the study; and other contextual issues. It is fair to state that, 
very often, MRI studies are not randomized and would be 
subject to these data-reporting requirements, which are 
similar to CONSORT requirements for reporting. Another 
requirement similar to CONSORT requirements would be 
reporting the attrition rates of subjects at each phase in the 
MRI measurement process.

Thus, we see that the threats to validity as delineated 
in both the behavioral and medical science literatures are 
relevant to studies employing MRIs. The concerns include 
threats to internal validity, such as testing, instrumenta-
tion, and selection by instrumentation effects (or, more 
generically, selection by measurement process effects), 
and threats to external validity, which are primarily due 
to the attrition and differential attrition effects. Statistical 
conclusion-validity issues will be expanded upon in the 
Statistical Models and Missing Data section. Employing 
an example from the literature will help clarify how these 
effects likely impact the interpretation of MRI studies.

An Example From the Literature
So far, the present article has presented findings from 

the literature—namely, the pattern of differential attrition 
rates that result in threats to internal and external validi-
ties in studies that employ MRIs. It has also described the 
testing and instrumentation confounds relevant to validity, 
as represented by both the behavioral science and medi-
cal literatures, and subsumed the testing and instrumenta-
tion confounds under a measurement process confound. 
We can now provide an example from the literature, the 
results of which could have been affected by these con-
founds. The example will show how it is possible to obtain 
biased sampling, which, due to the selective loss of sub-
jects when using MRIs, results in threats to internal and 
external validity.

However, before discussing whether the MRI measure-
ment process introduces confounds due to its representing 
a stress-laden environment, we first have to ask whether 
anxiety, per se, is represented in or related to biological 
substrates, such as morphological measurements of brain 
size and other measures. The answer is yes. Reductions in 
left amygdala gray matter volume were noted for pediatric 
patients with anxiety disorders, as compared with com-
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one may reasonably hypothesize that the ADHD subjects at 
the upper end of the inattentiveness scale were less likely to 
be included in the study because they would be less likely to 
focus on cognitive coping strategies (see, e.g., Epstein et al., 
2007; Rosenberg et al., 1997; Tyc et al., 1995) that would 
enable them to remain sufficiently still in the stressful en-
vironment of the MRI. ADHD subjects at the upper end of 
the scale would be less likely to be included, as well as the 
ADHD subjects who scored at the upper end (as opposed 
to the extreme end) of the scale but could not tolerate the 
stressful MRI environment. Therefore, we have a situation 
where ADHD subjects having lower gray matter density 
would be more likely to experience attrition, which would 
result in an artifactually greater gray matter density for the 
ADHD group. Again, one may assume that the occipital 
lobe gray matter densities within each group are positively 
related. Thus, given that ADHD subjects are reported to 
have more gray matter density in the right occipital lobe 
region, the reported occipital lobe differences between the 
ADHD and control groups are likely to be artifactually 
larger than reported. Therefore, the reported differences 
between the ADHD group and controls should be smaller.

Sowell et al.’s (2003) findings suggest a confound that 
may be present in longitudinal studies (Castellanos et al., 
2002). For example, the frontal lobe distance from the 
center of the brain is positively related to the hyperactiv-
ity scores of children with ADHD in the MRI experiment, 
thus resulting in artifactually smaller frontal lobes. Growth 
from an artifactually smaller ADHD distance from center, 
all other things being equal, would result in artifactually 
larger frontal lobe growth than would be reported for chil-
dren with ADHD.

There is, however, a reasonable alternative argument. 
Castellanos et al. (2002), besides their other criteria, se-
lected children with ADHD who had Conners’ Teacher 
Rating Scale hyperactivity ratings more than 2 SDs above 
the mean ratings for comparable age- and gender-specific 
groups. This likely resulted in the selection of the ADHD 
children who had larger gray matter frontal lobes, given 
Sowell et al.’s (2003) data. However, Castellanos et al. 
reported, on average, smaller frontal lobe gray matter at 
baseline than was found for their controls. Given the re-
ported 35% attrition rate in this data set for children with 
ADHD (Shaw et al., 2006), it was likely that the restric-
tion range in high hyperactivity scores would result in a 
corresponding expectation of disproportionately higher 
attrition rates in the stressful MRI environment. Given 
Sowell et al.’s data, this would have resulted in a corre-
spondingly disproportionate loss of subjects with larger 
frontal lobes at the follow-up scans. Thus, children with 
ADHD would show smaller frontal lobe growth rates than 
controls would. The lack of expected reliable differences 
in frontal lobe size growth trajectories might have been a 
function of selection criteria that increased the likelihood 
of differential attrition rates in the stressful MRI environ-
ment for the more hyperactive ADHD subjects.

A curvilinear (negative accelerating) form of cerebral 
volume change, as a function of age among a large nor-
mative group, has also been reported (Giedd et al., 1999). 
Therefore, the age variable, which also relates to cerebral 

group, the correlation between gray matter density and 
inattention measures in the left occipital lobe showed that 
the smaller the gray matter density, the more inattentive 
the patient (they did not report the correlation, but, as-
suming n  27, it would have to have been about .55 to 
produce p  .003, two-tailed). They also showed that the 
greater the brain-surface extent in the mesial dorsal fron-
tal region, the higher the hyperactivity score within the 
ADHD group (r  .51, p  .009). Similar but less dra-
matic correlations are found for the larger regions of the 
dorsal frontal region in the right ( p  .049) and left ( p  
.065) hemispheres.

There appear to be relationships between Sowell et al.’s 
(2003) group mean differences and correlations. First, re-
garding the frontal gray areas, the larger the (mesial) dorsal 
frontal region (i.e., the greater the brain-surface extent), 
the higher the hyperactivity score. Therefore, those ADHD 
subjects at the upper end of the hyperactivity scores would 
have been less likely to be included because, as these data 
show, they were more likely to be too active or fidgety to 
remain still in the stressful environment of the MRI. One 
possible interpretation is that the most hyperactive children 
with ADHD (i.e., those who scored at the extreme high end 
of the scale) were less likely to be included because, all 
other things being equal, the hyperactive children would 
be less likely to lie still in the stressful MRI environment. 
Other ADHD subjects possibly less likely to be included 
were those who scored at the upper end of, but within the 
same region of, the scale as the ADHD children who were 
included; but, unlike the children with ADHD who had 
similar hyperactivity scores and did manage to tolerate the 
stressful MRI environment, the excluded children could 
not tolerate the stressful MRI environment.

Thus, one implication of the positive correlation be-
tween hyperactivity and the size of the mesial dorsal fron-
tal region (r  .51) for the children with ADHD is that, 
given that their reported average size difference was larger 
than that found for controls, the difference in size of the 
frontal regions between children with ADHD and controls 
may actually have been larger than that reported. We are 
assuming a positive correlation in sizes for most frontal 
areas within the ADHD (and within the control) groups. 
Similarly, the greater similarity of the other frontal regions 
either in location or function as the mesial frontal region, 
the more likely that the reported ADHD frontal region 
sizes were larger as well, and, therefore, the more likely 
the reported frontal region differences between ADHD 
subjects and controls were larger. We are not even con-
sidering the issue of a restricted range of scores, a threat 
to statistical conclusion validity (Cook & Campbell, 1979; 
Shadish et al., 2002) that would mean that the hyperactiv-
ity score and frontal lobe size relationship is stronger, thus 
adding further emphasis to the points just made.

A similar argument may be made regarding the gray 
matter density differences reported for the occipital lobe. 
Again, the smaller the gray matter density of the left oc-
cipital lobe, the higher the inattentiveness score within the 
ADHD group. It is also reasonable to assume that the occip-
ital regions within the ADHD group (and within the control 
group) correlated positively with each other. Furthermore, 
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erating the stressful MRI environment. This is consistent 
with Etkin and Wager (2007), who stated that frontal lobes 
exert a modulating effect on brain regions involved in anx-
iety reactions. The stressful environment may artificially 
create group differences in either floor or ceiling effects 
of the MRI volumes for patients who are more likely to be 
in a stress-sensitive group, which would logically include 
ADHD subjects. These effects would be compounded 
in longitudinal studies for the ADHD group. Again, the 
ADHD subjects would more likely be hyperactive and, 
therefore, would more likely be subject to attrition with re-
sultant artifactually smaller frontal lobe size (on average) 
and inflated growth. This artifactually inflated growth may 
obfuscate differences in growth rates between the ADHD 
and control groups.

Such a scenario suggests that Sowell et al.’s (2003) 
finding that the control group has, on average, a smaller 
distance from the center of the brain for the dorsal fron-
tal lobe may be understated. The lack of ADHD–control 
group differences in growth rates in the frontal lobes (Cas-
tellanos et al., 2002) appears to be inconsistent with both 
these authors’ hypotheses—and others’ (Berger & Pos-
ner, 2000)—that the frontal lobes are the seat of executive 
functioning and represent a primary function that distin-
guishes children with ADHD from controls.

Statistical Models and Missing Data
A primary focus of the present article is the significant 

impact that a specific method of measurement—in this case, 
the MRI—has on the likelihood of obtaining successful 
measurements in a certain group of subjects. This is related 
to and has a significant impact on which anatomical or mor-
phometric makeups of brains are more likely to be success-
fully scanned in an experiment, with the researchers’ very 
hypotheses being focused on associating morphological dif-
ferences of subjects who differ in, for example, their reac-
tions to anxiety-inducing situations. Confounds that may be 
introduced because of the aversive environment in the MRI 
measurement procedure need to be minimized in order to 
minimize the threats to internal and external validity.

We will now discuss statistical models (Allison, 2003; 
Nich & Carroll, 2002; Shadish, Luellen, & Clark, 2006) 
that delineate the factors that have an impact on the pres-
ence of missing data. It is necessary to point out that the 
present article does not consider the impact of treatment 
(i.e., independent variables, such as medications or behav-
ioral therapies) on the pattern of missing data (i.e., miss-
ingness) found in a study. Rather, we consider the impact 
of the dependent variable (e.g., brain volume, as measured 
by the MRI machine) on the missingness found in a study 
and its consequent impact on a study’s results.

Again, Shadish et al. (2002) provided a detailed discus-
sion distinguishing attrition due to measurement from at-
trition due to treatment. They noted that the distinction is 
practically important for several reasons. First, measure-
ment attrition prevents the inclusion of the participant in 
the analysis (except via missing data imputation methods), 
but treatment attrition does not preclude inclusion, as long 
as the participant completes the measures. Second, many 
dropouts can be convinced to complete the measurement 

region volume size, may likely have an impact on the pos-
sibility of finding differences in volume size, as well as on 
the subsequent differential changes in volumes between 
children with ADHD and controls. 

Gender is another variable showing differential volume 
change, with girls having maximal volumes at age 11 and 
boys having maximal volumes at age 12 for both frontal and 
parietal volumes (Giedd et al., 1999). This issue of the se-
lective loss of subjects, which is related to the very same 
variables (age and gender) that the MRI literature showed 
to be related to the likelihood of aversive reactions to MRIs, 
would further confound brain size comparisons between 
ADHD subjects and controls. This would occur when mak-
ing comparisons across age and gender for each of these 
groups and when observing these groups in longitudinal 
studies. Given the subject reactions cited in the MRI litera-
ture, these suggested confounds appear even more likely to 
occur in longitudinal MRI studies in which there are chil-
dren with comorbid anxiety predispositions, such as children 
with ADHD. Again, Castellanos et al. (2002) reported cur-
vilinear trajectories for children with ADHD, but they also 
reported minimal differences between ADHD subjects and 
controls, except with regard to the caudate nucleus. At issue 
is whether their findings of a lack of differential changes 
may have been due to the confounds articulated above.

Using the MRI literature on subject reaction and using 
the attrition rates found in the Castellanos et al. (2002) 
data set (Shaw et al., 2006), we can develop statistical 
models for differential attrition rates for gender, age, and 
gender  age interactions (Shadish et al., 2002). The pur-
pose of this modeling would be to compare the attrition 
rate trajectories with the trajectories reported in Castel-
lanos et al., with the further possibility of incorporating 
these attrition rates into the model employed by Castella-
nos et al. for testing differences in trajectories. (The author 
thanks a reviewer for this critical point.)

In terms of the vocabulary used in the literature about 
threats to internal and external validity, the supposed dif-
ferential attrition rates in MRI studies are likely to produce 
an experimental confound defined by a selection  mea-
surement process interaction (Campbell & Stanley, 1966, 
used the term selection  treatment interaction; Cook & 
Campbell, 1979; Shadish et al., 2002). The present article 
considers MRI trajectory growth studies as observational 
studies and considers as well the studies having an inher-
ent selection  measurement process interaction, which is 
part of the MRI measurement environment. With the se-
lection measurement process interaction (per Campbell 
& Stanley, 1966), different groups score at different mean 
positions on a test whose intervals are subject to ceiling ef-
fects in which a subsequent measurement is limited in get-
ting higher because the initial measurement, on average, is 
large/high (and larger than the comparison group). The se-
lection  measurement process interaction may also have 
floor effects in which subsequent measurement is limited in 
getting lower because the initial measurement, on average, 
is small/low (and smaller than the comparison group).

The present author further suggests that the differences 
in likelihood of group participation in MRI studies may 
be a reflection of group differences in resilience in tol-
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plementary approaches are the use of (1) random effect 
models (Nich & Carroll, 2002), (2) structural equation 
models (S.E.M.) (Allison, 2003; McArdle, Ferrer-Caja, 
Hamagami, & Woodcock, 2002; McArdle et al., 2004), 
and (3) propensity scores (Shadish et al., 2006). Each ap-
proach potentially allows for a unique contribution to the 
missingness issue in the MRI research area. 

Nich and Carroll (2002) used a random effect regres-
sion model on all of the data for the full, intended du-
ration of treatment in a study. They included a covariate 
for whether the outcome was collected during treatment 
(i.e., treatment status). This variable, in addition to being 
a main effect, becomes part of the interaction terms for 
each of the variables (and combination of those variables) 
in the study. Treatment status is used as a time-varying 
covariate; that is, it assesses treatment differences during 
the intended duration of the protocol, as well as the effect 
of treatment dropout. This strategy takes into account the 
point at which protocol deviation occurs (i.e., dropout, 
noncompliance, or withdrawal). This approach is consis-
tent with the TREND statement’s focus on identifying and 
quantifying the sources of differential compliance rates. 
Therefore, not only did these authors follow CONSORT’s 
suggestion of reporting the nature of the protocol devia-
tion, but they also described the specific analytic strategy 
used, as suggested by the TREND recommendations. Alli-
son (2003) detailed alternative imputation procedures and 
stressed the use of maximum likelihood estimates when 
employing structural equation models to deal with miss-
ing data in repeated measures designs.

Regardless of the model used, the following Nich and 
Carroll (2002) statement highlights limitations of the im-
putation approach: 

At a minimum, investigators should report the num-
ber of participants in each treatment group who 
dropped out or for whom data were unavailable for 
other (withdrawal, noncompliance, loss to follow-
up) as well as how their data were handled (method 
of imputation, how many values imputed, whether 
analysis accounted for differential retention or expo-
sure to non-study treatments). (p. 130)

Nich and Carroll (2002) stated that the random effects 
regression model might provide reasonable estimates, as 
compared with other imputation methods or with the dele-
tion of subjects with missing values. However, they con-
cluded that all methods have bias.

The issue of generalizability is a focus of the TREND 
initiative because, by definition, it acknowledges the lack of 
a random sample in the study. The TREND checklist calls 
for data-analytic models for considering the study popula-
tion, the characteristics of the intervention, the length of 
the  follow- up, incentives, compliance rates, specific sites/
settings involved in the study, and other contextual issues. 
Measuring patient acclimation and aversive reactions in 
MRI studies would provide a better understanding of the 
data that are gathered as part of the TREND initiative and 
that detail the incentives and compliance rates in the study.

McArdle et al. (2002) provided an example for studying 
trends when each subject has only two data points. They 

protocol, even when they refuse to complete the treatment. 
Third, if measurement attrition can be eliminated, the re-
searcher can implement a classic intent-to-treat analysis, 
and, if a good implementation measure is available, the 
researcher can sometimes use certain analytic strategies. 
Shadish et al. (2002) stressed a good rule: Prevent mea-
surement attrition, even when you cannot prevent treat-
ment attrition.

For clinical trials with random assignment to treatment, 
CONSORT stated that “an intent-to-treat design requires 
that all patients are followed according to the pre-specified 
schedule with principal, and perhaps secondary, outcome 
assessments regardless of compliance, adverse effects, or 
other post-randomization, observations—death and pa-
tient refusal excepted” (Lachin, 2000, p. 183).

Intention-to-treatment data are analyzed with regard to 
the group to which participants are randomized, irrespec-
tive of any deviation from the treatment protocol for some 
of the subjects. When none of the subjects fully participate 
in an experiment, we have missing data, and the missing-
ness potentially introduces confounds into the study. The 
literature distinguishes among three types of data sets with 
missing data (Wright & Sim, 2003).

1. Missing completely at random (MCAR): The miss-
ing observations on a variable constitute a random subset 
of that variable, and values of the missing observations are 
not related to other variables.

2. Missing at random (MAR): The missing observa-
tions on a variable constitute a random subset of that vari-
able, but the values of the missing observations are related 
to those of another variable.

3. Missing nonrandomly (MNAR): As stated by Wright 
and Sim (2003), 

The missing observations are not a random subset 
of a variable, and the values of the missing obser-
vations may also be related to those of some other 
variable. . . . Unless unobserved values are missing 
completely at random, they may lead to a loss of 
between- group comparability and thus bias in esti-
mation of treatment effects. (p. 834)

According to Schafer and Graham (2002), these defi-
nitions may be best understood in the context of modern 
missing-data procedures, which regard missingness as a 
probabilistic phenomenon. The distribution of R, represent-
ing missingness, is regarded as a mathematical device for 
describing the rates and patterns of missing values and for 
capturing possible relationships between missingness and 
the values of the missing items themselves. Complete data 
are separated into observed and missing data. Schafer and 
Graham pointed out that MNAR is present when the distri-
bution of missingness depends on the data that is missing 
from the dependent variable. MCAR is present when miss-
ingness is not due to either the independent or dependent 
variables, and MAR is present when missingness is due to 
some nonexperimental variables’ relationships to the ex-
periment’s independent (or covariate) variables.

Alternative statistical models have been proposed 
for capturing variable effects when there is missingness 
among the variables. Three data-analytic, potentially com-
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scores, Shadish et al. (2006) quantified the probability of 
missingness in their study.

With quasi-experiments, the true propensity score is not 
known and must be estimated. The probabilities of receiv-
ing treatment (i.e., propensity scores) are likely to vary 
from .50 and correlate with individual characteristics that 
influence treatment selection. Covariates may include con-
venient demographic variables, such as age and gender.

Shadish et al. (2006) used a number of variables as co-
variates in an ANCOVA or as measures to stratify the data 
set to equate subjects. Each of these procedures helped 
develop propensity-to-participate scores. Using these pro-
cedures, Shadish et al. (2006) decreased the effect of ran-
dom assignment versus self-selection assignment. The re-
sult was that the difference in measures of two skills (i.e., 
that between math and vocabulary) in their self-selection 
tutored group approached the difference between these 
scores in the random-assignment group. They showed that 
variations of these procedures can be differentially suc-
cessful in balancing subject characteristics, with the cor-
responding effect on the success in diminishing the differ-
ences found for random assignment versus self-selection.

The critical point about propensity scores is that they 
are based on subject characteristics that may be involved 
in confounding (either by increasing or decreasing) the ex-
perimental effects. The MRI literature suggests that propen-
sity scores are available to help account for subject partici-
pation rates. Some measures that may be used to compute 
propensity scores include measures of anxiety, such as an 
FSS–MRI measure (Harris et al., 2004; Harris et al., 2001); 
demographic variables; and other rating scales that may be 
employed as covariates in MRI studies and may be used as 
screening devices to identify subjects who are likely to re-
quire more intensive acclimation to the MRI. For example, 
one may employ the FSS–MRI scale (and other measures 
of distress) to obtain initial measures of MRI anxiety and 
then relate the results to simulator acclimation procedures 
that minimize adverse reactions and dropout in an MRI 
simulator and/or actual MRI. Furthermore, subject scores 
on the FSS–MRI scale (and distress measures) and subject 
acclimation rates to the MRI environment may be used as 
covariates for the pattern of missing data (i.e., missingness) 
in studies with either a one-time MRI scanning session or 
repeated scanning sessions in longitudinal studies.

Another strategy is to block subjects in longitudinal 
studies on the basis of their consistency in tolerating the 
MRI environment, thus preventing across-group anxiety 
reactions and corresponding attrition from confounding 
between-group comparisons.

One may hypothesize that a child who acclimates well 
enough to MRIs that reliable and complete assessments 
can be made for the first two scanning sessions (even 
when the sessions may be years apart) provides a behav-
ioral measure of being different in terms of resilience in 
tolerating the MRI environment from a child who does 
not acclimate at the first session but does acclimate at the 
second session; or, alternatively, a child who does not ac-
climate at the first two sessions, but acclimates at the third 
session—again, even when there are years between each 
session. In short, one can “equate” subjects by their abil-

systematically compared alternative growth curve solu-
tions for different structural equation models when clus-
tering subjects on the basis of their initial scores. McArdle 
et al.’s (2004) use of S.E.M. builds on regression models 
that employ latent scores (underlying unobservable factor 
scores) to control for the subject’s initial age and, there-
fore, provide reliable estimates for the change from initial 
age. McArdle et al. (2004) developed this model in order 
to predict latent difference scores of brain size between 
two time periods. 

McArdle et al.’s (2004) bivariate, dynamic, latent-score 
difference S.E.M. contains x and y latent variables. There 
are latent x and y change scores, with each dual-change 
score having its own linear and proportional (nonlinear) 
parameters. Of particular interest is the potential appli-
cation of the model for those interested in testing which 
brain region or regions are the areas driving the resulting 
changes in brain size. These coupling parameters include 
a time-dependent effect of a latent x variable onto a latent 
y variable and a time-dependent effect of a latent y vari-
able onto a latent x variable. 

McArdle et al. (2004) employed a vector-field display 
that allows the researcher to interpret the direction and 
strength of the dynamics of the coupling. The result is a 
 latent-score difference model that can lead to a pictorial 
representation of complex nonlinear trajectory equations 
(i.e., nonhomogeneous equations). The present author 
suggests employing this model for estimating growth tra-
jectories of MRI data and further suggests that the latent 
x variable can be total cerebral volume (TCV), a common 
covariate in the MRI literature. McArdle et al.’s (2004) 
model can then test, for instance, whether each particular 
region or set of regions (latent y variable) drives the growth 
in TCV, and can test whether these dynamic growth mod-
els differ between groups (e.g., diagnostic vs. control).

A further note is that McArdle et al. (2004) acknowl-
edged the impact of attrition. They noted that subjects 
who dropped out during their study were slightly lower 
in working memory performance at baseline than were 
those who participated in the follow-up. They attempted 
to account for this nonrandom attrition by including all 
longitudinal and cross-sectional data in the models, but 
they recognized the possible presence of this confound, 
especially as related to other key variables, such as age 
selectivity of a cohort.

Shadish et al.’s (2006) use of subjects’ scores of pro-
pensity to participate in an experiment appears to be 
applicable to the focus on missingness in the present 
article. A propensity score is the conditional probability 
that a person will be in one condition rather than another 
(e.g., get a treatment rather than be in the control group), 
given a set of observed covariates. For example, if an 
equal- probability assignment mechanism is used to as-
sign people to one of two conditions, each person has a 
50% probability (i.e., a propensity score of .50) of being 
in one of the two conditions. Shadish et al. (2006) noted 
that quasi-experiments do not have random assignments. 
Quasi-experiments are more practical than randomized 
experiments, especially when randomized assignment is 
not feasible or practical. Through the use of propensity 
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ies opens other research possibilities. Statistical models 
that address subject reactions to both treatment interven-
tions and MRIs (of both controls and diagnostic groups) 
may thus allow for a more comprehensive look at the ef-
fects of the interventions in such large-scale trials.
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