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The basic interrupted time-series design includes two 
phases: a baseline phase consisting of a series of obser-
vations preceding the introduction of a treatment, and a 
treatment phase consisting of a series of observations fol-
lowing the introduction of a treatment (see Figure 1). Al-
though inferences about treatment effects are made from 
studies that utilize basic interrupted time-series designs, 
the validity of these inferences can be questioned because 
a shift in the time series may be the result of something 
other than the treatment (e.g., an event that happened to 
occur around the time of the intervention; Shadish, Cook, 
& Campbell, 2002). In an effort to reduce the plausibil-
ity of alternative explanations for shifts in time-series 
data, researchers often turn to more complex interrupted 
time-series designs, such as the reversal design and the 
multiple- baseline design (see Figure 1). The reversal 
design increases the number of phases by withdrawing 
and later reintroducing a treatment, whereas the multiple-

baseline design includes interrupted time-series data from 
multiple participants (or behaviors, or settings) where an 
intervention is staggered to occur at different times within 
the different series.

These interrupted time-series designs—also called 
 single-participant, single-case, or single-subject designs—
are valued for several reasons. First, it is important for 
one to have designs that allow researchers to estimate 
individual treatment effects. By accumulating individual 
treatment effects, we can gain a better understanding of 
person-specific effects and their variation than we can 
obtain through traditional group designs, which focus on 
average effects (Barlow & Hersen, 1984; Morgan & Mor-
gan, 2001). Second, researchers need designs that allow 
them to study treatment effects in low-incidence or highly 
fragmented populations (Dukes, 1965; Van den Noortgate 
& Onghena, 2003a). Third, it is valuable for one to have 
research designs with features that are closely aligned 
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design across participants was used to examine the ef-
fect of a treatment on clinical perfectionism in partici-
pants with Axis I disorders (Glover, Brown, Fairburn, & 
Shafran, 2007). Furthermore, a multiple-baseline design 
across behaviors was used to examine the effects of treat-
ment on verbal productivity in a participant with anomic 
aphasia (Wambaugh & Ferguson, 2007). Other multiple-
baseline applications included a study of the effects of a 
treatment for depression in a primary care setting (Nay-
lor, Antonuccio, Johnson, Spogen, & O’Donohue, 2007), 
a study of the effects of an instructional intervention on 
phoneme-segmentation fluency with at-risk kindergar-
ten children (Musti-Rao & Cartledge, 2007), and a study 
of the effects of training on the aggressive behaviors of 
individuals with mild mental retardation (Singh et al., 
2007).

with practice (Kratochwill & Piersel, 1983; Morgan & 
Morgan, 2001). These designs allow engagement of clini-
cians and practitioners in research, thereby lessening the 
gap between research and practice.

Among clinicians and practitioners, the multiple-
baseline design is often preferable to the reversal design 
because it does not require withdrawal of the treatment 
(Barlow & Hersen, 1984; Ferron & Scott, 2005). Conse-
quently, the multiple-baseline design has become widely 
used. A search in PsycINFO for “multiple baseline” that 
was restricted to the year 2007 produced 132 entries; 
82 of these were journal articles from a variety of dif-
ferent fields. For example, a multiple-baseline design 
across settings was used to examine the effects of an in-
tervention on the social interaction skills of a child with 
Asperger syndrome (Bock, 2007). A multiple-baseline 
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Figure 1. Design diagrams and graphical displays of the basic interrupted time-series design, the 
reversal design, and the multiple-baseline design. The Os represent observations; the Xs represent 
the implementation of an intervention; the X  represents removal of the intervention.
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First, the multilevel model assumes that the time series 
are independent of each other. In some multiple-baseline 
applications, however, one would expect the units to be 
interdependent (Bulté & Onghena, 2009; Marascuilo & 
Busk, 1988). A multiple-baseline design across behav-
iors will often produce series that are interdependent, 
because the treatment of one behavior may affect other 
behaviors in the individual and because an unmeasured 
variable that contributes to the error may have an impact 
on multiple behaviors. A multiple-baseline design across 
participants, however, may involve either independent or 
interdependent participants (Marascuilo & Busk, 1988). 
For example, four students working together in the same 
class would tend to have interdependent series, whereas 
four students from different classes may have independent 
series. It would appear that multilevel modeling would be 
most appropriate for applications in which the participants 
are independent.

The second concern focuses on the appropriateness of 
the sample size. The restricted maximum likelihood meth-
ods typically used to estimate multilevel models were de-
veloped under large-sample theory, and recommendations 
for use often suggest sample sizes of at least 30 upper-level 
units (Hox, 1998). Although researchers may prefer to have 
large numbers of participants, practical constraints often 
lead to multiple-baseline studies with 4 to 8 individuals. 
Consequently, the amount of data available from a single 
study may not be adequate for a multilevel analysis.

On the basis of previous research (see, e.g., Maas & 
Hox, 2004; Mok, 1995; Raudenbush & Bryk, 2002), one 
may anticipate that interval estimates of the average treat-
ment effect would have a better chance of performing well 
under small-sample-size conditions than would interval 
estimates of the variance in the treatment effect. More spe-
cifically, fixed-effect estimates are unbiased when sample 
size is small, but variance estimates are not (Raudenbush 
& Bryk, 2002). Maas and Hox (2004) reported a 25% up-
ward bias in the Level 2 variance components when there 
were only 10 Level 2 units each of size five. Mok (1995), 
who studied a variety of Level 1 samples sizes, reported 
relative bias as high as 34% with 5 Level 2 units, 18% with 
10 Level 2 units, and 10% with 20 Level 2 units.

Although the fixed-effect estimates are unbiased, ques-
tions can be raised about confidence intervals and sig-
nificance tests, because they depend not only on the effect 
estimates, but also on the estimated standard errors and 
degrees of freedom. Several alternative estimates for the 
degrees of freedom have been proposed (Fai & Corne-
lius, 1996; Kenward & Roger, 1997). Although the differ-
ences among these methods have a trivial impact when the 
Level 2 sample size is large, the differences would appear 
to be material for small-sample contexts, such as multiple-
baseline designs.

Methods for Estimating Degrees of Freedom
Consider a multiple-baseline design across 6 partici-

pants with 20 observations per participant, in which the 
researcher uses the model defined in Equations 1–3. The 
degrees of freedom for an inference about the average 

Although the utility of multiple-baseline designs is well 
established, there is no consensus on how to analyze and 
present the resulting data. Among the methods traditionally 
employed are visual analyses (Parsonson & Baer, 1992), 
randomization tests (Bulté & Onghena, 2009; Koehler & 
Levin, 1998; Marascuilo & Busk, 1988), ordinary least 
squares regression (Huitema & McKean, 1998), first-order 
autoregressive models (McKnight, McKean, & Huitema, 
2000), and more general time-series models (Velicer & 
Fava, 2003). In recent years, multilevel models (also called 
hierarchical linear models, or mixed linear models) have 
also been suggested as a method for combining single-case 
data within and across studies (Nugent, 1996; Shadish & 
Rindskopf, 2007; Van den Noortgate & Onghena, 2003a, 
2003b).

Multilevel Model for Multiple-Baseline Data
As shown in Equations 1–3, in the basic multilevel 

model for multiple-baseline data across participants, an 
outcome ( y) is modeled for participant j as a linear func-
tion of a single predictor, phase,

 yij  0j  1j phaseij  rij, (1)

where phase is a dichotomous variable indicating whether 
the observation is from the baseline or treatment phase, 

0j is the level of the outcome during baseline for the jth 
participant, 1j is the treatment effect for the jth partici-
pant, and rij is error leading to within-phase variation. At 
the second level of the model, the regression coefficients 
of the first level are allowed to vary randomly across 
participants:

 0j  00  u0j, (2)

and

 1j  10  u1j, (3)

where 00 is the average baseline level, 10 is the aver-
age treatment effect, and u0j and u1j are errors that are 
assumed to be normally distributed. These errors lead to 
variation in both baseline levels among participants and 
treatment effects among participants.

Multilevel modeling is an appealing option because 
(1) it allows one to use data from multiple cases in a sin-
gle analysis; (2) the models are flexible enough to handle 
dependent error structures, heterogeneous variances, and 
moderating effects; (3) software for estimating multi-
level models is accessible and familiar to many applied 
researchers; and (4) interval estimates can be obtained for 
effects of interest. The size of the average treatment effect 
can be gauged by the fixed effect for treatment; variation 
in the treatment effect can be estimated by the variance 
component for the treatment effect; potential moderators 
of the treatment effect can be examined through the inclu-
sion of cross-level interaction effects; and individual treat-
ment effects can be provided from the empirical Bayes 
estimates.

Although multilevel models allow the estimation of pa-
rameters that address questions of interest among single-
participant researchers, some concerns can also be raised. 
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elman, Algina, & Wolfinger, 2004; Schaalje et al., 2001). 
Although each of these studies has indicated promising 
results, with Type I error rates estimated to be close to 
the nominal level across a variety of design and data con-
ditions, variability in performance was also noted. For 
example, using a three-group design with 3 participants 
per group, each measured at three points in time, Gomez 
et al. (2005) found Type I error control to vary on the 
basis of the covariance structure. More specifically, when 
data were generated and analyzed assuming compound 
symmetry, the estimated Type I error rate for the main ef-
fect of treatment was .0525 (   .05). Conversely, when 
the data were generated and analyzed on the basis of a 
first-order autoregressive with random effects model, the 
Type I error rate for the treatment effect was estimated to 
be .1165 (   .05).

Kowalchuk et al. (2004) also examined a three-group 
design, but they considered 30 participants who were un-
equally split into groups of size 6, 10, and 14, and who 
were measured at four points in time. Data were generated 
using a random coefficient, a heterogeneous first-order 
autoregressive, or an unstructured covariance structure. 
Using a nominal  of .05, they found that when the cova-
riance structure was selected using Akaike’s information 
criterion, the Type I error rate estimates varied from .028 
to .069 for the time main effect, and from .045 to .072 for 
the interaction effect. When the covariance structure was 
selected using Schwarz’s Bayesian criterion, the estimates 
of the Type I error rates ranged from .020 to .088 for the 
time main effect and from .035 to .081 for the interaction 
effect. In addition to the reported variation in performance 
across design and data conditions, the inability to math-
ematically derive performance under small-sample-size 
conditions adds to the complexity of generalizing the 
performance of the Kenward–Roger method to multiple-
baseline designs.

Purpose
The purpose of the present study was to examine the 

quality of treatment effect inferences made from multi-
level models of multiple-baseline data. Specifically, the 
interval estimate of the average treatment effect was ex-
amined for each of five methods of approximating the de-
grees of freedom (containment, residual, between–within, 
Satterthwaite, and Kenward–Roger), and for each of two 
methods of specifying the Level 1 error structure ( 2I or 
first-order autoregressive). In each case, the quality of the 
inference was considered for conditions varying in the 
number of participants, series length, level of autocorre-
lation, variance among participants in initial level, and 
variance among participants in treatment effect. The point 
and interval estimates of the variance in the treatment ef-
fect were also examined.

METHOD

Monte Carlo simulation methods were used to examine ap-
proaches for making multilevel modeling inferences from multiple-
baseline data. The number of simulated participants (Level 2 sample 
size) was 4, 6, or 8. The number of simulated observations in the 

treatment effect ( 10 in Equation 3) could be estimated 
using a variety of approaches. The simplest would be to 
take the number of Level 1 units summed across partici-
pants and subtract the number of fixed effects, which for 
this example yields 118 degrees of freedom (i.e., 120  2). 
This simple method of estimating degrees of freedom, 
which is referred to as the residual method, and which 
was the default in the earliest versions of PROC MIXED 
in SAS, would seem inappropriate for multiple-baseline 
data because of the anticipated clustering of observations 
within participants.

An alternative would be to estimate the degrees of free-
dom as the number of Level 2 units minus the number 
of fixed effects within the Level 2 equation containing 
the fixed effect of interest. For this example, we would 
obtain 5 degrees of freedom (i.e., 6  1) for the inference 
about the average treatment effect. This is the approach 
used by the HLM software, as well as the approach used 
in the containment method in SAS as long as the effect 
is listed on the random statement in PROC MIXED. An-
other alternative, referred to in SAS as the between–within 
method, is to partition the residual degrees of freedom 
into between-participants and within-participants degrees 
of freedom. For our example, this approach would yield 5 
between-participants and 113 within-participants degrees 
of freedom. The treatment effect would be assigned the 
within-participants degrees of freedom because the treat-
ment varies within participants.

Other approaches to estimating the degrees of freedom 
rely on estimates of the variance–covariance matrix of the 
vector of responses. The Satterthwaite method used in 
SAS is a generalization of the procedure described by Fai 
and Cornelius (1996), which builds on the work of Satter-
thwaite (1941). The Kenward–Roger method is an exten-
sion of the Satterthwaite method, and was developed by 
Kenward and Roger (1997) to adjust for small-sample bias 
in the variance estimation. These methods, as well as those 
mentioned previously, are defined more formally in the 
Appendix. More detailed descriptions are also available 
elsewhere (SAS Institute Inc., 2004; Schaalje, McBride, 
& Fellingham, 2001).

Considering the mathematical differences in the ap-
proaches used to estimate degrees of freedom, one might 
anticipate that the confidence interval coverage for the 
average treatment effect would vary on the basis of the 
method employed. The containment method would be 
expected to lead to higher coverage than would the re-
sidual or between–within methods, and the Kenward–
Roger and Satterthwaite methods would be expected to 
produce coverage in between the containment and re-
sidual methods, with the consequences of using the dif-
ferent methods diminishing as the Level 2 sample size 
increased. However, it is unknown under what circum-
stances acceptable interval estimates can be made from 
multiple-baseline data.

Several researchers have examined the performance of 
the Kenward–Roger method of estimating degrees of free-
dom in the context of more traditional repeated measures 
designs (Fouladi & Shieh, 2004; Gomez, Schaalje, & Fell-
ingham, 2005; Kenward & Roger, 1997; Kowalchuk, Kes-
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of 5,000 replications leads to an adequate level of precision when 
estimating the coverage (e.g., when the coverage is .95, the standard 
error is .0031).

After each data set was generated, it was analyzed using multilevel 
modeling with REML estimation via PROC MIXED in SAS. Inter-
val estimates of the fixed effects were made using each of the five 
methods of estimating degrees of freedom: containment method, 
residual method, between–within method, Satterthwaite method, 
and Kenward–Roger method (Kenward & Roger, 1997; Schaalje 
et al., 2001). For variance components, the confidence intervals 
were based on the Satterthwaite method.

In the initial simulations, the treatment effect was modeled as a 
shift in level between the baseline and treatment phases; the Level 1 
errors were modeled as 2I, and the intercept and treatment effects 
were allowed to vary randomly across participants; see Figure 2 for 
the PROC MIXED specification when the Kenward–Roger method 
was used to estimate the degrees of freedom. The Level 1 error spec-
ification of 2I was chosen because it is a relatively simple structure 
that is commonly used in multilevel models for more traditional 
growth curve applications, and because simulation work has shown 
that in these more traditional applications, tests of fixed effects func-
tion relatively well with this specification, even when the errors are 
generated on the basis of an autoregressive model (Ferron, Dailey, 
& Yi, 2002).

Simulations for all 180 data conditions were then rerun with the 
specification of the analysis model changed to estimate a first-order 
autoregressive model for the Level 1 errors. Again, results were 
obtained for each of the degrees of freedom methods. The PROC 
MIXED specification for this second set of simulations is shown 
in Figure 2, and again the syntax shows the particular case in which 
the Kenward–Roger method was used to estimate the degrees of 
freedom.

Convergence rates were high (100% convergence for 94% of 
the conditions, and 99.98% convergence for the other 6% of the 
conditions). Several checks were used to verify the accuracy of the 
simulation program. For a small number of replications, the vectors 
produced at each stage of data generation were examined, as were 
the output data sets generated by calls to PROC MIXED and the 
summary data set that collected results. In addition, the fixed-effect 
parameter values used in data generation were compared with the 
values obtained from analyses of the generated data. It was found 
that the fixed-effect estimates were unbiased, which was theoreti-
cally expected and provided additional information that the simu-
lation was functioning appropriately. The code for conducting the 
simulations is available from the first author.

time series (series length or Level 1 sample size) for each participant 
was 10, 20, or 30. By crossing the number of participants with the 
series length, nine conditions were obtained that covered the range 
of sample sizes and series lengths typically reported in multiple-
baseline studies.

Data were generated on the basis of the two-level model defined 
in Equations 1–3, with the fixed effects ( 00 and 10) set to 1.0. The 
within-participants model (Equation 1) is based on an immediate 
shift in level and is consistent with the multilevel modeling applica-
tion presented by Van den Noortgate and Onghena (2003a). Further-
more, because it represents the most basic interrupted time-series 
model (e.g., there are no trends, changes in trends, or seasonal ef-
fects), it appeared to be the appropriate model for initial study into 
the multilevel modeling of multiple-baseline data. Errors for the 
within-participants model (rij) were generated using the ARMASIM 
function in SAS (Version 9.1; SAS Institute Inc., 2005), with a vari-
ance ( 2) of 1.0 and an autocorrelation ( ) of 0, .1, .2, .3, or .4, 
which appears ample to cover the range of autocorrelation typically 
found in behavioral data (Busk & Marascuilo, 1988; Huitema, 1985; 
Matyas & Greenwood, 1997).

The between-participants model (Equations 2 and 3) allowed 
baseline level and treatment effects to vary randomly across par-
ticipants. Level 2 errors were generated from a normal distribution 
using the RANNOR random number generator in SAS. The variance 
of u0j ( 00) was equal to 0.1 or 0.3; the variance of u1j ( 11) was equal 
to 0.1 or 0.3, and the covariance between u0j and u1j was 0. These 
Level 2 variances were chosen so that the majority of the variance 
would be in the Level 1 errors (recall 2  1.0). Substantial Level 1 
variation makes treatment effects more difficult to discern visually 
and thus motivates statistical analyses. A larger variance component 
at Level 1 was also consistent with the multilevel modeling applica-
tion presented by Van den Noortgate and Onghena (2003a) and with 
several reanalyses of recently published multiple-baseline studies 
that we conducted using multilevel models. For example, when pre-
viously published multiple-baseline data were reanalyzed using mul-
tilevel modeling, in some cases it was found that 2 was greater than 

00, which exceeded 11 (Figure 2 in Mahar et al., 2006, and Figure 1 
in O’Callaghan, Allen, Powell, & Salama, 2006). In some cases, 2 
was greater than 11, which exceeded 00 (Figure 3 in Tiger, Hanley, 
& Hernandez, 2006, and Figure 4 in Tsao & Odom, 2006).

Next, crossing the two variance levels of u0j with the two variance 
levels of u1j and the five levels of autocorrelation, we examined a 
total of 20 variance conditions for each of the nine combinations of 
sample size with series length. For each of these 180 data conditions 
(20 * 9), 5,000 data sets were simulated using SAS IML. The use 

proc mixed covtest cl;

model y = phase / s cl alpha = .05 ddfm = kenwardroger;

random int phase / sub = idlevel2;

proc mixed covtest cl;

model y = phase / s cl alpha = .05 ddfm = kenwardroger;

random int phase / sub = idlevel2;

repeated / type = AR(1) sub = idlevel2;

Figure 2. Example PROC MIXED code showing multilevel model specifica-
tion when the Level 1 error structure was assumed to be 2I and when the Level 1 
error structure was assumed to be first-order autoregressive. In both cases, the 
Kenward–Roger method was used to estimate the degrees of freedom.
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an average coverage of .917. The containment method 
tended to overcover, with an average estimate of .972 
across the two Level 1 error structures. When the Level 1 
error structure was modeled as 2I, the average cover-
age estimates for the Kenward–Roger and Satterthwaite 
methods were .942 and .940, respectively. When a first-
order auto regressive model was specified for the Level 1 
errors, both the  Kenward–Roger and Satterthwaite meth-
ods provided average estimates that were very close to 
the nominal level of .95 (M  .952 and M  .949, re-
spectively). In addition, for these estimation methods, all 
180 estimates were reasonably close to the nominal level 
(min  .935, max  .965, for Kenward–Roger; min  
.935, max  .960, for Satterthwaite).

To explore the variation between estimates, a series of 
graphs was constructed, each showing the coverage esti-
mate as a function of the degrees of freedom method, the 
method used to model the Level 1 errors, and one of the 
data factors (i.e., autocorrelation, number of participants, 
series length, intercept variance, or treatment effect vari-
ance). These graphs show the vast majority of the variation 
in the coverage estimates. The 2 was .96 when coverage 
was modeled with the main effects, with the two-way in-
teractions involving either the degrees of freedom method 
or the Level 1 error model, and with the three-way interac-
tions involving both the degrees of freedom method and 
the Level 1 error model.

RESULTS

To estimate confidence interval coverage (CI95) for each 
fixed effect, the results from the analyses were aggregated 
across the 5,000 replications for each of the 180 data con-
ditions for each of the five degrees of freedom methods 
and for each of the Level 1 error specifications. Doing this 
led to 180  5  2, or 1,800, confidence interval coverage 
estimates for each fixed effect. Similarly, analyses were 
aggregated across replications to estimate the widths of 
the confidence intervals for each fixed effect. However, 
to conserve space, only the results for the average treat-
ment effect ( 10) are provided. This is the effect of primary 
interest in multiple-baseline studies. After examining the 
fixed effects, attention was turned to the variance com-
ponents. Both the relative bias in the point estimates and 
confidence interval coverage were examined.

Interval Coverage for  
the Average Treatment Effect

Boxplots showing the distribution of coverage es-
timates for each method of estimating the degrees 
of freedom and each method of modeling the Level 1 
error structure are presented in Figure 3. The residual 
and  between–within methods undercovered, regard-
less of how the Level 1 error structure was specified, 
with both of these degrees of freedom methods having 
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Figure 3. Boxplots showing the distribution of coverage estimates for the 95% confidence interval of 
the treatment effect, 10, for each modeled Level 1 error structure and each degrees of freedom method. 
R, residual method; B, between–within method; C, containment method; S, Satterthwaite method; 
K,  Kenward–Roger method. “Autocorrelation not modeled” indicates that the analysis was conducted 
assuming that the Level 1 error structure was 2I, whereas “autocorrelation modeled” indicates that the 
analysis was conducted assuming that the Level 1 error structure was first-order autoregressive.
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between–within methods, the undercoverage became less 
pronounced as the number of participants increased. Note, 
however, that with 8 participants (the largest number ex-
amined), there were still notable differences among the 
degrees of freedom methods. When autocorrelation was 
modeled and there were 8 participants, the average cover-
age estimates were .954 for the Kenward–Roger method, 
.950 for the Satterthwaite method, .966 for the contain-
ment method, .931 for the between–within method, and 
.930 for the residual method.

The coverage for each method as a function of series 
length is shown in Figure 6. When autocorrelation was 
modeled, all degrees of freedom methods showed small 
decreases in coverage as series length increased. For the 
Kenward–Roger method, the average coverage went from 
.955 when the series length was 10, to .950 when the series 
length was 30. For the Satterthwaite method, the average 
coverage went from .949 when the series length was 10, to 
.948 when the series length was 30. The most pronounced 
effects for series length were seen for the residual and 
between–within methods.

Variance in the intercepts ( 00) had almost no impact on 
treatment effect coverage rates ( 2 of .0028 for the combi-
nation of the main effect and interactions); thus, this graph 
is not provided. However, coverage rates were influenced 
by variance in the treatment effects ( 11). As shown in Fig-
ure 7, the coverage for each of the degrees of freedom 
methods decreased as the variance in the treatment effects 
increased. For conditions in which the autocorrelation was 

The coverage rates as a function of autocorrelation are 
shown in Figure 4. The interaction between autocorrela-
tion and whether or not autocorrelation was modeled can 
readily be seen. When the autocorrelation in the Level 1 
errors was not modeled (i.e., 2I was specified), the aver-
age coverage estimates decreased for all degrees of free-
dom methods as the autocorrelation in the generated er-
rors increased, but when the Level 1 error structure was 
modeled as first-order autoregressive, these drops in cov-
erage did not occur. Of particular note, when autocorrela-
tion was modeled, the Kenward–Roger and Satterthwaite 
methods maintained coverage very close to the nominal 
level, regardless of the autocorrelation. When the auto-
correlation was not modeled, both the Kenward–Roger 
and Satterthwaite methods had coverage estimates that 
dropped further below the desired level as the autocorrela-
tion in the generated errors increased.

The coverage for each method is shown as a function 
of the number of participants in Figure 5. As was antici-
pated, there was an interaction between the number of 
participants and degrees of freedom methods, with the 
difference in coverage rates among the degrees of free-
dom methods becoming smaller as the number of partici-
pants increased. The average coverage rates for both the 
Kenward–Roger and Satterthwaite methods were close to 
.95 for all Level 2 sample-size conditions when the auto-
correlation was modeled. For the containment method, 
the overcoverage became less pronounced as the number 
of participants increased, and for both the residual and 
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single- participant studies of school-based interventions, 
the average mean shift from baseline to treatment was 
4.7 times the baseline standard deviation (Gresham et al., 
2004). With effects of this magnitude, an interval width 
of 1.5, for example, could result in an interval estimate 
around 4.00 to 5.50.

In making decisions about whether to model autocor-
relation in the Level 1 errors, one may question how much 
would be lost in precision if the more complex Level 1 
error structure was used, but not needed. Under conditions 
in which the autocorrelation was 0, results indicated that 
for the Kenward–Roger method, the average interval width 
increased from 1.384 to 1.390 when moving from the sim-
ple Level 1 error specification of 2I to the more complex 
first-order autoregressive specification. Similarly, under 
the same conditions, for Satterthwaite method, the loss was 
also quite small: from 1.371 to 1.374. Interestingly, with 
both the Kenward–Roger and Satterthwaite methods, when 
there was a high level of autocorrelation (   .4), using the 
more complex Level 1 error structure led to both higher 
coverage rates and smaller interval widths.

One could also question how much precision was lost by 
being conservative and by using the containment method 
to estimate the degrees of freedom. When the autocor-
relation was modeled, the average width for the contain-
ment method was 1.71, whereas the average width for the 
Kenward–Roger method was 1.53 and the average width 
for the Satterthwaite method was 1.50. In general, the dif-
ferences in precision between the containment and other 

modeled, as the variance in the treatment effects increased 
from 0.1 to 0.3, the average coverage for the Kenward–
Roger method decreased from .956 to .948, and the aver-
age coverage for the Satterthwaite method decreased from 
.952 to .945.

Interval Width for the Average Treatment Effect
After examining the coverage rates, attention was 

turned to the widths of the confidence intervals. As was 
expected, the interval widths were smallest for the resid-
ual and between–within methods and largest for the con-
tainment method. Also as was expected, the confidence 
interval widths decreased with more participants, more 
observations per participant, and smaller variance compo-
nents. The most notable effect was the number of partici-
pants ( 2  .42), followed by the method for estimating 
the degrees of freedom ( 2  .18), and the series length 
( 2  .17). Figure 8 shows the effect of the number of 
participants on interval width for each degrees of freedom 
method and each Level 1 error specification.

When the Kenward–Roger method was used to estimate 
degrees of freedom and the autocorrelation was modeled, 
the results indicated that as the sample size increased from 
4 to 6 to 8, the average width decreased from 1.95 to 1.43 
to 1.21, respectively. To get a better feel for widths of this 
size, it is helpful for one to recall that the Level 1 vari-
ance was set to 1.0 in the simulations. It is also helpful for 
one to consider the magnitude of anticipated treatment 
effects. In a review that synthesized the results of 150 
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intervals for treatment effect variance did not cover, there 
were also cases in which the intervals were so large that 
they provided no information (e.g., average interval width 
of 3.3  10285 when autocorrelation was modeled).

DISCUSSION

Overall, the degree to which the findings are support-
ive of using multilevel modeling to make inferences from 
multiple-baseline data depends on the particular inference 
examined. Estimates of the variance components tended 
to be biased, and the confidence intervals for these esti-
mates tended to undercover. Given the magnitude of the 
bias and undercoverage, the results are not encouraging 
for researchers wishing to make inferences about the vari-
ance in the treatment effect from multiple-baseline data. 
However, it is important to note that some have suggested 
the use of multilevel models for the meta-analysis of 
 single-participant studies (Van den Noortgate &  Onghena, 
2003a, 2003b). For a meta-analytic application, the num-
ber of participants would exceed the numbers examined 
in this study, and interval estimates of variance compo-
nents might perform better. The bias and undercoverage 
lessened as the number of participants increased, but with 
8 participants, the bias and undercoverage were still sub-
stantial. Consequently, researchers interested in studying 
the variation in treatment effects should consider increas-
ing the number of participants utilized in multiple- baseline 
studies. Future research could be aimed at determining the 

degrees of freedom methods were much more substantial 
than the differences in precision between the methods of 
specifying the Level 1 error structure.

Variance Components
In addition to examining the fixed effects generated 

from the multilevel models, an examination was made 
of the variance components. As was expected, these es-
timates tended to be biased. The distributions of relative 
bias estimates for the variance components ( 00, 11, 2, 
and ) are provided in Figure 9. Variance in the intercept, 
or baseline level ( 00), variance in the treatment effect 
( 11), and residual variance ( 2) all tended to be overesti-
mated, whereas the amount of autocorrelation ( ) tended 
to be underestimated. The relative bias in 00, 11, and  
tended to decrease as the number of participants increased. 
Consider, for example, the variance of the treatment ef-
fect, which is the component that typically would be of 
the most interest to single-participant researchers. When 
autocorrelation was modeled, the average estimate of rela-
tive bias decreased from .34 to .25 to .21 as the number of 
participants increased from 4 to 6 to 8, respectively.

Given the bias in the point estimates, it was not sur-
prising to find that coverage tended to be a problem for 
the interval estimates of the variance components. Cover-
age was particularly problematic for the treatment effect 
variance. When autocorrelation was modeled, the average 
coverage estimate was .83 with 4 participants, and .85 with 
8 participants. In addition to the many cases in which the 
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the between–within method can be recommended, since 
each of these methods produced interval estimates that 
tended to undercover.

The conclusions from the present study should be tem-
pered by recognition of the conditions examined. There 
are many cases in which a relatively simple multilevel 
model appears appropriate (see, e.g., Van den Noortgate & 
Onghena, 2003a, as well as the studies we referenced pre-
viously as part of our reanalyses to determine reasonable 
levels for the variance components). It is for situations 
like these that the results provide guidance about making 
treatment effect inferences. It is recognized, however, that 
some applications may involve more complex treatment 
effects (e.g., delayed changes in level, transitory effects, 
effects that change linearly with time in treatment, effects 
that change nonlinearly with time in treatment, effects 
that depend on the effects of other participants). Further-
more, some applications may involve more complex error 
structures (e.g., higher order autoregressive or moving 
average models, heterogeneous error structures, nonnor-
mally distributed errors at Level 1 or Level 2, multivariate 
error structures). Finally, some applications could involve 
variance parameters outside the range of those studied. 
It is hoped that the present results help to motivate ad-
ditional methodological research aimed at examining the 

number of participants needed to make accurate inferences 
about the variance components. In doing so, alternative 
methods of estimation, such as the Bayesian approach, 
should also be considered.

For researchers interested in the average treatment ef-
fect, the results of the present study are far more encour-
aging. Still, researchers should be advised, when possible, 
to increase the number of participants. With larger Level 2 
sample sizes, greater precision could be gained in esti-
mating the average treatment effect. There are contexts, 
however, in which small sample sizes—like those in the 
present study—are the only feasible way to conduct the 
study. Under these conditions, researchers are cautioned 
to carefully consider how the degrees of freedom are es-
timated and how the Level 1 errors are modeled. The Sat-
terthwaite and Kenward–Roger methods both provided 
coverage estimates for the average treatment effect that 
were close to the nominal .95 level across the conditions 
studied when autocorrelation was modeled (the lowest es-
timates were .935). The containment method for estimat-
ing degrees of freedom was conservative, providing cov-
erage rates that exceeded the nominal level. Although this 
method appears relatively safe, it leads to less precise es-
timates (wider intervals) than does either the Satter thwaite 
or the Kenward–Roger method. Neither the residual nor 
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generalizability of the findings. It is also hoped that fu-
ture research will address the inferences not addressed 
in the present study—inferences about moderators of the 
treatment effect and inferences about treatment effects of 
individual participants.
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APPENDIX 
Methods for Computing Degrees of Freedom for Tests of Fixed Effects

The residual method defines the degrees of freedom as n  rank (X), where n is the total number of Level 1 
units, X is the design matrix for the fixed effects, and rank (X) will correspond to the number of fixed effects 
(gamma coefficients). This approach was the default in the earliest versions of PROC MIXED and only gives 
the correct degrees of freedom when the Level 1 errors are independent and identically distributed, and when 
there are no Level 2 errors (i.e., a situation in which multilevel modeling is not needed).

The between–within method partitions the residual degrees of freedom into between-participants and within-
participants portions. Fixed effects of design variables that change within an individual are assigned the within-
participants degrees of freedom. Effects of design variables that do not change within an individual are assigned 
the between-participants degrees of freedom.

The containment method searches the random statement for effects that match the fixed effect being tested, 
and then considers the rank contribution of these random effects to the (X Z) matrix, where X is the design ma-
trix of the fixed effects and Z is the design matrix for the random effects. The degrees of freedom for these effects 
are defined to be equal to the smallest of these rank contributions, which for the type of model considered equals 
the number of Level 2 units minus the number of fixed effects within the Level 2 equation containing the fixed 
effect of interest. For effects that are not listed in the random statement, the degrees of freedom are computed 
as n  rank (X Z). The containment method is the default method in PROC MIXED when a random statement 
is used, and can lead to exact degrees of freedom when the design is balanced, and when the Level 1 errors are 
independent and identically distributed. This method becomes more questionable as the design becomes less 
balanced or when a more complex error structure is needed at Level 1.

The Satterthwaite method approximates the degrees of freedom, and is designed for use with unbalanced 
designs and more complex covariance structures. The method used in SAS is a generalization of the procedure 
described by Fai and Cornelius (1996), which builds on the work of Satterthwaite (1941). The degrees of free-
dom are estimated as

 

df
c c

c c

2
2ˆ

ˆ
ˆ

ˆvar
,

 
where c is the vector of constants defining the contrast of interest (H0:c   0) and  is the approximate covari-
ance matrix of :

   (X V 1X ) 1, 

where V 1 is the inverse variance–covariance matrix of y, the vector of responses, and X is the design matrix of 
the fixed effects.

The Kenward–Roger method also approximates the degrees of freedom, and again is designed for use with 
unbalanced designs and complex covariance structures. The method, which was developed by Kenward and 
Roger (1997), inflates  to adjust for small-sample bias. The new variance–covariance estimate, , is then 
used with the Satterthwaite method to compute the degrees of freedom.
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<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


