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Eight rats were given massive training sessions wilh spatial 
probability problems. A nonco"ection procedure was used 
and brain stimulation served as the reinforcer. Results indicate 
no c/ear response strategy wilh only one rat showing c/ear and 
consislent maximizing. 

Behavioral comparisons of different species in probability 
leaming problems have produced performance strategies which 
some experimenters (Bitterman, 1965a) attribute to qualita­
tive differences along the phylogenetic scale. For example, 
Bitterman reports that on visual and spatial prob ability 
problems, rats tend to maximize or approach the more 
frequently rewarded stimulus on nearly every trial, while fish 
generally match their r~sponses to the reinforcement 
probabilities. 

Recently, such generalizations have been questioned 
(Mackintosh, 1967; Poland & Warren, 1968) particularly when 
animals are run for an extended number of trials. The purpose 
of the present experiment is to test the generality of maximiz­
ing behavior in rats run for large numbers of trials in situations 
usually producing c1ear maximizing. The use of intracranial 
stimulation (ICS) provides an effident procedure for accom­
plishing this goal (Johnson, 1966; Johnson & Levy, 1968). 

SUBJECfS AND APPARATUS 
Eight male Charles River strain albino rats were used. Rats 

203, 207, and 217 were about 100 days old while the other Ss 
were about 300 days old. All Ss had previous experience 
pressing a single lever for ICS. Animals were maintained on an 
ad lib diet of Purina Lab Chow. The apparatus is shown in 
Fig. land is similar in operation to one described elsewhere 
(lohnson, 1968). 

ELECfRODE IMPLANTATION AND H1STOLOGY 
Subjects were stereotaxically implanted with bipolar 

electrodes .014 in. in diam (Plastic Products Co.). Following 
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the experiment, Ss were perfused and brain sections were 
stained with cresyl violet. Electrode tips were found to be 
distributed in the lateral hypothalamus and adjacent medial 
forebrain bundle. 

PROCEDURE 
In pretraining, Ss were shaped to press either response panel 

for ICS on a CRF schedule. After several hundred trials Ss 
were shifted directly to the prob ability conditions which were 
determined by a 60-step Actan programm er. Reinforcement 
consisted of 0.5 sec of sine wave current stepped down with a 
Variac and presented via a mercury swivel. A noncorrection 
procedure was used in which any response would deactivate 
both panels for an intertrial interval of 5 sec. The number of 
responses on both panels was printed out every 25 trials. Each 
S was run for a number of daily sessions until the electrode 
was removed or the animal stopped responding. The total 
number of trials for each S can be determined from Fig 2. The 
probabilities employed for each rat as weil as the points where 
probabilities were changed can also be determined from Fig. 2. 

RESUL TS AND DlSCUSSION 
It can be seen from Fig. 2 that no single response strategy 

characterizes the behavior of all eight Ss. Only Rat 207 
consistently maximized, although Rat 203 also maximized 
much of the time. Most of the Ss shifted their response 
strategies a number of times in what appeared to be an 
unsystematic fashion. Rat 19, however, continued to respond 
to the 60% reinforced side about 85% of the time for nearly 
8000 trials. In general, neither matching nor maximizing 
would describe the behavior of most of the animals, but 
rather, they seemed to respond at a level somewhere between 
the two. As a group, Ss responded 86% of the time to the 
more frequently rewarded side in the 6040 problem. It can be 
noted that when the probabilities are changed, Ss quickly 
modify their behavior. For example, when Rat 50 was 
switched from a 6040 problem to a 40-60 problem after 1600 
trials, Iris responses to the left side dropped sharply. 

It is difficult to account for the unusual findings of this 
experiment. Previous research (Bitterman, Wodinsky, & 

Fig. I. Schematic view of the two-choice dU­
crimination IPparltuS. 
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BLOCKS OF TRIALS 

Fig. 2. Per cent responses to the left side over blocks of 100 trials for each anima!. The probabilities employed for each anima! ean be de­
termined with merence to the lelt side. For example, L = 40 indicates that lelt responses are reinforced 40% of the time and the right 
responses 60%. The points where probabilities were ehanged are indicated by a black arrow accompanied by the new probability . 

Candland, 1958; Roberts, 1966) showed that maximizing 
behavior is increased by the use of spatial discriminations 
(about 91% of all responses to the more frequently rewarded 
side in a 6040 problem in the Bitterman et al experiment, and 
nearly 100% maximizing in a 70-30 problem in the Roberts 
experiment). Furthermore, the use of a noncorrection 
procedure has also been shown to increase maximizing 
(Bitterman, Wodinsky, & Candland, 1958; Parducci & Polt, 
1958; UhI, 1963; Poland & Warren, 1967). In the Poland & 
Warren t 1967) experiment, for example, cats maximized about 
98% in a 60-40 spatial problem when a noncorrection 
procedure was used. More generally, Bitterman (I965b) has 
stated that without a guidance procedure, all species tend to 
maximize. It is difficult to understand how the use of brain 
stimulation or a massed trial procedure might explain the 
behavior obtained in the present experiment. In any case, the 
generalization that all species te nd to maximize in a spatial 
probability problem using a noncorrection procedure appears 
to need some qualification. 
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