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Computer simulation of hippocampal place cells 
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Hippocampal pyramidal cells show location-specific firing as animals navigate through an en­
vironment. It has been suggested that this firing could result from the "local view" available 
in a cell's field. Hippocampal damage results in learning deficits on a wide variety oftasks. This, 
along with the fact that an associative form ofplasticity has been discovered in the hippocampus 
has led to the idea that this strueture might serve as a distributed, associative-matrix memory 
device. Here, these ideas are combined in a model in which pyramidal cells are the output layer 
of a competitive-learning, pattern-classification device. The inputs are patterns of environmen­
tal stimuli as viewed by a computerized "rat" from various locations within a simulated environ­
ment. These patterns are "classified" on the basis oftheir similarity. Since views available from 
contiguous regions of space are similar, single cells come to fire in a circumscribed region (place 
field). Firing-rate maps for these theoretical units show place fields remarkably similar to those 
of aetual place cells. Also, they show remarkably similar behavior to that of real cells when tested 
under some of the probe conditions similar to those which have been used for actual cells. 

Hippocampal pyramidal ceUs show location-specific fir­
ing as animals navigate through an environment (O'Keefe, 
1976; O'Keefe & Dostrovsky, 1971). These placejields 
are thought to be important in the role played by the hip­
pocampus in spatiallearning. It has been suggested that 
place fields may result from the "local view" available 
to an animal in the location ofthe ceU's field (McNaughton, 
1989; Zipser, 1985). Thus, it may be that sensory-driven 
activity of ceHs in the areas of association cortex known 
to project to the hippocampal formation causes particular 
hippocampal pyramidal ceHs to fire when particular con­
junctions of stimuli are present. Simple neural-net models 
demonstrating the plausibility of this suggestion have been 
presented (Sharp, 1989; Skaggs & McNaughton, 1989). 

In addition to its dearly established role in spatiallearn­
ing (Jarrard, 1983; Morris, Garrud, Rawlins, & O'Keefe, 
1982; O'Keefe & Nadel, 1978; O'Keefe, Nadel, Keightly, 
& Kill, 1975; Olton, Walker, & Gage, 1978; Sutherland, 
Whishaw, & Kolb, 1983), it is dear that the hippocampus 
plays a role in learning in many other tasks as weH. In­
deed, hippocampal darnage in humans causes global def­
icits in memory for events and places (Corkin, 1984; 
Milner, Corkin, & Teuber, 1968; Scoville & Milner, 1957). 

Insight into how the hippocampus may accomplish in­
formation storage in spatial and other tasks has come from 
physiological studies. Specifically, a long-lasting form of 
electrically induced synaptic plasticity, known as long­
term potentiation or long-term enhancement, has been dis­
covered here (Bliss & Gardner-Medwin, 1973; Bliss & 
Lomo, 1973), and has been shown to have the formal 
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properties outlined by Hebb (1949) in his theoretical 
mechanism of associative information storage in the ner­
vous system (Barrionuevo & Brown, 1983; Kelso & 
Brown, 1986; Levy & Steward, 1979; McNaughton, 
1983; McNaughton & Barnes, 1977; McNaughton, 
Douglas, & Goddard, 1978). Apparently similar types of 
plasticity have also been induced by environmental, rather 
than electrical stimulation, suggesting that this plasticity 
may occur under natural learning conditions as weH 
(Green, McNaughton, & Barnes, 1990; Ruthrich, Mat­
thies, & Ott, 1982; Sharp, Barnes, & McNaughton, 1987; 
Sharp, McNaughton, & Barnes, 1985, 1989; Skelton, 
Scarth, Wilkie, Miller, & Philips, 1987; Weisz, 1982). 
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These facts, along with certain salient anatomical fea­
tures of the hippocampus such as its high divergence and 
convergence ratios (see RoUs, 1989; for review), have 
contributed to the general theoretical view that the hip­
pocampus serves as a distributed, associative-rnatrix 
memory device for a wide variety of information (Marr, 
1971; McNaughton, 1989; McNaughton & Morris, 1987; 
RoHs, 1989). 

The present model combines the idea that place fields 
result from "local views" with the idea that the hip­
pocampus contains Hebb-like synaptic mechanisms that 
store patterns of sensory input, in order to model the ac­
tivity ofhippocampal place ceUs. For this, a simple neural 
network model, incorporating Hebb-like synaptic mecha­
nisms, is used, with the hippocampal pyramidal ceHs be­
ing viewed as elements in the final, output layer of the 
device. The input layer consists of "neocortical ceHs" 
that have sensory responses to the elements of the pat­
terns of stimuli available to the animal's sensory recep­
tors from each of the various locations within an environ­
ment. Simulated rats run "sessions" in which they 
navigate through an environment, thus exposing them­
selves to various local views within it. 

Copyright 1991 Psychonornic Society, Inc. 
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Figure 1. Schematic representation of the competitive-Iearning 
pattern-c1assification device, adapted from Rumelhart and Zipser 
(1986), used to simulate hippocampaI cells. Each cell in a given layer 
makes a Hebb-Iike synaptic contact with every cell in the next lower 
layer. The strengths of these synaptic connections are initially ran­
domized. Cells in the lower two layers are grouped into winner-take­
all clusters, so that only the cell that receives the most synaptic in­
put on any one occasion will fire. Cells in the first (neocortical) layer 
are sensory cells, which fire when a stimulus to which they are 
''responsive" is within range. See text for details. 

The particular type of neural-network device used here 
is a competitive-learning, pattern-classification device 
(Grossberg, 1976a, 1976b; Rumelhart & Zipser, 1986; 
Von der Malsburg, 1973). Such a device consists oftwo 
or more layers of neuron-like elements, with each ele­
ment of a given layer being connected to each element 
of the next lower layer through a Hebb-like synapse (see 
Figure 1). Such devices come to classify and store input 
patterns on the basis of their similarity to one another, 
so that patterns that are similar (i.e., that share many ele­
ments in common) are likely to be represented by (to ac­
tivate) the same output layer units. 

This type of device was thought to be appropriate for the 
simulation of place cells, since places consist of patterns of 
simultaneously available stimuli. The configurations avail­
able from contiguous locations are similar, and so might be 
placed into the same class by such a device, thus resulting 
in a firing pattern in which a given cell fires over a circum­
scribed region of space (13, place field). Also, these devices 
show pattern completion, as do hippocampal place cells 
(O'Keefe & Conway, 1978), and their output patterns are 
dependent on plastic properties of the system, as are those 
ofplace cells (Bostock, Muller, & Kubie, 1991; Sharp, 
Kubie, & Muller, 1990). In addition, the model is com­
patible with a generalized view of place cells as respond­
ing to a wide variety of relations between stimuli, other 
than just those which define a particular place (Eichenbaum 
& Cohen, 1988). Finally, the model is compatible with 
the idea, based on deficits resulting from hippocampal for­
mation damage, that the hippocampus is involved in stor­
ing configural representations (Sutherland & Rudy, 1989). 

Thus, in this model, place-cell firing itself is seen as a 
stored configural representation of environmental stimuli. 
Place fields, then, are viewed as one example of the type 
of stored representation postulated to exist in the hip­
pocampus. These representations can be reinstated even 
in the face of modest environmental changes. They presum­
ably provide the rest of the brain with configural represen­
tations that can be used in other sorts of information­
processing and -storage tasks. 

THE MODEL 

The competitive-learning pattern-classification device 
used here was taken, almost without modification, from 
that ofRumelhart and Zipser (1986), to whom the reader 
is referred for a theoretical discussion of the device it­
self. Units in the first layer (see Figure 1) are conceived 
of as sensory cells, each ofwhich is activated by particu­
lar "environmental stimuli" to which it happens to be "re­
sponsive. " One modification to the Rumelhart and Zipser 
model is that here, this input layer is divided into two types 
of units with somewhat different response properties, as 
described below. Subsequent layers are divided into 
winner-take-all clusters, which means that only the one 
cell within each cluster that receives the largest input on 
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any one occasion will fire. Every cell in a given layer 
receives inputs from every cell in the layer above, with 
the strength of the connection between any two cells be­
ing randomized initially. All weights are positive, and the 
sum of these connective strengths is normalized over each 
postsynaptic cell. Determination of which cell within a 
cluster receives the largest input is accomplished through 
first multiplying, for each cell, the activity level on each 
of the input lines (which is either 1, if the line is active, 
or 0, if it is inactive) by the strength of its connection with 
that line (i.e., the synaptic strength), and then summing 
over these products. Thus, the inner product of the input 
(or presynaptic) activity vector and the synaptic weight 
vector is calculated. The cell, within each cluster, that 
has the largest inner product fires, while the others re­
main silent. This winner-take-all clustering of units is a 
simple way of simulating both feedforward and feedback 
inhibition provided in the brain by inhibitory interneurons. 
Such inhibitory influences are thought to act to keep the 
global activity level in a region constant, even though the 
number of active cells in the input layer may vary dramat­
ically, as a function of external stimulus input (Marr, 
1 %9). Interneurons thought to be capable of providing both 
feedforward and feedback inhibition are found through­
out the hippocampus (Andersen, Eccles, & Loyning, 
1964; Lorente de No, 1934; Ramon y Cajal, 1911; see 
McNaughton & Morris, 1987, for review). 

Cells "leam" only on occasions on which they fire. 
When this happens, each synaptic connection first loses 
a portion of its strength, and then the sum of this decrease 
in strength is redistributed among the connections that 
have active input lines. In this way, all connections that 
were active when the cell fired become strengthened. (lt 
should be noted that because of the way that synaptic 
strength is redistributed on each occasion, the total amount 
of synaptic strength for any one postsynaptic cell remains 
fixed, and identical to that of allother cells; see Gross­
berg, 1976a, 1976b, for a discussion.) This means that 
on subsequent occasions, that unit is more likely to fire 
to that pattern, or to any pattern similar to (having a large 
proportion of elements in common with) that one. 

In this way, each layer comes to classify the patterns 
from the layer just above it in terms of their similarity. 
The system can also classify novel patterns, or im­
poverished versions of already learned ones. 

APPLICATION OF THE 
PATTERN-CLASSIFICATION DEVICE 

TO THE IDPPOCAMPAL FORMATION 

In order to apply this device to place-field generation, 
it was first necessary to decide how to set up activity pat­
terns in the initial, sensory celllayer. Several considera­
tions went into this decision. First, it was important that 
the sensory cells have "response properties" that resem­
bled, as closely as possible, those of cells in areas of the 
neocortex that project to the hippocampal formation. It 
is known that the entorhinal cortex, either directly or in-

directly, receives inputs from broad areas of polysensory 
association cortex (Insausti, Amaral, & Cowan, 1987; 
Van Hoesen & Pandya, 1975; Van Hoesen, Pandya, & 
Butters, 1975). Although little is known about the phys­
iology of most of these areas, available data suggest that 
these cells have optimal stimuli that are complex patterns 
or objects, that they have broad receptive fields, and, in 
cases in which it has been tested, that they have object 
constancy (Baylis, Rolls, & Leonard, 1987; Miyashita & 
Chang, 1988). Second, it was thought important to use 
a simulation of an envirorunent that has actua1ly been used 
to study hippocampal place cells, so that the modeled 
results could be compared directly to real place-cell data. 
Finally, it is known that the output of pattern-classification 
devices is affected by the order and frequency with which 
each ofthe patterns is presented (see Rumelhart & Zipser, 
1986, for a theoretical discussion). Because ofthis, it was 
thought that the series of "local views" of the environ­
ment should be presented to the system in the most realistic 
way possible. 

To accommodate each of these considerations, the simu­
lated envirorunent shown in Figure 2 was constructed. 
The envirorunent itself consists of a circular array of eight 
point stimuli. These are meant to simulate the cylindrical 
apparatus which has been used in numerous studies of 
place cells (e.g., Muller & Kubie, 1987; Muller, Kubie, 
& Ranck, 1987). In this recording paradigm, rats are 
placed into a uniformly painted, gray, cylindrical appara­
tus (76 cm in diameter), which has one white card that 
occupies 100° of arc and extends from the floor to the 
ceiling of the apparatus. The animals are food-deprived, 
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Figure 2. Schematic representation ofthe simulated environment 
and rat. The circular array of eight point stimuli provides a simu­
lation of the cylindrical recording apparatus used to record from 
real hippocampal cells (e.g., Muller & Kubie, 1987; Muller, Kubie, 
& Ranck, 1987). The simulated rat runs "sessions" in this environ­
ment, consisting of constant locomotion in patterns made to repli­
cate those of actual rats as c10sely as possible. At each small quan­
tum "step" that the animal takes, calculations are made of the 
distance and angle of each of the point stimuli in relation to the rat's 
current head position. The results of these calculations are used to 
set up firing patterns in the first (neocortical) layer of cells in the 
pattern-classification device shown in Figure 1. 
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and small food pellets are thrown into the apparatus at 
pseudorandom l<lCations throughout recording sessions. 
Rats in this situation come to generate nearly continuous 
patterns of locomotion, in which they zigzag through the 
apparatus in a wide variety of apparently unpredictable, 
but characteristic, patterns. 

The use here of the eight point stimuli (Figure 2) to 
simulate this environment was based on the assumption 
that each section of the cylinder presents a different stimu­
lus for cells in association cortex. Thus, Stimulus A could 
be thought of as representing a section of the cylinder that 
is covered by the uniform, white card, while Stimulus B 
would contain the edge of the card against the gray wall, 
and so forth. 

The computerized "rat" that ran "sessions" in this 
simulated environment is also shown in Figure 2. Dur­
ing such sessions, the "rat" takes small, quantumjumps 
(each covering a distance corresponding to 7% ofthe di­
ameter of the cylindrical enclosure). The overall pattern 
of these steps was made to simulate, as closely as possi­
ble, the actual patterns of trajectories taken by real rats 
in this situation. The size of each quantum leap was made 
to approximate the average distance (in relation to the size 
of the environment) traveled by an actual rat in IAI of a 
second, and the reason for choosing this distance is ex­
plained below. 

At each step that the "animal" takes, calculations are 
made of the angle and distance of each of the eight stimuli 
with respect to the "animal's" current head position. 
These calculations are used to set up activity in the input 
layer of neocortical cells. Each cell in this layer has a 0.17 
probability ofbeing "responsive', to each ofthe environ­
mental stimuli. Random determination of which stimuli 
each of the cells is responsive to is made at the beginning 
of the simulations for any one "rat. " There are two types 
of these cells. Type 1 cells fire whenever the "rat" is 
within a certain range of astimulus to which it is respon­
sive. Each such cell has a characteristic range that varies, 
across cells, between 15 and 40 "cm," in relation to the 
simulated 76-cm-diam cylinder. Type 2 cells are similar 
to Type 1 cells in that they fire only when the "rat" is 
within a given, characteristic distance of a stimulus to 
which they are responsive. They have the additional re­
quirement, however, that the stimulus be within a cer­
tain range of angle to the "animal's" head. Thus, these 
cells have a receptive field that covers a given portion 
ofthe angular distance around the "animal's" head. The 
size of this receptive field varies between 80 0 and 1700 

across cells. This has the effect that, for Type 2 cells, 
responses are dependent not only on the "animal's" cur­
rent location, but also on the direction in which it is facing. 

There are 60 Layer 1 cells, with 30 in the Type 1 and 
30 in the Type 2 categories. It should be noted that there 
is no limit on the number of Layer 1 cells that may fire 
on any one occasion, which is not the case with the cells 
in subsequent layers. 

Once firing is established in the input layer, the pat­
tern projects through the middle layer, which has been 
designated here as the entorhinal cortex. This is in keep­
ing with anatomical studies in which it has been shown 
that association areas of neocortex project to the entorhi­
nal cortex-which in turn provides the hippocampus with 
its main source of cortical afferent input. There are 60 
entorhinal cells, divided into 3 clusters. As described 
above, 1 cell in each of these clusters is selected to fire 
on the basis of the strength of its connections with cur­
rently active cells. The cell that fires on any one occa­
sion has its synaptic weights changed in accordance with 
the Hebb-like rules described above. 

Finally, the pattern of activity from the entorhinal cor­
tex (consisting of 3 active cells at any one time) projects 
onto the hippocampallayer. Here, there is only one cluster 
of 20 cells. The rules for choosing which cell is active 
and for synaptic plasticity are identical to those already 
described. One slight modification in this layer, however, 
is that an active cell (i.e., a cell that has won the compe­
tition) may be in one of two states. If it has an inner 
product (ofthe presynaptic activity vector and the synap­
tic weight vector) of 0.25 or less, it fires a single spike. 
If, however, its inner product is above this level, it fires 
a complex spike (Ranck, 1973), which consists of either 
3 or 5 action potentials, depending on how much above 
the 0.25 level it iso Thus, the momentary rate for these 
cells is dependent on the degree of similarity between the 
incoming activity pattern and the synaptic weight vector. 

"Animals" run 16-min "sessions" of constant navi­
gation, with the input patterns generated at each step 
processed through the three layers in the manner de­
scribed. Note that since the "rats" take steps at a simu­
lated rate of 8 Hz, this means that there are a total of 7,680 
inputs presented to the model for each such session. 

Over the course of the sessions, arecord is kept of 
which cells fire during each step the "animal" takes. 
Afterwards, a firing rate map can be constructed in which 
the rate of firing as a function of location is calculated 
for an array of pixels covering the apparatus floor. This 
manner of recording and displaying firing rate as a func­
tion of location is directly analogous to that used for real 
hippocampal cells, in which cell activity and the "ani­
mal's" momentary location are recorded for the purpose 
of firing-rate map construction (Muller & Kubie, 1987; 
Muller et al., 1987). 

Finally, it is necessary to conunent on why, as described 
above, the simulated "steps" taken by the "rat" were made 
to correspond in size to the relative distance traveled by 
a real rat in about IAI of a second. (Note that this means 
that the input patterns presented to the pattern-classification 
device are delivered at a simulated rate of about 8 Hz.) 
The reason for choosing this rate is that it corresponds 
to the approximate frequency of the theta EEG pattern 
in the hippocampus, which is present whenever rats en­
gage in locomotor behavior (Vanderwolf, 1969). It has 
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been shown that hippocampal pyramidal cells fire at theta 
frequency when theta is present (Fox, Wolfson, & Ranck, 
1986). Thus, it seemed reasonable to guess that, in real 
rats, local views of the environment are processed in the 
hippocampus at a rate of about 8 Hz. 

RESULTS 

Typical firing-rate maps for a set of hippocampal cells 
from one simulated hippocampus, from one 16-min ses­
sion that was conducted after a total of 64 min of simu­
lated session time, are shown in Figure 3A. Note that only 
the maps for the cells that were active in this environ­
ment are shown; most of the 20 hippocampal cells were 
silent. For comparison, a set of firing-rate maps from ac­
tual hippocampal cells is also displayed in Figure 3B. It 
can be seen that the simulated cells display a location­
specific pattern remarkably sirnilar to that of the real hip­
pocampal cells. Both cell types display patterns that tend 
to occupy from 20 % to 50 % of the area of the cy linder, 
tend to have a shape that conforms to the contours of the 
cylinder, and are shaped like a bullseye, with the highest 
firing in the middle of the field. These basic characteris­
tics were noted by Muller et al. (1987). Thus, the basic 
phenomenon of place-cell firing is generated here. 
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SIMULATED PLACE CELLS 
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It should be noted that the properties of place cells ob­
served here are dependent on the plastic properties of the 
synapses in the system. When simulations are conducted 
in which the changes in synaptic weight are turned off, 
the firing patterns are patchy, and tend to be scattered 
throughout the cylinder, with no clear field. 

FURTHER COMPARISONS OF ACTUAL AND 
SIMULA TED illPPOCAMPAL CELLS 

Fields Are Stable Over Time 
One interesting aspect of place-cell firing is that, 

although it has long been suspected that the firing proper­
ties are dependent on experience (plasticity), existing evi­
dence has suggested that fields are present from the first 
instant that an animal is placed into an environment (Hill, 
1978), and that, in any one environment, these fields re­
main stable over long periods oftime (Best & Thompson, 
1989; Muller et al., 1987). This is also true for the cells 
modeled here. Firing-rate maps from one cell are shown 
in Figure 4, for the 1st, 5th, and 10th consecutive 16-
min sessions. The field is similar in size, shape, and 10-
cation across the sessions. To obtain a quantitative mea­
sure of the similarity between these firing-rate maps, a 
pixel by pixel correlation (Muller & Kubie, 1987) was 
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Figure 3. (A) Firing-rate maps for a typical set of simulated "hippocampal cells" from one "rat." For each map, the total number of 
times that the given cell fired in each location during the simulated 16-min session was divided by the total amount of time that the "rat" 
spent in that location. For the purpose of display, the area of the cylinder floor was then divided into a set of pixels, with the average 
rate in each pixel being indicated by the darkness of the shading within it. Darker colors correspond to higher rates, and the color scale 
is determined in a relative fashion. (B) Firing-rate maps for typical examples of actual hippocampal pyramidal cells, recorded from rats 
performing a pellet-chasing task during a 16-min session in a cylindrical apparatus. Recordings of the cellular activity, as weil as the 
animal's momentary location, were made throughout the session, and firing-rate maps were constructed in a manner analogous to that 
described for Figure 3A. It can be seen that these rate maps for the simulated and actual cells are remarkably similar. 
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SESSION 1 SESSION 5 SESSION 10 
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Figure 4. Firing-rate maps (as in Figure 3A) for a simulated cell from a different "rat" during the Ist, 5th, and 10th 16-min sessions. 
The fleld was similar in size and shape across these sessions, iIIustrating the stabiIity of these flelds over time. 

conducted. Tbe R for the correlation of the map from Ses­
sion 1 with that from Session 5 was 0.72, whereas that 
for Sessions 5 and 10 was 0 .98. The difference in these 
two scores suggests that the field was not exactly in its 
final form during Session 1, suggesting that there is at 
least some experience-dependent change over the first 
minutes in an environment. Tbe value for Sessions 5 and 
10 is somewhat higher than that obtained using a similar 
measure for actual hippocampal cells over repeated ses­
sions (Muller & Kubie, 1987; Muller et al., 1987), sug­
gesting that there are fewer sources of variance influenc­
ing the firing of modeled cells than there are in actual 
cells, as would be expected. 

Fields Persist Even When Some of 
the Controlling Cues are Removed 

Early work with a set of four experimenter-controlled 
cues known to jointly control the }(x:ation of fields showed 
that removal of any subset of the cues left the fields of 
many cells intact (O'Keefe & Conway, 1978). Firing-rate 
maps for examples of modeled cells in which subsets of 
two stimuli were removed are shown in Figure 5. It can 
be seen that the fields were quite similar in size and shape 
even after removal of one quarter ofthe controlling cues. 

Fields Have Directional Correlates 
Under Some Conditions 

When place cells have been studied under conditions 
in which rats are performing on an eight-arm maze, their 
firing rate has been shown to be dependent on the direc­
tion in which the animal is facing (McNaughton, Barnes, 
& O'Keefe, 1983). Results obtained from animals per­
forming in the cylindrical apparatus being simulated here, 
however, usually show no detectable variation as a func­
tion of direction (Bostock, Taube, & Muller, 1988). 

1t was reasoned here that these results might be due to 
the differences in trajectories taken by animals in the two 

circurnstances. In the eight-arm maze, trajectories are 
tightly restricted to either inward or outward paths on the 
maze arrns, whereas in the cylinder, animals move through 
any one location in a variety of patterns, and thus they 
view the same location from many different directions. 

In terms of a pattern-classification device, a system in 
which the same cell fires to the "local view" available 
from different directions within the same location has 
placed those views into the same class. Tbe likelihood that 
any two patterns will be placed into the same class de­
pends on a number of factors. One obvious major factor 
is the similarity of the two views-that is, the number of 
elements that they have in common. For the present 
model, any two views from the same location can be ex­
pected to have all of their Type 1 neocortical cell inputs 
in common, since these cells respond only as a function 
of distance from environmental stimuli. They would not, 
however, be expected to have many Type 2 units in com­
mon. Another factor influencing the likelihood that any 
two patterns will be placed in the same class has to do 
with the structure of the entire set of patterns that are 
presented. In particular, this likelihood also depends on 
how many patterns intermediate between the two are ex­
perienced (where intermediate means that the pattern has 
more stimulus elements in common with both the patterns 
in question than they have with each other). Thus, if the 
two views available when the animal is facing two oppo­
site directions in a given location are experienced in ad­
dition to other views available from intermediate direc­
tions within that location, the likelihood that those two 
opposite views will be placed into the same category is 
increased. This is because, in this case, the two opposite 
views are part of a "cluster" (a set of stimulus patterns 
that have relatively large subsets of their elements in com­
mon) of similar patterns in the input space (see RumeI­
hart & Zipser, 1986). Altematively, ifno views of inter­
mediate directions are available, the views from the local 
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region for each of the two directions may each form their 
own "cluster" in the input space, and so they would be 
less likely to be placed in the same category . 

The firing patterns of the two cells in Figure 6 are taken 
from two identical "rats," one of which had been trained 
in the simulated cylindrical apparatus already described 
(top), and the other ofwhich had been trained in a simu­
lated eight-arrn maze (bottom). All conditions ofthe model 
and environmental stimuli were identical for the two 
"rats," except that for the "rat" that ran on the eight­
arm maze, trajectories were restricted to inward and out­
ward paths on the arrns. The circular arrays of firing-rate 
maps show firing rate as a function of place for only the 
sampies taken when the "animal" was facing in the direc­
tion indicated by the arrow. In the center is a standard map 
in which all directions are combined. It can be seen that, 
in the cylindrical apparatus, the firing pattern is not notice­
ably affected by the direction in which the "animal" is 
facing . In the maze, however, the cell fires only when the 
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"animal" is facing one of the possible directions. Of the 
total set of cells tested, only 3 out of 19 were directional 
(as assessed visually) in the simulated cylindrical appara­
tus , whereas 14 out of 20 were directional in the maze. 

Increases in the Size of the Testing Environment 
Lead to Increases in the Size of the Fields 

Original studies of place cells in the cylindrical appara­
tus showed that when a given cell was tested in aversion 
of the environment that was identical to the standard in 
all ways , except that it had been increased in size by a 
factor of two, fields often showed a similar increase in 
size, while maintaining the same relative position and 
shape (Muller & Kubie, 1987). 

To test the output of the present model against these 
results, sessions were conducted in which the same "rat" 
was exposed to both the standard stimulus array and one 
in wh ich the diameter of the circular array had been dou­
bled. Allother parametrie settings ofthe model were left 
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Figure 7. Firing-rate maps (as in Figure 3A) for two different cells in the standard array of stimuli (top) as weil as an expanded version 
of the same array (bottom). Fields in the two stimulus configurations are similar in size and location, in relation to their respective stimu­
lus arrays. Thus, the fields are "scaled up" in the large cylinder. 
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the same. Of the total of 24 cells tested, 13 had fields in 
both the small and the large cylinder. Of these, 10 had 
fields that were related in the two cylinders, in that the 
field in the large cylinder was sirnilar in shape and loca­
tion to that in the small cy linder. In most of these cases, 
the field in the large cylinder was a larger version of the 
small cylinder field. Two examples of cells of this type 
are shown in Figure 7. The remaining 11 of the total 24 
cells had a field in only one environment. These results 
are remarkably sirnilar to those of Muller and Kubie 
(1987) for actual hippocampal cells studied in this 
paradigm. Of the 22 cells that they tested, 13 had fields 
in both cylinders, and these were sirnilar to each other 
in 9 of these cases. Nine cells had fields in only one of 
the environments. 

LIMITATIONS OF THE MODEL 

One set of phenomena not addressed by the current 
model consists of those in which all environmental cues 
that are controlling factors for a place field are removed. 
Specifically, experiments have been conducted in which 
place fields are studied in the presence of a set of 
experimenter-defined cues, which can be demonstrated 
to jointly have complete control over the location of a 
cell's field. It has been shown that, under these condi­
tions, when all the cues are made to disappear, either 
through removal or through extinguishing the room lights, 
fields remain intact, provided that the animal has been 
introduced into the enviromnent prior to cue removal 
(Jones Leonard, McNaughton, & Barnes, 1985; O'Keefe, 
1976; O'Keefe & Speakman, 1987; Quirk, Muller, Kubie, 
& Ranck, 1987). If, however, the animal is brought into 
the environment in the dark or after cue removal, the cell 
shows some unpredictable firing pattern. 

It has been suggested that this ability to maintain the 
same firing field in the absence of all controlling cues must 
be dependent on some sort of information about ongoing 
motor activity, along with stored information about the 
environment and the sensory consequences of particu1ar 
movements within it (McNaughton, 1989; McNaughton 
& Morris, 1987). 

The present model provides no inputs related to the 
simulated motor patterns, and so it is incapable of gener­
ating such results. Further developments could, in prin­
ciple, however, successfully incorporate such information. 

CONCLUSIONS 

In the simulation presented here, many of the basic 
properties of hippocampal place cells have been replicated 
through the use of a very simple model in which simu­
lated sensory responses to the various local views avail­
able in an environment serve as inputs to a competitive­
leaming, pattern-classification device. The various pat­
terns of sensory responses to environmental stimuli are 
classified according to their sirnilarity to one another. 
Since contiguous regions of space offer sirnilar views, 

cells come to respond within circumscribed regions, or 
place fields. 

Interpreted in the most general sense, the current model 
simply provides ademonstration that a neural-net device, 
when implemented with some reasonable set of assump­
tions about the hippocampal formation, can replicate cer­
tain place-cell-like phenomena. Thus, it is sirnilar to any 
number of neural-net simulations that have appeared over 
the past several years, and which have proven able to 
simulate a wide variety ofbrain-like activity patterns. The 
apparent ease with which such devices can be constructed 
has fueled understandable enthusiasm about them, and 
wou1d seem to lend support to the idea that the general 
principles utilized by these devices (i.e., parallel dis­
tributed processing and Hebb-like synaptic plasticity) are 
likely to be sirnilar to processes actua11y found in the brain. 

If any particular model of a given brain region is to be 
scientifically useful beyond this general level of demon­
stration, however, it must make clear its own specific, 
testable claims about how the region performs a given 
information-processing task. Indeed, the very ease with 
which these devices can simulate neural behavior patterns 
makes it clear that any particular behavior could likely 
be generated by any number of such devices, each of 
which could possibly utilize very different assumptions 
about the structure of the modeled system and the nature 
of its inputs. 

One difficulty involved in elucidating the specific claims 
of a model is to make clear which aspects of the model 
are meant to be fundamental (meaning that their viola­
tion would invalidate the model) and which are assumed 
to be trivial. Thus, in the present model, many decisions 
were made about details such as the number of cells in 
each layer, the number of cells within each .. cluster, " 
the exact nature of neocortical sensory responses, the 
number of environmental stimuli, and so forth. Obviously, 
many of these aspects of the model are either incorrect 
(e.g., the entorhinal cortex does not consist of just 60 
cells) or, at best, oversimplifications. Decisions were 
made about them, and incorporated into a working model, 
in order to demonstrate that the assertions of the model 
could, at least in one case, actually lead to the replication 
of place-cell-like activity. 

Other aspects ofthe model, however, are assumed to 
be central to the theoretical claim being made. The fun­
damental assertions of the present model are the following: 

1. The hippocampal formation receives input from cells 
that individually respond to selective aspects or compo­
nents of the overall environmental stimulus array. In any 
environment in which the place-cell phenomenon is ac­
tually exhibited, the pattern of activity in this input layer 
changes as a function ofthe animal's location, and it does 
so in such a way that, in general, the patterns in two con­
tiguous regions are more sirnilar than the patterns in two 
regions that are far apart. 

Although other types of input may also be present (such 
as motor information), the input described above must 
playa large role, at least during the initial exposures to 



an environment, in determining whieh hippocampal cells 
fire. 

2. The connectivity within the system shows high levels 
of both divergence and convergence. 

3. The system shows Hebb-like properties, so that con­
junctive activity of a pre- and postsynaptic element causes 
an increase in the strength of the connection between them. 

4. There is some kind of regulatory influence, such as 
that provided by inhibitory interneurons, on the overall 
activity level of the system, so that only the cells that 
receive the most total synaptic input, relative to other ceUs 
in the area, will fire. Here, this inhibitory influence is 
modeled by the winner-take-all cluster organization within 
each layer. 

Each of these four assumptions is compatible with what 
is known about hippocampal anatomy and physiology, and 
the justification for each has been discussed individually 
above. 

A set of predictions can be generated from this basic 
set of properties: 

1. The likelihood that any two locations will be repre­
sented by the same cell is influenced by the sirnilarity (in 
terms of sensory qualities) ofthe two locations. Thus, for 
example, if animals were trained in an environment that 
included sets of identical "local views" at different 10-
cations, it would be expected that the probability of the 
same place-cell's firing in any two such locations would 
be greater than that for two locations that differed in their 
sensory qualities. 

Sharp et al. (1990) have presented data compatible with 
this prediction, although they also emphasize that the 
model, in its current form, is incomplete. In this study, 
animals were trained to chase food pellets in the cylin­
drical apparatus described above. Lengthy initial train­
ing was conducted with a single white card on the wall. 
Once a cell with a place field was recorded in this ap­
paratus, additional sessions were conducted in which a 
second, identical card was added 1800 away from the first. 
In this configuration, there are pairs of visually identieal 
locations, 180 0 apart. Most cells recorded under these 
conditions continued to show a single, asymmetrical fir­
ing pattern, so that the field appeared in only one of two 
identicallocations within any one session, but varied be­
tween the two locations across sessions. This pattern in­
dieates that immediately present visual stimuli are not the 
only inputs to the system, and it suggests that mnemonic 
influences (related to the initial, single-card training), in 
conjunction with motor information, may also be in­
volved. (This point was raised above in the section on limi­
tations ofthe model.) Further development ofthe model, 
incorporating movement-related information, will be 
tested against these results. 

In contradistinction to the asymmetrie pattern shown 
by most ceUs, however, a small subset of the cells 
recorded in the two-card configuration showed paired, 
symmetrical firing fields, so that they showed sirnilar fir­
ing in the two visually identicallocations. Thus, sensory 
sirnilarity increased the likelihood of two areas' being 
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represented by the same cello It is postulated here that if 
the initial training were also conducted in the two-cue en­
vironment, this likelihood would be further increased, 
since mnemonically based representations of the single­
card environment would not be present. 

2. The likelihood that two locations (or views within 
locations) with some sensory overlap would be 
represented by the same cell should be influenced by the 
amount of exposure that the anima! has to the area be­
tween the two locations (assuming that this area is more 
similar sensorially to each of the two locations than they 
are to each other). The reasoning for this prediction is 
the same as that presented above, along with supportive 
data, in the section on directional correlates. Specifically, 
the likelihood that any two input patterns will be repre­
sented by the same cell is influenced by the extent to which 
they are part of the same "cluster" of patterns in the to­
tal set of input patterns. This, in turn, is related to the 
presence of views intermediate to the twO. Studies are cur­
rently being designed to test the likelihood that the same 
place cell will fire in two different locations as a function 
of whether the anima1 is allowed to travel through a direct 
trajectory between them. 

3. Place fields should be resistant to the removal of 
smaU subsets of stimuli, and the particular stimuli chosen 
should not make a difference. Data have already demon­
strated this property (see, e.g., MuHer & Kubie, 1987; 
O'Keefe & Conway, 1978). 

Substantial verification of each of these three predictions 
should provide evidence that much of the determination 
of place-cell firing patterns takes place through a process 
in which the hippocampal formation acts as a pattern­
classification device for sensory inputs. 

This, in turn, suggests that much of the role played by 
the hippocampus in spatial and other kinds of learning is 
to provide for the formation and cued recall of represen­
tations of complex stimulus arrays, such as those which 
uniquely identify events and places. 
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