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Lightness from contrast:
A selective integration model
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As has been observed by Wallach(1948),perceived lightness is proportional to the ratio between the
luminances of adjacent regions in simple disk-annulus or bipartite scenes. This psychophysical fmd­
ing resonates with neurophysiological evidence that retinal mechanisms of receptor adaptation and lat­
eral inhibition transform the incoming illuminance array into local measures of luminance contrast. In
many scenic configurations, however, the perceived lightness of a region is not proportional to its ratio
with immediately adjacent regions. In a particularly striking example of this phenomenon, called
White's illusion, the relationship between the perceived lightnesses of two gray regions is the opposite
of what is predicted by local edge ratios or contrasts. This paper offers a new treatment of how local
measures of luminance contrast can be selectively integrated to simulate lightness percepts in a wide
range of image configurations. Our approach builds on a tradition of edge integration models (Hom,
1974; Land & McCann, 1971)and contrast/filling-in models (Cohen & Grossberg, 1984; Gerrits & Ven­
drik 1970; Grossberg & Mingolla, 1985a, 1985b).Our selective integration model (SIM)extends the ex­
planatory power of previous models, allowing simulation of a number of phenomena, including White's
effect, the Benary Cross, and shading and transparency effects reported by Adelson (1993), as well as
aspects of motion, depth, haploscopic, and Gelb induced contrast effects. Wealso include an indepen­
dently derived variant of a recent depthful version of White's illusion, showing that our model can in­
spire new stimuli.

In everyday experience, surface color constancy is an
effortless achievement of the visual system. That is, de­
spite variations in lighting and movement or displacement
of objects across visual contexts, object color appears to
a large extent to remain constant. For example, consider
the appearance of a teapot in a familiar kitchen scene.
Large daily variations in the illumination of the kitchen,
including shadowing, do not alter the apparent surface
color of the teapot (Type I, or illumination-independent
constancy). What is more, the teapot remains the same ap­
parent color, despite being placed at different locations,
whether on a red table cloth or on a white counter (Type II,
or background-independent constancy). Color constancy
refers, then, to the fact that surface color remains largely
constant, despite changes in the intensity and composi­
tion of the light reflected to the eyes from both the object
itself and from surrounding objects.' This paper is spe­
cifically concerned with the achromatic, or black-to-white,
dimension of perceived surface color (perceived reflec-
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tance), which is often referred to as lightness. As do oth­
ers, we assume that brightness-the perceived luminance
of a region of space-ean be indistinguishable from and
thus, at times, equivalent to lightness for simple flat dis­
plays (see Fiorentini, Baumgartner, Magnussen, Schiller,
& Thomas, 1990)

The Ratio Principle
Wallach (1948) conducted a seminal lightness constancy

experiment. He showed that for simple disk- annulus stim­
uli, perceived lightness is proportional to the ratio of disk
luminance to annulus luminance. Wallach's results offered
an explanation oflightness constancy under changes in uni­
form scene illumination (Type I constancy)-sometimes
referred to as Wallach's ratioprinciple. According to this
principle, lightness percepts correspond to measures ofthe
ratio between local luminance and nearby luminances,
rather than to direct measures oflocalluminance. The ratio
principle may be the means by which the visual system un­
confounds the dual effects of illumination and surface re­
flectance on local luminance. Ratios between nearby lumi­
nances tend to remain constant as overall illumination levels
vary, so this strategy achieves a certain degree of illumina­
tion-independent lightness constancy (Arend & Goldstein,
1987; Jacobsen & Gilchrist, 1988).

Later perceptual studies further supported the corre­
spondence between relative luminance and lightness mea-
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Figure 1. (A) White's illusion. The patches are colored the same
gray level. The patches within the black stripes typically appear
lighter than the patches within the white stripes. (B) Retinal con­
trast measures computed through adaptation and lateral inhibi­
tion only carry information about luminance gradients (simu­
lated on-offchannel responses are shown, with middle gray coding
no on or ojfcell activation, and brighter and darker shades cod­
ing activities in the on and ojfchannels, respectively).

surement in early visual processing (see Gilchrist, 1994).
Whittle and Challands (1969) had subjects perform bright­
ness matches in a haploscopic display paradigm. In a
haploscopic display, each eye sees a separate image; in
each of these, a patch (the patches are identical) appears
on a different background. When the stimulus is binoc­
ularly fused, the two patches appear to be on the same
background but have different lightnesses (as in a stan­
dard simultaneous contrast display). The striking result
was that when the test-patch luminance consisted of a
decrement relative to its background, subjects always
matched it with relative decrements. Likewise, increments
were always matched with increments, but never incre­
ments with decrements. These results support the notion
that lightness is defined in relational terms.

Neurophysiological studies confirm that cells at early
stages of the visual system do seem to encode locallumi­
nance contrast (Shapley & Enroth-Cugell, 1984) through
the mechanisms oflight adaptation and lateral inhibition
(Walraven, Enroth-Cugell, Hood, MacLeod, & Schnapf,
1990). Throughout this paper, we employ the phrase lu­
minance contrast, or just contrast, when referring to a
physical property of a display. When the word is em­
ployed in a different sense, we employ modifiers, such as
simultaneous contrast-which is a perceptual phenome­
non, or contrast measures-which refer to the results of
model or neural computations. An image showing lumi­
nance contrast measures, computed through modeling
the center-surround antagonistic retinal mechanisms, is
shown in Figure IB: Middle gray denotes scenic regions
without associated contrast information; brighter and
darker shades code positive and negative luminance tran­
sitions, respectively, for the stimulus shown in Figure 1A.

A number of past computational investigations have
taken seriously the implication that early vision encodes
luminance contrasts, and some have achieved partial
success in modeling how contrast measures might be
used by the brain to generate lightness percepts. Filling­
in models (e.g., Gerrits & Vendrik, 1970; Grossberg &

Todorovic, 1988) show that the averaging oflocal contrast
ratios within bounded regions can correctly determine
perceived brightness for a number ofexperimental scenes.
Integration models (e.g., Horn, 1974; Land & McCann,
1971) measure local contrasts at an initial differentiation
stage whose aim is to recover local differences or ratios;
after thresholding, these can be integrated across a scene to
accurately model lightness percepts in a number of scenes.

Psychophysical, neurophysiological, and computa­
tional studies all support the plausibility of some version
of Wallach's (1948) ratio principle as a significant in­
sight into early visual processing and lightness perception
in simple scenes. In general, however, local ratios prove
insufficient to account for lightness perception. Striking
contradictions of the ratio principle have been reported
in more complex structured scenes. These contradictions
are apparent in studies of the role of 3-D spatial layout
and illumination arrangement on lightness perception
(Gilchrist, 1977, 1980; Hochberg & Beck, 1954). In 1977,
they led Gilchrist to propose that the data are better char­
acterized by a coplanar ratio hypothesis stating that ra­
tios between regions within the same depth plane are
more significant in determining lightness than are ratios
between depth planes. However, contradictions of the
ratio principle have also been reported in studies of flat
stimulus configurations (e.g., Benary's [1924] cross, and
White's [1979] illusion, which is shown in Figure lA)
and edge-integration effects (Arend, Buehler, & Lock­
head, 1971; Reid & Shapley, 1988; Shapley & Reid,
1985), as well as several display configurations involving
changes in background (or surround) luminance (Arend
& Spehar, 1993; Gilchrist, 1988; Land & McCann, 1971;
Whittle, 1992; Whittle & Challands, 1969).

Selective Integration
A remarkable example of a violation of the ratio prin­

ciple is White's effect. Although the gray patches in Fig­
ure 1A have the same physical reflectance, the ones on the
left are typically perceived to be darker than the ones on
the right. White's effect is considered a puzzling violation
of the predictions oflocalluminance ratios since the con­
tour length ofthe gray patches is larger for the noncoaxial
stripes. Local contrast measures (computed through pro­
cesses sensitive to luminance gradients, such as in Fig­
ure lB) would predict that the gray patches coaxial with the
black stripes would appear darker than the ones coaxial
with the white stripes. This example highlights the context­
sensitive transformation from contrast measures to light­
ness that is accomplished by the visual system.

It has long been recognized that to determine lightness
accurately from local luminance ratios in complex scenes,
edge contrasts must be able to influence not only the de­
termination oflightness within adjacent bounded regions,
but also the determination oflightness in nonadjacent re­
gions (e.g., Arend et a1., 1971). Local ratios are by defi­
nition measures of local luminance relationships. Only
when taken as a whole set do they embody information
about relationships between widely separated regions.
Integration models of lightness perception have sought
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to formalize how the determination of scenic lightness can
be made on the basis of the whole set of contrast mea­
sures in a scene (Arend & Goldstein, 1987; Blake, 1985;
Hom, 1974; Land & McCann, 1971). An important con­
tribution from this area has been the discovery that all
contrast measures are not weighted equally in the deter­
mination of lightness. For example, Gilchrist and col­
leagues have suggested that lightness constancy depends
on discounting the ratios at illumination edges, such as
shadow borders, during the integration process (Gilchrist,
Delman, & Jacobsen, 1983).

In the rest ofthis paper, we present a model that builds
on previous edge integration and filling-in models. Our
selective integration model (SIM) treats contrast measures
as constraints on local lightness relationships, as in other
integration models. Lightnesses are determined in such
a way that the lightness ratio between any two regions
tends to be consistent with an integration of all the edge
contrasts separating the two regions. Integration within
SIM, however, is selective. That is, the weighting ofedge
contrasts in determining the lightness of a region is sen­
sitive to visual groupings or contexts. In particular, those
contrasts within a context are emphasized in the deter­
mination oflightness percepts within that context, whereas
contrasts between contexts are partially reduced. We show
that SIM accounts for a number ofphenomena that have
proven difficult for previous models to explain, includ­
ing White's effect, the Benary cross, and the shading and
transparency effects reported by Adelson (1993), as well
as certain aspects ofmotion, depth, haploscopic, and Gelb
contrast effects.

THE SELECTIVE INTEGRATION
HYPOTHESIS: WHITE'S EFFECT

All edge contrasts do not signal the same type of scenic
events. Some outline regions of uniform coloration on
surfaces; others define the borders between objects, sur­
faces, or illumination contexts. Selectively reducing in­
tegration across these borders helps prevent the mixing
ofinformation across contexts. Selective integration can

thus act to reduce the impact of illumination context dif­
ferences, such as those introduced by shadows, spotlights,
shading, and transparency, as well as depth changes, on
perceived lightness. Furthermore, selective integration
acts to emphasize the stable luminance relationships within
objects over those variable relationships between an ob­
ject and changing backgrounds (background-independent
constancy).

The proposal that the visual system specifies lightness
through context-sensitive processes of integration is, of
course, not new. To mention one example, Gilchrist (1977)
showed that in 3-D scenes, the lightness ofa given region
is determined predominantly in relation to other copla­
nar regions, and not by equally weighted relations to all
retinally adjacent regions. We suggest that other contra­
dictions of the ratio principle can also be explained by
context-selective integration mechanisms.

White's Effect
In order to explore this possibility, consider White's

effect. Perhaps the simplest segmentation ofthe stimulus
shown in Figure 1 would be to separate the gray patches
from the horizontal stripes immediately above and below
them, which may appear to occlude them (in this version
of the stimulus, this segmentation is most obvious for the
black bars). This segmentation divides the stimulus into
horizontal stripes. If the lightness of the gray patches is
given predominantly by their relation to their neighbors
in a horizontal direction, the patches coaxial with white
stripes should appear darker than the patches coaxial
with black stripes, as is perceived.

We tested the above segmentation hypothesis ofWhite's
illusion by manipulating scenic segmentation without
significantly altering the defining luminance relation­
ships in the image projections. This was accomplished
by manipulating depth in such a way that both consistent
and inconsistent depth groupings were produced, where
by consistent, we mean a grouping similar to that as­
sumed in the analysis of the flat stimulus of Figure 1 and
other groupings are, thus, inconsistent. Figure 2 shows
stereo images that induce a consistent depth grouping.

+ + +
Figure 2. Binocular manipulation of White's effect. Binocular disparity is used so that the patches

coaxial with the black stripes are at the same depth as are the black stripes and the patches coaxial
with the white stripes are at the same depth as are the white stripes (both in front). Crossed fusers
should fuse the two leftmost displays, and uncrossed fusers the two rightmost displays. White's effect
should still hold.
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+ + +
Figure 3. Binocular manipulation of White's effect. Binocular disparity is used so that the

patches coaxial with the black stripes are at the same depth as are the white stripes and the
patches coaxial with the white stripes are at the same depth as are the black stripes (both in
back). Crossed fusers should fuse the two leftmost displays, and uncrossed fusers the two right­
most displays. White's effect should be decreased or even reversed.

Figure 4. T-junctions. (A) T-junction cues to occluding bound­
aries separate White's stimulus into horizontal strips. (B) T-junc­
tion cues in more complex three-dimensional scenes, such as this
folded card, separate surfaces.

point. Edge integration models propose that perceived
lightness correlates with surface reflectance and employ
three main computational stages in order to unconfound
or disentangle the contributions of reflectance and illu­
mination to image luminances: differentiation, threshold­
ing, and integration stages. Differentiation plus threshold­
ing is used as a means of discounting the illuminant. A
properly chosen threshold is capable of eliminating all
shallow intensity gradients within the image. For simple
scenes, the shallow illumination component will thus
be eliminated. At the same time, the sharp reflectance
transitions will produce strong enough signals and be
registered. Finally, differences are converted into light­
nesses by integration operations in the final stage ofpro­
cessing.

Past edge integration schemes can be summarized by
the following stages: D~T~I, where D, T, and I stand
for the differentiation, thresholding, and integration stages,
respectively (Horn, 1974). SIM builds on this scheme but
suggests that integration must be selective in order to take
into account scenic contexts and groupings. Therefore,
within SIM, edge integration only occurs fully within
scenic groupings and is attenuated between them. In this

(B)(A)
SELECTIVE INTEGRATION MODEL

In this display, the gray patches on the black stripes are
perceived at the same depth as the black stripes (both to­
gether in front), and the patches on the white stripes are
perceived at the same depth as the white stripes (again,
both in front). This scenic grouping induced by depth is
equivalent to the segmentation proposed for the flat dis­
play. We thus predict that perceived lightness for this
depthful stimulus and for the standard White effect should
be similar. This can be confirmed informally by fusing the
stereo pair in Figure 2. A similar stimulus and result were
recently reported by Spehar, Gilchrist, and Arend (1995).

Our hypothesis makes the prediction that modifying
the depth relationships in White's effect so that incon­
sistent scenic segmentations are generated should alter
perceived lightness. We were able to test this by again ma­
nipulating depth in such a way that the gray patches ap­
pear at the same depth as the noncoaxial stripes. Given this
inconsistent segmentation, we would predict that White's
effect will be decreased or even reversed. The stereo im­
ages shown in Figure 3 produce these depth groupings
and show that the effect indeed diminishes (for some dis­
play configurations, it even reverses; see also Spehar et aI.,
1995). These informal results are currently being as­
sessed psychophysically and have been confirmed by
pilot studies.

It may at first seem counterintuitive to expect context
segmentation effects in simple two-dimensional (2-D)
scenes, such as the flat version of White's display; how­
ever, the contextual groupings and separations that we
have invoked for it are consistent with simple T-junction
cues to edge occlusion. Figure 4A shows the T-junctions
and the occluding boundaries that they imply in White's
stimulus. In recent work, Todorovic (1997) has proposed
that junction information (such as T-junctions and X­
junctions) plays a critical role in the determination of
lightness (see below).

The light intensity at a point in the image is the product
ofsurface reflectance and the illumination arriving at that



1164 ROSS AND PESSOA

Figure 5. A one-dimensional cut through the scene on top gives
rise to the luminance distribution shown (note that the space be­
tween the left block and the shadow to its right is only included
for figure clarity; the two blocks can be considered to be abutting
each other, or the left block touching the shadow). Selective inte­
gration correctly keeps the two blocks (lighting contexts) par­
tially independent of each other. The gray patch on the right is de­
termined to be darker than the patch on the right. Standard
integration has no provision for separating lighting contexts.

way, edge information is not mixed indiscriminately across
the scene. This allows the model to utilize initial contrast
measures in a context-sensitive manner-as indicated
by, for example, Gilchrist's coplanar ratio hypothesis.

The integration scheme in SIM can be stated as
c~s~1*, where C, S, and 1* stand for contrast measure­
ment, contrast selection, and contrast integration stages,
respectively. The contrast measurement stage substitutes
for the differentiation stage and generates a measure of
luminance ratios as the initial representation. Contrast
ratios, as opposed to differences, discount not only illu­
mination gradients, but also overall levels of illumina­
tion, allowing the model to achieve lightness constancy
over a wide range ofoverall lighting conditions, in agree­
ment with both the neurophysiological and the psycho­
physical data. Contrast selection occurs prior to contrast
integration and achieves a selective reduction of those
retinal contrasts between scenic context groupings, rela­
tive to those within context groupings. Context groupings
in monocular 2-D images are determined by T-junction
detection and processing.

To appreciate the difference between classical Horn
integration and selective integration consider Figure 5.
The two blocks define two separately lighted contexts
that should remain partially independent during lightness
determination. Therefore, selective integration emphasizes
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the small contrast steps within the blocks and partially
suppresses the lighting contrast between the blocks. In
this case, the gray patch on the right block is correctly
determined to be darker than the patch on the left block
(although it is more luminous).

Standard integration would, instead, fully integrate the
large contrast step in the middle of the scene, which is
associated with the depth and, thus, the lighting jump
from one block to the other. By this method, the lightness
of the whole right block would be "lifted up" (or equiv­
alently, the lightnesses ofthe left block would be "pushed
down"), causing the right central patch to be incorrectly
predicted to be lighter than the left central patch. The two
contexts should remain largely independent, as in selec­
tive integration, to produce the correct appearance.

In our model, selective edge integration 1* is instanti­
ated by lateral integration mechanisms in which neighbor­
ing sites (corresponding to adjacent image points) com­
municate with each other. As will be formalized below,
signals within the lateral integration stage communicate
from neighbor to neighbor, so that the lightness ratio be­
tween any two regions, even regions that are far apart in
image space, tends to be consistent with an integration of
all the edge contrasts between those regions. Selected con­
trast measures provide constraints on local lightness re­
lationships, and the determination of lightness can be seen
as a constraint satisfaction process.

Figure 6 presents a schematic representation of SIM.
The input luminance is initially coded by contrast mea­
sures. These are then used to generate context boundaries

Figure 6. Macroscopic diagram of the selective integration
model. Contrast signals are input to boundary detection and in­
tegration stages. Edge integration is regulated by context bound­
aries, where integration is reduced. The activity within the inte­
gration stage is the model's correlate of perceived lightness.
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STIMULUS CONTRAST BOUNDARIES CONTEXTS

(A) (8) (C) (D)

Figure 7. Computational stages of the selective integration model. (A) White's stimulus. (B) Stage lon/off
contrast measures. (C) Stage 2 boundary signals. (D) Stage 3 context boundaries.

that divide up the image into context groupings; contrast
measures are also used as input to the selective integration
stage. Selective integration is modulated at context boun­
daries through the reduction ofcontrast measures at these
boundaries.

Model Description

SIM consists ofthree processing stages, each ofwhich
consists of 2-D fields (or grids) of processing units, or
cells. The input is also encoded in a 2-D field ofactivity.
All connections between model stages are topographi­
cally organized in such a way that a spatial location (i,i)
at a given stage connects to locations at or nearby (i,i) in
its target fields. The activation level at individual model
stages represents the output values ofthe respective stages.
We describe the model with reference to simulations of
White's effect and the Benary cross.

Input
The input images were prepared to match the relative

luminance values recorded for real stimuli. Values used
in simulations were based on photometer readings taken
for our stimuli displayed on a CRT. Thus, typical white
values where 30 times as large as typical black values,
with middle gray typically around a third as large as the
scenic white. Since the initial stage of our system codes
local contrast ratios, the system is largely insensitive to
the absolute magnitudes of the luminances resulting
from white, gray, and black surfaces. For White's effect,
we used the somewhat arbitrary input values of white =
300, black = 10, and middle gray = 100.

Stage 1: Contrast Measurement
At this stage, an on field with center-surround antag­

onistic cells measures the degree oflocalluminance con­
trast in input images coding stimuli luminances. The on
field implements lateral inhibitory interactions that pro­
cess the input luminance distribution. In uniform regions,
a contrast measurement of zero results. Figure 7B shows
the output of the on field for White's effect. In this fig­
ure, middle gr,ay codes zero activity, and brighter and

darker shades code activities greater and smaller than
zero, respectively. The latter make up the signal ofa cor­
responding offfield.

Contrast responses are given by

(s) _ Iii - Sii
Xi} - K+S .. ' (1)

I)

where Iii is the input luminance (i and i denote spatial
indices denoting the cell location on a two-dimensional
lattice), Si} consists of surround signals, and (s) denotes
the spatial scale of the contrast response. More specifi­
cally, Si} amounts to a measure of the average luminance
in the vicinity of position (i,i)-given, for instance, by
having a Gaussian weighting function modulate the Ii)
contributions as a function of distance. This contrast
equation includes a difference in the numerator but also
a denominator including Si}, which gives the system sen­
sitivity over a wider dynamic range ofoverall lighting in­
tensities. For example, the outputs of this equation are
quantized to two orders of magnitude without loss of
sensitivity to a similar range of luminance ratios, despite
variation over eight orders of magnitude of overall input
intensities. The small constant K in the denominator acts
to suppress response to center-surround differences that
are small, thereby making the system more resistant to
noise.

Our scheme for contrast measurement is similar to the
proposals to use difference-of-Gaussian operators to
model the receptive field structure of retinal ganglion
cells (Enroth-Cugell & Robson, 1966; Rodieck, 1965).
In the classical proposal, the center and surround contri­
butions combine linearly to determine the cell's response.
The present approach adopts a multiplicative, or shunting,
formalism (Furman, 1965; Grossberg, 1970; Hodgkin,
1964; Sperling, 1970; Sperling & Sondhi, 1968), in which
center and surround contributions generate a nonlinear,
normalized-difference measure proportional to the lumi­
nance ratios at borders.

In the present implementation, two spatial scales, s =
[1,2], ofStage 1 cells were employed. Contrast responses
were computed for both a "small" and a "large" scale of
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and

ented, offset Gaussians, producing boundary activations
for the on (b+) and off (b-) channels:

where * indicates a discrete spatial convolution, or filter­
ing, operator, and k indicates the orientation of G", an
oriented contrast-sensitive filter based on an oriented
Gaussian kernel defined as follows:

G~~ = I-J21r eXP[-'5« + q: )], (4)
a.a; 21r O"t O"W

(3)

(2)

Table 1
Selective Integration Model Parameters for All Simulations

Name Description Value Equation(s)

Stage 1: On and OffCenter-Surround Processing

aeo center blurring constant 0.3??
aso surround blurring constant 0.82??
ael center blurring constant 0.82??
asI surround blurring constant 3.82??

Stage 2: Contrast Selection

aw width blurring constant 0.5 4
o, length blurring constant 1.5 4
aes contrast selection blurring 1.0 ??
aib context boundary contrast blurring 50.0 ??
a'J context boundary contrast blurring 1.0 ??
p2 contrast suppression larger-scale 0.75 ??
pi contrast suppression smaller-scale 0 ??

surround inhibition (given by Gaussian standard devia­
tions O"so and O"st); the center contribution for the smaller
spatial scale was the size of a single pixel, and the center
contribution for the larger scale was determined by a
Gaussian blurring the size ofthe surround for the smaller
scale. Table I specifies the major model parameters.

For each scale s, both the X and -Xare rectified, break­
ing the information into two nonnegative channels called
the on and offchannels, respectively, which drive bound­
ary detection (Stage 2a).

Stage 2: Contrast Selection
The contrast selection stage consists ofthree substages.

The first of these, Stage 2a, detects oriented boundaries
based on Stage 1 contrast measures. The second, Stage 2b,
operates on this oriented boundary image map to detect
context boundaries that segment the scene into context
groupings. The third, Stage 2c, partially suppresses con­
trasts near context boundaries, fully selecting only those
contrasts away from context boundaries.

Stage 2a: Boundary detection. This stage performs
oriented boundary detection by employing elongated re­
ceptive fields such as those found in simple and complex
cortical cells. The small scale on and offStage I responses
are used to guide the boundary detection stage. Our strat­
egy follows that initially suggested by Marr and Hildreth
(1980), who noted that if an on response occurs at posi­
tion P and an offresponse occurs at a nearby position Q,
a contour (or a zero-crossing in Marr & Hildreth's termi­
nology) must lie somewhere in between P and Q. Stage 2
cells exhibit oriented odd-symmetric (bilobed) recep­
tive fields that are excited by the oriented sampling of
on and off Stage 1 cells. Responses are maximal when on
activation is strong on one side of a cell's receptive field
and offactivation is strong on the opposite side. In other
words, the cells are tuned to on/off contrast cooccur­
renee, or juxtaposition, as in previous models (Grossberg,
Mingolla, & Williamson, 1995; Marr, 1982; Pessoa, Min­
golla, & Arend, 1996). Both light-dark and dark-light ori­
ented cells are employed.

The above computations are formalized as follows.
First, on and off Stage 1 responses are convolved with ori-

where (p,q) are spatial location indices and I and w de­
fine the spatial extent (length and width) of the operator
(through a, and O"w' respectively). For simplicity, in these
simulations, we used only vertical and horizontal orien­
tations, detecting boundaries of both directions of con­
trast or polarity. This yields a total of four boundary cell
types b k• For k = 0,2, orientation is vertical; for k = 1,3,
the orientation is horizontal. G~~ above is rotated to com­
pose simple cells of different orientations and offset to
sample on or offStage 1 activity adjacent to the center of
the receptive field.

In order to detect contrast changes, cells are tuned to
on/off response juxtaposition, or adjacency. Thus, for a
boundary detector oforientation k = 0, which is vertical
with left-to-right polarity on-to-off, the activation at lo­
cation (i,j), is

Bi = f(b+!t . x b-:+k
1 .), (5)

J I ,J I ,J

with the nonlinear functionf specified by f(w) = 1 for
w> °andf(w) = °otherwise.

The activities ofcells tuned to the same boundary ori­
entation but opposite contrast polarities are combined,
reducing the total number ofboundary cell types from four
to two (horizontal and vertical). In real scenes, additional
orientations might be necessary for detecting diagonal
boundaries. In the simple scenes we investigate, diago­
nal context boundaries are not present. Gaps in bound­
aries were completed using simplified rule-based BCS
grouping processes (Grossberg & Mingolla, 1985a, 1985b;
Grossberg, Mingolla, & Ross, 1997). Figure 7C shows
the final Stage 2 boundary activations summed across the
two orientations employed.

Stage 2b: Context boundary detection. The central
proposal of this paper is that context information modu­
lates the process of contrast integration for the determi­
nation of lightness. The problem of scene segmentation
based on depth, motion, configuration, and other cues is
perhaps the most outstanding problem in vision research.
Our aim here is not to attempt to solve this problem but
to focus on how segmentation interacts with lightness
perception. Accordingly, we adopt a simplified scheme
in which T-junction information is employed for the de­
termination ofcontext boundaries. The T-junction scheme
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(A) (8) (C)

L

Figure 8. Determination of context boundaries. (A) Outline of a Benary cross. (B) T-junctions de­
tec~ed. (C) T-junction activation is used to define occlusion or context boundaries. T-junction acti­
vation spreads along the boundary responses of Stage 2a, starting from the occluding crossbars of
the Ts,

is sufficient for recovering context boundaries for sev­
eral stimuli simulated in this paper, but it is not intended
as a substitute for a full model of segmentation, which
should include more sophisticated binocular and monoc­
ular mechanisms. Moreover, what we call T-junction de­
tectors in our simulations are not specified to exclude re­
sponses to more complex junctions that include T boundary
formations. In other words, our T-junction detectors
sometimes also respond strongly to the presence of X­
junctions and Psi-junctions. We found these simple de­
tectors to be sufficient for simulating the data that we ad­
dress in this paper. However, we expect that the visual
system is more discriminating than our model and does
distinguish among junction types in detecting scenic
structure.

The detection of context boundaries by T-junction de­
tection involves two processes. First, T-junctions ofvar­
ious orientations are detected across the image. Next,
these isolated junctions, in conjunction with each other
and with boundary information, are employed to delineate
entire context boundaries. These two processes are best
illustrated through an example. Consider the Benary cross
outline stimulus (Figure 8A). First, T-junctions ofvarious
orientations are located within the image.

Initially, dedicated cells detect T-junction configura­
tions in the image. For example, one type detects the T­
junction where left, right, and top positions are active at
Stage 2 (leftmost T-junction in panel B). Corresponding
cells detect T-junctions of different orientations. The
"horizontal" context boundaries signaled by upright or
upside down T-junctions can be detected by cells tuned
to the following summation of T-like spatial boundary
arrangements:

Ti~ = f(B7-d,j X B7+d,j X B~j+d)

+ f(B~-d,j X B~+d,j X BL-d), (6)

where d is a constant spatial displacement, the index h
indicates horizontal orientation, the index v indicates ver­
tical orientation, andfis defined as above. The "vertical"
context boundaries signaled by lying down T-junctions

are detected by cells tuned to the following summation
ofT-like spatial boundary arrangements:

Tij =f(B~j-d X B~j+d X B~+d)

+f(B~j-d X B~j+d X B~-d)' (7)

Then, to recover completed context boundaries given the
initial T-junction responses, the T-junction activations Th
and TV were allowed to spatially spread along contiguous
detected boundaries Bh and BY, respectively. This spread­
ing allowed the delineation of entire context boundaries
yh and yY. For the Benary cross, a pictorial illustration of
the boundaries marked by this T-junction-based context
boundary detection method is shown in Figure 8e.

In some images, contradictory context segmentations
are supported by different 'l-junction activations. To re­
solve such conflicts, intersecting context boundary acti­
vations are allowed.to compete at the sites of intersection.
Simple rules determine which context boundary y sur­
vives such competitions to determine the final decon­
flicted context boundary maps Yk; The context boundary
supported by the most T-junctions wins such competi­
tions, with ties being broken according to the strength of
the underlying boundary activations B, themselves pro­
portional to the strength ofthe contrast across the bound­
ary. Once again, it is not our intent to claim much for our
T-junction scheme as a means of context segmentation.

One implication of our model, as well as others like it, is
that lightness effects themselves may prove useful in prob­
ing how the visual system combines cues to accomplish
segmentation. Figure 7 shows the final Stage 3 context
boundaries, P, generated by the model for White's effect.

Stage 2c: Selective contrast suppression. In Stage 2c,
the context boundaries yk found in Stage 2b are used to
selectively suppress those Stage 1 contrast measures as­
sociated with them. Contrast suppression is achieved
through a three-step process: (1) selection of those con­
trasts that should be partially suppressed, (2) determina­
tion ofthe average contrast across selected context bound­
aries, and (3) partial suppression of the average contrast
across the selected context boundaries.
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1. Initially, contrast measures of Stage 1 on either side
of a context boundary (Stage 2b) are selected. Mech­
anistically, this selection was achieved through the mul­
tiplicative gating ofcontrast measures X with a Gaussian
blurred context boundary map yk to produce Wk,

Wk = X X yk * GCS' (8)

where X = X+ - X- are the combined Stage I contrast
responses, yk are context boundaries for orientation k,
and Gcs is an isotropic spatial-blurring Gaussian.

2. Next, the selected contrast measures Wkare blurred
along the context boundary to obtain a measure of the
average contrast across the context boundary. Oriented
Gaussian blurring in parallel to the context boundary mea­
sures the average contrast across the context boundary
and propagates this average measure all along the length
of the context boundary:

V = Wh * Gc~ + WV * G~b' (9)

where G~b is a Gaussian elongated in direction k.
3. Finally, a proportion P of the selected average con­

trast measures V were subtracted from the large-scale
Stage 1 contrast measures. This subtraction, or partial sup­
pression, of the Stage 1 contrast measures effectively re­
duces the constraints on contrast across the context boun­
dary. In other words, the suppressed contrast measures
are taken into account but now are associated with smaller
lightness differences. Formally,

Z(2) = X(2) - p(2) X V (10)

and

Z(l) = X(l), (11)

where the superscripts (1) and (2) denote the respective
spatial scales. The resulting contrast measures, Z, are then
integrated to model lightness measures (Equation 12). In
our simulations, we used P(2) = .75 and found that this
suppression ofthe larger scale contrasts were sufficient to
model the effects. We used pi = 0 for simplicity; larger
P values give larger effects ofcontext on contrast; smaller
P values reduce the effects of context on contrast.

Stage 3: Selective Contrast Integration
Integration of the selected contrast measures Z was

achieved through the iteration ofa lateral, multiscale in­
tegration equation. Discussion ofhow iteration of such a
contrast inversion can eventually yield stable lightness
measures can be found in Hom (1974) for the special case
of difference contrast measures. Our proposal works in
a similar way, but for the iterative inversion of contrast
ratios. Simply put, iteration of the equation for I below
spreads the constraints X until the whole field ofactiva­
tions I tends to satisfy the full set of local contrast ratio
measures given by X:

1=(1 + Z(l» X (1 + Z(2» X (K+ S/), (12)

where SI denotes a Gaussian blurred version of the time­
varying lightness map I (in the previous iteration) and K

is the same constant as that used for Stage 1. The main
idea of Equation 12 is that it attempts to recover light­
ness values from the array of contrast signals X by ap­
proximately inverting the contrast measurement equa­
tion (see Equation 1). It should be noted that an exact
inversion at a single scale would take the form I = X X
(K + S) +S. To simplify computations, our equation com­
bines integrations across the two scales and also adds an
additional small amount K to the large-scale integration
on each iteration.

A similar multiscale integration technique is used in
the reconstruction of images from a Laplacian pyramid
(Burt & Adelson, 1983). The interscale redundancy ex­
ploited both in Laplacian reconstruction and in our own
model is that integrated large-scale intensities can serve
as reconstructed surrounds for the smaller scale.?

The added integration constant K has the effect that all
lightness values tend more toward the maximum value.
In the limit, it means that, at equilibrium, I tends toward
white and that the maximum lightness value in any given
scene also tends toward white. This tendency is in agree­
ment with highest luminance anchoring rule that Gilchrist
and colleagues have recently investigated.

In simulation, initial conditions were set such that all
values of I were equal to the maximum (white) 1= 1.0.
During integration, I values were bounded between 1.0
and .03. This ensured an upper limit ofwhite and a lower
limit ofblack. Further work would be necessary to model
the perception ofself-luminous or black hole regions that
would fall outside of this range.

Lightness
The final lightness values L associated with the light­

ness percept were given by iterating Equation 12 a fixed
number of times and then taking the square root. The
square root transformation rendered our final values on
a scale similar to the Munsell Value scale, thus permitting
a more direct comparison with published data. The final
model output was given by

L = 10 X vi. (13)

MODEL SIMULATIONS

White's Effect and the Benary Cross
From the standpoint ofclassical lateral inhibition pro­

posals, White's effect presents a striking violation of si­
multaneous contrast since the contour length of the gray
patches is larger for the stripes they are not coaxial with.
Therefore, simultaneous contrast predicts the opposite
percept of what occurs-namely, that for the display of
Figure I, the gray patches on the left should appear lighter
than the gray patches on the right. As is clear from the
display, just the opposite relationship is seen. In an ear­
lier section, we advanced the notion that White's effect
can be explained by context-selective integration mech­
anisms. In particular, a segmentation of the stimulus into
horizontal stripes was assumed to provide the proper
context for lightness determination.
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Figure 9. Simulation of White's effect and the Denary cross by the selective integration model. Detection
of stimulus (first column) T-junctions allows the identification of context boundaries (second column).
Context boundaries modulate a selective integration process that determines scenic Iightnesses (third col­
umn). Isolating the test patches (fourth column) shows the effect. (A) For White's effect, simulation resulted
in Iightnesses of 4.8 for the leftmost patches and 5.7 for the rightmost patches (white = 9.8 and black =
3.0). (B) For White's effect with the depth organization conflicting the segmentation given by T-junctions,
the opposite relationship is found, with the leftmost patches at 5.4 and the rightmost patches at 4.8. Note
that externally provided context signals indicate that the left patches are grouped with the black bars (in­
cluding the rightmost endings) and the right patches are grouped with the white bars (including the left­
most endings). (C) For the Denary cross, simulation resulted in Iightnesses of 4.4 for the leftmost patch and
5.6 for the rightmost patch.

This explanation of White's effect has been supported
through computer simulations (Figure 9). Like lateral in­
hibition proposals, SIM initially computes contrast ra­
tios. Lightness is not a direct correlate of contrast mea­
sures (as in previous filling-in schemes; e.g., Grossberg
& Todorovic, 1988) but, instead, is determined by a se­
lective integration process that strongly takes into ac­
count scenic groupings or contexts. For White's display,
contexts consist of horizontal regions including black or
white bars, together with the associated gray patches.
These are produced by SIM's T-junction-guided process.
For White's display, although two types of T-junction
occur-one indicating that the black stripes occlude the
white stripes, the,other indicating the converse arrange­
ment (see Figure4)-both are compatible with the pars-

ing ofthe scene into horizontal contexts. Hence, the gray
patches coaxial with the black bars have their lightness
determined in relation to the black bars, and the gray
patches coaxial with the white bars have their lightness
determined in relation to the white bars. The noncoaxial
regions still exert an effect on the adjacent region, but
the effect is mitigated owing to the reduction of integra­
tion-thus, for example, the white regions's effect on a
gray patch coaxial with the black stripes is weak. The re­
sult is that patches parallel to the black bars are lighter
than the patches parallel to the white bars. Essential to this
result is, of course, the proper determination of scenic
segmentations.

Our context-based account ofWhite's effect motivated
us to attempt to modify the assumed scenic grouping
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through the use ofdisparity cues. Wethus investigated the
two binocular manipulations ofWhite's effect (Figures 2
and 3). To test the model, we presented it with what we
previously called the inconsistent version of White's ef­
fect (Figure 9B). Context boundaries are used by SIM to
guide the selective integration oflightness signals. In gen­
eral, context boundaries are indicated by any of a large
number of scenic cues, such as motion and depth, as well
as by configurational cues, such as I-junctions. The pres­
ent simulation assumes that externally provided context
signals, corresponding to the depth organization of the
scene, provide the appropriate scenic segmentation (see
the Discussion section). The depth cues of the inconsis­
tent stimulus are such that the gray patches on the left
are grouped with the black bars and the gray patches on
the right are grouped with the white bars-the opposite
ofthe grouping generated by the I-junction segmentation
process for the standard version of White's effect. This
segmentation implies that contrast information associated
with the white bars will strongly affect the appearance
ofthe left patches and contrast information related to the
white regions will strongly affect the right patches. SIM
therefore produces a reversal of White's effect, with the
gray patches on the left having a higher lightness than the
ones on the right.

The Benary cross constitutes another example of a
challenging stimulus from the standpoint of simultane­
ous contrast accounts (see Figure 9C). Although the two
patches exhibit equivalent contours, the gray patch on
the left appears darker than the one on the right. Lateral

inhibition (or contrast measures) cannot explain this ef­
fect. SIM's account of the Benary cross is similar to its
explanation of White's effect. I-junction information is
used to create two distinct contexts for the right and the
left (same-luminance) gray patches. One context com­
prises the cross, including the right gray patch; another
comprises the remaining scenic regions, including the
left patch (see Figure 8). Therefore, the lightness of the
left patch is determined mainly in relation to the high­
luminance background, and the lightness ofthe right patch
is determined mainly in relation to the low-luminance
cross. A darker patch on the left, when compared with the
one on the right, results.

Shading and Transparency Effects
I-junction information proved quite effective in deter­

mining scenic contexts for the simulations ofthe standard
version of White's effect and the Benary cross. Figure 4
shows I-junctions associated with the stimulus for White's
effect but also includes I-junction cues in more complex
3-D scenes, such as those for the folded-card or corner stim­
ulus. Although the junctions in this stimulus are actually
X-junctions, such configurations are also detected by our
I-junction detectors since they include I-shaped boundary
arrangements. As has been discussed above, our I-junction
detectors also respond strongly to I-shaped boundary ar­
rangements embedded in psi-junctions.

In the stimulus shown in Figure lOA, the patches in
the third column in the second and fourth rows have the
same luminance but appear quite distinct. Adelson's

STIMULUS CONTEXTS LIGHTNESS EFFECT
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Figure 10. Simulation of Adelson's folded-card stimulus by the selective integration model. The folded

card in panel A yields horizontal T-junction boundaries that separate the patches into different segmen­
tation contexts. In panel B, T-junction boundaries group the patches together in the same vertical context.
The magnitude of the lightness difference between the patches in panel A is greater (top patch = 4.1 and
bottom patch = 4.5) than that in panel B (top patch = 4.19 and bottom patch = 4.15).



(1993) original explanation for this difference is related
to the perception of different levels of illumination fall­
ing on the different planes. Thus, the top patch is seen as
a dark gray patch that is brightly lit, whereas the bottom
patch is seen as a light gray patch that is dimly lit. This type
ofexplanation seemed reasonable, given a much smaller
lightness difference in a rotated version of the stimulus
(Figure lOB), in which the two patches are perceived as
lying in the same plane with the same illumination.

T-junctions can be used to provide segmentation con­
texts in the Adelson stimuli. Moreover, these are consis­
tent with the shading contexts assumed by Adelson. In
Figure lOA, T-junctions occur in such a way that the
crossbar of the Is are horizontal. If these T-junctions are
used to mark the contours that are collinear with these
crossbars, the card is segmented into horizontal strips (see
the section on Stage 2b: Context Boundary Detection),
each providing a separate shading context. Within each
segmentation context, our model integrates the effects of
local contrasts to yield lightness measures. However, across
context boundaries, the influence of contrast measures
is reduced. Thus, in Figure lOA, the lightnesses of the
top and bottom patches of interest are determined pri­
marily on the basis of their contrast with other patches
within the same row.As a result, the upper test patch, which
has the lowest luminance in its row, appears significantly
darker than the lower test patch, which has a high lumi­
nance in its row. Accordingly, a similar analysis can be
performed for the stimulus in Figure lOR In this case,
T-junctions indicate columnar contexts that place both
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test patches within the same segmentation context, which
is consistent with a single shading context. Therefore, their
lightness is primarily determined by relations to the same
set of patches. However, their horizontal neighbors also
have an effect on their appearance-albeit, a reduced one,
given the existence ofinterposing context boundaries. In
all, a smaller lightness difference is produced for the top
and bottom patches in this arrangement, when compared
with the configuration of Figure 10.

The stimuli that we have considered up to now have
been explained as the result of the modulation (reduction)
ofthe influence of localcontrast measures at context boun­
daries, as the diminished effect of the white background
on the adjacent right patch in the Benary cross. Although
we have so far stressed these local interactions, the same
processes lead sometimes to nonlocal effects as they re­
organize the lightness assignments within a scene. This
is illustrated by considering another stimulus proposed
by Adelson (1993) as an example of the effect of trans­
parency on perceived lightness. In Figure 11A, the top
and bottom rows of diamonds have the same physical
gray level, although they appear to have different light­
nesses. This difference was originally considered by Adel­
son to be the result ofthe perception oftransparency; the
bottom diamonds are thus seen as made of a light gray
material that is covered by a transparent film. As evidence
for his transparency explanation, Adelson presented the
stimulus shown in Figure 11B, in which the top and bot­
tom rows ofdiamonds are the same as those in Figure 11A.
Note that the difference in lightness between the dia-

STIMULUS CONTEXTS LIGHTNESS EFFECT
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Figure 11. Simulation of Adelson's transparency effects by the selection integration model. T-junctions di­
vide the scene into top and bottom transparency contexts in panel A but not in panel B. The top diamonds in
panel A resulted in a lightness of 4.0; the bottom diamonds gave a lightness of 4.5. In panel B, the top diamonds
had a lightness value of 4.1, and the bottom diamonds one of 4.15.
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Figure 12. Simulation of the role of belongingness in lightness perception, as studied by Agostini and
Proffitt (1993) in their (motion) common fate paradigm. If a motion context boundary is added to this
"zoomed in" version of the stimulus, so that the region is divided in half vertically, the upper left and the
lower right gray patches exhibit lightnesses of 4.0 and 4.5, respectively.

monds in the top and bottom rows for this stimulus is
greatly reduced.

According to our model, a key difference between
the above scenes is that in the first one (Figure llA), T­
junctions can be used to separate the top halfof the scene
from the bottom half. This segmentation effectively cre­
ates two domains of influence (top and bottom) within
which contrast measures exert their maximal influence.
Therefore, our model determines the lightness of the bot­
tom row ofdiamonds, using the contrast measures of the
relatively dark patches in the bottom half of this scene,
resulting in a relative lightening of the bottom row of
diamonds. At the same time, in the scene shown in Fig­
ure lIB, no such T-junction context boundary separates
the top half from the bottom half of the scene. Conse­
quently, the scene is not divided up into two domains of
influence but, instead, is composed ofa single one. As a
result, all scenic contrast measures are taken more ef­
fectively into account in the determination of the ap­
pearance of the diamonds, which end up having similar
lightnesses.

It is important to emphasize that the above explana­
tion is nonlocal insofar as there are no context bound­
aries that directly abut the diamonds themselves. In the
present case, it is the integration process that ends up be­
ing weakened across an occluding boundary (Figure llA),
resulting in nonlocal effects. It is worth noting that al­
though we have shown how our model can account for a
lightness percept in a stimulus consistent with the occur­
rence of transparency, we are not claiming that trans­
parency is not perceived or that it has no effect on light­
ness perception. We only mean to show that even in a
simplified model in which scenic lightnesses are repre­
sented in a single layer, selective integration can account
for such effects.

Perceptual Belongingness
and Gestalt Explanations

Our proposal of selective integration is not unlike Ge­
stalt explanations ofthe Benary cross and White's effect,
which have relied on grouping or perceptual belonging­
ness to determine lightness (Agostini & Proffitt, 1993;

Benary, 1924; Rock, 1983; Wallach, 1948; Wolff, 1933).
The appeal ofGestalt explanations notwithstanding, their
utility remains limited, given the lack of operational de­
finitions for such critical concepts as perceptual belong­
ingness. Our model overcomes part of this deficiency­
by showing how a simple type of T-junction scheme can
help define scenic contexts, or groupings-while retain­
ing what we think are the key insights of the Gestalt ex­
planations.

Recently, Agostini and Proffitt (1993) presented an in­
vestigation of belongingness and lightness perception.
These authors were able to demonstrate nonlocal effects
of motion segmentation on perceived lightness. Com­
mon fate was used to group two collections of dots, one
composed ofblack elements, the other ofwhite elements.
Twoidentical gray dots were also part ofthe display, one
sharing the motion ofthe collection ofblack dots, the other
sharing the motion of the white dots. Subjects judged the
gray dot that moved with the black dots to be lighter than
the dot that moved with the white dots. This difference
disappeared when a stationary version ofthe display was
used (in which no common fate existed to group scenic
elements).

Figure 12 shows a simpler version of the Agostini and
Proffitt (1993) stimulus used to probe SIM's behavior. It
was assumed that motion cues provide the appropriate
segmentation ofthe scene into two separate contexts, one
containing a black element and a gray patch, the other con­
taining a white element and a gray patch. As in the case
of our simulations of static displays, the context bound­
ary effectively isolates the two contexts guiding the do­
main of influence of the initial contrast measures. As in
the Agostini and Proffitt study, the gray dot grouped with
the black dot is lighter than the one grouped with the
white dot.

Coplanarity and Surface Grouping
In a series of experiments, Gilchrist (1977, 1980)

showed that depth configuration and spatial layout help
specify the perception of lightness. More specifically, he
proposed that the ratios of coplanar surfaces, and not nec­
essarily the retinally adjacent ratios, determines light-
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Figure 13. Simulation of Gilchrist's coplanarity experiment. When the test patch is grouped in the same

context with the lighter inducing patch by coplanarity, as in panel A, the lightness is relatively dark at 5.0.
However, when the patch is grouped with the darker inducing patch, as in panel B, its lightness is relatively
light at 7.0.

ness-the so-called coplanar ratio hypothesis. Gilchrist
was able to illustrate his hypothesis by comparing the
lightness percepts resulting from two displays that were
similar in terms of their 2-D configuration but gave rise
to very different depth percepts. Other data have also been
reported suggesting the weakening of contrast effects
through the introduction of depth in disk-annulus stim­
uli (Gogel & Mershon, 1969), in the Koffka ring (Wist &
Susen, 1973), and in Mach bands (Wist, 1974).

SIM is consistent with the above findings since our se­
lective integration mechanisms will be affected by the
depth manipulations in these displays in such a way that
contrast measures associated with context (depth) bound­
aries will have a decreased effect on perceived lightness.
Figure 13 shows how the model accounts for a schematic
version of Gilchrist's coplanarity experiment. Scenic
groupings directly defined by 3-D depth cues are pro­
vided externally and define display contexts. In one of
the displays (Figure 13A), the gray and white squares be­
long to a front plane, with the black square being perceived
in the back. In this case, the gray square will be darkened
by simultaneous contrast. In the other display (Figure 13B),
the gray and the black squares belong to the front plane,
with the white square being perceived in the back. Se­
lective contrast integration lightens the square. It should
be noted that in these simulations, the actual (internal)
array ofluminance values produced a luminance range that
exceeded the 30: 1 ratio suggested as important for gen­
erating depth effects in such displays (Gilchrist, 1980).

Absolute Lightness and Anchoring
It is widely recognized that relative luminance ratios

can only produce relative lightness values. However, as
Arend (1973) states, "our perceptual scales are not inter­
val but rather have an origin" (p. 341). This important issue
goes back to Hering's (1874/1964) assignment of "mid­
dle gray" to the luminance that corresponds to the mid­
point of the range ofperceptual responses. Gilchrist and
colleagues have recently investigated the rules for an­
choring, or providing absolute lightness values. Their in­
vestigation of a staircase Gelb effect illustrates the key
issue (Cataliotti & Gilchrist, 1995). In their study, the ap­
pearance ofa given patch turns darker and darker as more
and more higher reflectance patches are introduced into
the scene. These drastic changes in appearance depend
on physical changes occurring at distant regions in the
scene-that is, they are nonlocal. From this and other
studies, Gilchrist and colleagues have suggested that a
process by which absolute lightness values are assigned
is central to the determination of lightness.

Although we have not explicitly incorporated anchor­
ing processes into the current version ofSIM, our scheme
handles the Cataliotti and Gilchrist (1995) finding ap­
propriately. Figure l4A shows that when a single gray
patch is seen on the display, it appears quite light. This
occurs because it is the highest luminance in the scene
and is not pushed down from its tendency to approach a
white lightness value. As other higher luminance patches
are introduced into the scene, the original patch appears
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Figure 14. Simulation ofthe staircase Gelb effect. In the scene
in panel A, the gray patch yielded a lightness of 10.0. In the bot­
tom display (B), its lightness was reduced to 7.0.

much darker (Figure 14B). This occurs as each new patch
ofa higher luminance will contribute to the darkening of
the leftmost patch, through the integration of the contrast
measures introduced. This is another example of SIM's
ability to deal with nonlocal effects.

DISCUSSION

wise, small deviations in lightness constancy in shadowed
scenes where ratios are good lightness predictors can be
viewed as the effect of incomplete exclusion of the illu­
mination or shadow boundary from the edge integration
process (Gilchrist, 1994).

Another way in which the haploscopic paradigm can
be understood to isolate ratio processing is that it may
provide a situation in which contrast integration is inef­
fective. The present proposal is that in the haploscopic dis­
play, binocular summation results in an equivalent back­
ground for both test and standard patches at the binocular
level ofprocessing, where integration would be assumed
to occur selectively on the basis ofdepthful segmentations.
Therefore, the baseline background level for both patches
in the haploscopic display is identical, and the full con­
trast effect is preserved by contrast integration.

Figure 15 shows model simulations for binocular ver­
sions of both a standard simultaneous contrast display
and a haploscopic stimulus. The contrast signals shown
in Band F correspond to Stage 1 center-surround re­
sponses for the left- and right-eye images. Note that after
binocular combination, the standard display includes a
contour between the black and the white surrounds (C),
whereas no analogous contour is present in the haplo­
scopic version of the display (G). Accordingly, the dif­
ference between the lightnesses of the two gray patches
is greater in the haploscopic display precisely because of
the absence ofa boundary between the two backgrounds­
and the consequent lack of integration of contrast mea­
sures. In other words, the "pure" simultaneous contrast
effect is revealed by the haploscopic configuration.

The above account of the haploscopic stimulus sug­
gests the following prediction of the model. If the con­
tour between the black and the white surrounds in a stan­
dard simultaneous contrast stimulus is stabilized, a
stronger lightness difference should be revealed (when
compared with a nonstabilized version). Qualitative ev­
idence supporting this prediction of the model was ob­
tained by Yarbus (1963), who revealed a much stronger
effect in the stabilized condition. Evidence in this direc­
tion was also obtained by Piantanida and Gilchrist (see
Gilchrist, 1994). Quantitative measurements of the dif­
ference between the stabilized and the nonstabilized ver­
sions would provide an indication of the extent to which
integration processes "oppose" simultaneous lightness
contrast.

T-Junctions and Grouping
Since we began the workpresented here (Pessoa & Ross,

1995, 1996), several other interesting proposals for the
importance ofjunction information in the determination
of lightness have appeared. Todorovic (1997) has pro­
posed that junction information, such as that from T-and
X-junctions, determines lightness in a way that may be
described through rules. For instance, his T-junction rule

LIGHTNESS

(8)

(A)

STIMULUS

Contrast Effect and Haploscopic Display
Several researchers have proposed that when observers

are asked to match lightness, two mechanisms oppose
each other. Gilchrist (1988, 1994) has proposed that there
is a compromise between ratio matching and luminance
matching, as revealed through the analysis of the data of
several investigations. In fact, Gilchrist (1988) proposes
that the two mechanisms are in competition. Whittle and
Challands (1969) and Whittle (1994) also proposed a sim­
ilar scheme. A striking result in the Whittle and Challands
study was that increments and decrements never appeared
to be ofthe same lightness (i.e., could never be matched),
regardless of magnitude. The haploscopic method em­
ployed by Whittle and Challands has been considered a
paradigm that minimizes the competition between the
two mechanisms (Gilchrist, 1994), thus providing an ef­
ficient paradigm for probing ratio processing in light­
ness perception. Gilchrist (1994) suggests that the way in
which luminance matching interferes with ratio match­
ing is through Land-type ratio integration (Land & Me­
Cann, 1971), where the ratios across several borders are
integrated, as in the present model. According to this view,
a more pure contrast effect occurs in the haploscopic dis­
plays simply because of the poverty ofboundaries. Like-
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Figure 15. Simulation of binocular stimuli. (A) Left-eye and right-eye stimuli for the simultaneous contrast stimu­
lus. (B) Retinal contrast for the simultaneous contrast stimulus. (C) Summed contrast measures. (D) Filled-in light­
ness for simultaneous contrast. The leftmost patch exhibited a lightness value of 5.3, and the rightmost patch a value
of 5.0. (E) Left-eye and right-eye stimuli for the haploscopic display stimulus. (F) Retinal contrast for the haploscopic
display stimulus. (G) Summed contrast measures. (II) Filled-in lightness for haploscopic display. The simultaneous
contrast effect increased with the leftmost patch at 6.5 and with the rightmost patch at 4.7.

specifies that the lightness of patches that share edges
with several other regions and whose corners involve T­
junctions is predominantly dependent on the luminance
of collinear regions-with the collinear regions consist­
ing of the two regions that abut the stem ofthe T. In other
words, the occluding region contributing to the T-junction
does not significantly contribute to the process deter-

mining the lightness of the regions abutting the stem of
the junction.

Anderson's (1997) proposal also relies heavily on T­
junctions. His idea is that scission is a central compo­
nent of the determination of surface appearance and that
junction information is used to determine when scission
occurs. T-junctions determine decomposition into layers
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so that the presence of a T-junction indicates the pres­
ence ofoverlying semitransparent layers. For White's ef­
fect, the patches on black are seen as lighter because
some of their lightness is attributed to the black stripes,
because of the postulated (unconscious) perception and
subtraction of a stripe contribution to patch brightness.
At the same time, patches on the white stripes are seen
as darker because some of their brightness is attributed
to the white stripes.

Our model shares with these two proposals the idea
that junction information is important for lightness per­
ception in some cases. Our emphasis, however, is on the
role scenic segmentations have in generating selective
contributions to lightness perception in general. White's
effect is the result ofT-junction information determining
that the horizontal contexts should have a disproportionate
effect on the lightness assignment of the gray patches,
given potential occlusion relationships in the stimulus.

Our proposal suggests that other cues to the same scenic
groupings, such as depth or motion, will generate the same
lightness relationships. At the same time, cues that are
able to induce new scenic groupings will alter the effect,
by influencing which scenic contrasts are selectively in­
tegrated. Some specific predictions along these lines were
informally tested in Figure 2 and are currently under fur­
ther investigation.

Integration Mechanisms
As was initially discussed by Horn (1974), integration

may be implemented in a number of ways. The question
of how the visual system realizes such computations is
still open. Although it is premature to discuss a clear map­
ping between cortical physiology and integration com­
putations, we think that the experiments on the temporal
dynamics ofbrightness by Paradiso and colleagues (e.g.,
Paradiso & Nakayama, 1991) provide a promising di­
rection that could lead to bridging the gap between phys­
iology and computational theory. In particular, we identify
theirtemporalfilling-in results with the lateral interactions
achieved by contrast integration mechanisms (Stage 3 of
the model).

Filling-in theories, as well as the present proposal,
model lightness by explicit computations corresponding
to the percept at each point in the stimulus array (see,
e.g., Grossberg & Todorovic, 1988). The output of the
model is a spatial activity profile that, ideally, resembles
a human's brightness or lightness distribution in response
to the corresponding stimulus. Several researchers have
criticized the filling-in framework for assuming a "look
alike" linking hypothesis (Teller, 1980) that is not logi­
cally necessary (Dennett, 1991; Kingdom & Moulden,
1989; O'Regan, 1992; Ratliff& Sirovich, 1978). Pessoa,
Thompson, and Noe (1998) argue, however, that filling­
in need not imply Cartesian materialism, or a homunculus,
and thus should not be viewed as an isomorphism pro­
ducing internal "images." Moreover, these authors stress
that the debate needs to concentrate on the experimental
evidence, or lack thereof, for spatially organized forms

of representation. For related psychophysical evidence,
see De Valois, Webster, and De Valois (1986), Hahn and
Paradiso (1995), Paradiso and Nakayama (1991), and
Rossi and Paradiso (1996).

Previous filling-in models have been criticized for
being based on the "misguided assumption that after the
brain has arrived at a discrimination or judgment, it re­
presents the material on which its judgment is based, for
the enjoyment of an audience in the Cartesian Theater
[a homunculus], filling in the colors" (Dennett, 1991,
p. 344). The type of mechanisms being advocated here
are such that contrast measures are not direct correlates
ofperceived lightness (as in the Grossberg & Todorovic,
1988, proposal), but are such that boundaries, and their
associated contrast measures, provide relational con­
straints that are satisfied globally. Hence, integration is
the mechanism by which color judgments are made, and
not a gratuitous re-presentation ofa previously made judg­
ment. Integration, with the associated perceptual filling­
in, is essential for the communication ofcontrast signals
both within a a bounded region and across regions. It is this
communication of information that allows local contrast
relations to drive the system into a global lightness solu­
tion. These points are further elaborated elsewhere (Pessoa
& Neumann, 1998; Pessoa et al., 1998; Ross, 1998).

In systems involving feedback or iterative processes,
the speed of convergence is an important issue. This is
especially relevant for vision problems, since neurons
are slow processing elements, relative to electronic ele­
ments, and yet human vision occurs rapidly. Our model
offers a significant synthesis of multi scale and lateral
contrast integration approaches within a single algorithm
that may allow rapid convergence to equilibrium, using
a plausible range ofretinal receptive field sizes, and still
explain temporal data suggesting lateral spreading of in­
formation or filling-in. However, the plausibility of our
integration scheme remains to be verified by more data
on the neurophysiology of cortical multiscale, lateral,
and feedback interactions.

White's Effect: Assimilation or Contrast?
From the standpoint ofclassical lateral inhibition pro­

posals, White's effect presents a striking violation of si­
multaneous contrast as the contour length of the gray
patches is larger for the stripes they do not lie on. One
way to account for the effect is in terms of the directional
properties of the grating (Figure 16). For a given gray
patch on a black or a white stripe in the stimulus, there
are two main regions of interest that determine its ap­
pearance. One is characterized by the longer contour par­
allel to the grating. The other by the shorter contour
orthogonal to it. If for some reason, the parallel and orthog­
onal regions have differential effects on the appearance
of the gray patch, White's illusion can occur. For exam­
ple, White (1979) himselfproposed that a grating might
have the effect of enhancing assimilation (or reducing
contrast) across borders parallel to it and reducing as­
similation (or enhancing contrast) across borders orthog-
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Figure 16. Stimulus for White's effect. The lightness of a given

gray patch is determined by two main regions--namely, a region
oriented parallel to the grating (whose common contour with the
patch is indicated by 1 and a region orthogonal to the grating
(contour indicated by 2). If the lateral inhibition contributions of
1 and 2 can be somehow enhanced and reduced, respectively,
White's effect can occur.

onal to it. He later (White, 1981) proposed a scheme of
pattern-specific inhibition based on elongated cortical re­
ceptive fields as a potential substrate of these ideas.

Moulden and Kingdom (1989; Kingdom & Moulden,
1991) have proposed a similar scheme but have empha­
sized that simultaneous contrast mechanisms are the
main factor producing the effect, not assimilation. They
propose a dual-mechanism model comprising a spatially
local and a spatially extensive contrast effect. The spa­
tially local effect operates all along the borders ofthe test
patch but produces a particularly strong signal in the
corner intersections of the test patch with the parallel, or
coaxial bar. The more spatially extensive mechanism op­
erates to allow the entire length of the coaxial bar to exert
an influence on the lightness ofthe test patch. Both mech­
anisms operate to give the coaxial bars a disproportion­
ate weighting in their contrasting effect on the gray test
patches. In this way, White's illusion ensues. The first
mechanism is thought to be subserved by center-surround
receptive fields, such as those of retinal ganglion cells.
The second mechanism suggests the involvement of re­
ceptive fields with small center regions and elongated
surrounds.

Support for the role of depth in White's effect comes
from the variation of White's illusion presented by Spe­
har et al. (1995; see Figure 2). These authors note that a
display producing White's illusion can be changed to ex­
hibit simultaneous contrast through a binocular manipu­
lation in which gray patches are seen either at the same
depth plane as a white background or at the same depth
plane as a black background.

A recent study has quantified the effect of depth on
White's illusion (Taya, Ehrenstein, & Cavonius, 1995).
The main result of this study was that a depth organiza­
tion (through binocular disparity) of a standard display
of White's illusion that is consistent with our segmenta­
tion interpretation not only preserves the effect but can
intensify it. According to Taya et aI., the use of stereo-
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scopic depth manipulates how display regions are grouped
so that "the lightness of this rectangle [gray patch] is de­
termined mainly by the luminance ratio between the black
background and the rectangle, because they appear to lie
in the same plane" (p. 692). In order to account for the
Taya et al. data, we need to assume that the strength of
the context boundaries produced by the stereoscopic ma­
nipulation is enhanced relative to the ones of the flat dis­
play. This way, the contributions of the coaxial bars will
have an even greater weight on the determination of the
lightness of the patches, when compared with the flat
display situation.

Lightness Anchoring Effects
Studies such as that of the staircase Gelb effect have

prompted Gilchrist and colleagues (Gilchrist et aI., 2000)
to advance the idea that the chief process determining
lightness perception is anchoring. More specifically the
perceived lightness of a given surface is givenby a weighted
average of the lightness of the surface when anchored
relative to its local framework and the lightness ofthe sur­
face when anchored relative to the global framework,
where a framework is a group of surfaces that belong to­
gether. Thus, grouping plays a central role in Gilchrist's
new theory, and it is proposed that factors such as copla­
narity, classical Gestalt concepts such as proximity, good
continuation, common fate, and similarity, as well as T­
junction information, are among the determinants ofscenic
groupings. Within such a paradigm, they have proposed
explanations ofseveral effects, including several dealt with
in the present paper, as for instance, the folded-card Adel­
son stimulus.

The model proposed in the present paper shares with
the Gilchrist proposal a number of features-most im­
portant, the use ofscenic segmentations that differently
affect the lightness ofa given region. Our scheme, how­
ever, differs in several important respects from Gilchrist's
theory. SIM is based on the idea that filling-in instantiates
a selective lightness integration process. In this .context,
selective lightness integration is the chief concept of the
model. Although the model can account for some of the
data that inspired Gilchrist and colleagues to defend an­
choring, it does so not by explicit anchoring computa­
tions, but by how it selectively integrates lightness signals.
Future experiments should be able to clarify whether the
central process of lightness perception is anchoring (as
espoused by Gilchrist and colleagues), lightness integra­
tion (as defended by the present authors), or a concept
not yet developed theoretically.

Transparency and Illumination Perception
Gilchrist et al. (1983) proposed that edges are classi­

fied as illumination or reflectance edges and that 3-D
surface layout must be determined before ratios are used
to finally specify lightness. We propose that the separa­
tion ofthe scene into contexts by such cues as T-junctions
affords selective integration, thereby partially discount­
ing the effects of illumination differences. The effects of
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shadows or transparent films are treated together as mul­
tiplicative influences on lightness that can be partially ne­
gated through the suppression of the contrast signals at
the borders between illumination contexts.'

The present approach does not totally discount the ef­
fects of illumination. As has been advanced by Barrow
and Tanenbaum (1978, 1986) and recently advocated by
Arend (1994), a full model of illumination and transpar­
ent surface perception would need to allow multiple over­
lapping representations-including illumination, reflec­
tance, and transparency layers. At the moment, it is not
clear how the visual system accomplishes this multilayer
lightness representation. The current one-layer version of
our model proved satisfactory for modeling the percepts
we address herein. Webelieve it provides a working frame­
work for the development ofmore sophisticated schemes
that allow the characterization of illumination percep­
tion, as well as shading and transparency.

The interplay of illumination and lightness perception
has gained recent attention owing to Adelson's (1993)
demonstrations (see Figures 10 and II). Adelson's orig­
inal explanation ofhis folded-card display was related to
the perception of different levels of illumination falling
on the different planes. Thus, the top patch is seen as a dark
gray patch that is brightly lit, whereas the bottom patch
is seen as a light gray patch that is dimly lit. In contrast,
in the rotated folded card, the two patches are perceived
as lying in the same plane with the same illumination.

The present account of Adelson's stimulus does not
invoke the perception of illumination and 3-D structure
directly. Instead, we suggest that the contextual, or seg­
mentation, factors related to the geometrical arrange­
ment (T-junctions) of the display are responsible for the
effect. This view is in line with the proposal by Todorovic
(1997), who was also able to devise two related displays
that illustrate counterexamples to the type ofexplanation
advanced by Adelson. We do not wish to imply, however,
that illumination and 3-D arrangement factors play no
role in lightness perception in general. Quite the con­
trary, these have been demonstrated in a number of stud­
ies involving 3-D manipulations (e.g., Gilchrist, 1977,
1980; Hochberg & Beck, 1954) as well as stereoscopic
(Schirillo, Reeves, & Arend, 1990) and simulated 3-D
shape effects (Pessoa et aI., 1998).

Segmentation and Lightness
The chiefproposal ofthe present work is that lightness

perception is a highly context-sensitive process whose
working is intimately related to image segmentation. We
are, of course, not the first to advance such notions, and
our approach shares several important aspects with both
classic Gestalt accounts of lightness (Koffka, 1935) and
more recent proposals (Gilchrist, 1977, 1980; Gilchrist
et aI., 2000). To illustrate our model, we have implemented
a simple context-boundary module. Image segmentation
is produced by a 'l-junction-guided process that generates
image contexts that determine how lightness is selec­
tively integrated. As has been stated, such computations

were not suggested as a solution to the image segmenta­
tion problem. Image segmentation, in general, certainly
depends on a host of cues, including motion, depth, and
texture-monocular as well as binocular. The 'l-junction­
guided scheme was chosen as an example of a mecha­
nism that is rich enough to illustrate the ties between seg­
mentation and lightness.

The model claims that image segmentation modulates
lightness integration. But the precise source of the seg­
mentation is not critical for the working of the model.
For instance, disparity-based algorithms could have been
incorporated into the context-boundary module to en­
able it to handle the binocular displays of Figures 2 and
3. We opted not to incorporate other segmentation com­
putations, in order to concentrate on what we believe is
the model's central contributions-namely, exploring a
mechanism oflightness integration that is selectively con­
trolled and showing how segmentation and lightness are
tied together.

The assumption that image segmentation is provided
externally for a number of our simulations expands the
explanatory power ofthe model without having to solve,
or explicitly address, the outstanding issue ofhow to seg­
ment images. As more comprehensive context-boundary
modules are developed-for instance, incorporating dis­
parity cues-they can be, one hopes, incorporated into the
model. They simply replace assumed boundary signals
with internally computed ones. In such a scenario, the
context-boundary module is changed, but the bulk of the
model remains. What is more, the parts that remain con­
stitute the central elements of the model.

Shortcomings of the Model
Admittedly, the present model exhibits a number of

shortcomings. For one, it proposes that lightness depends
on image segmentation but only employs a primitive T­
junction-based segmentation scheme. As has been stated,
this step was motivated in order to concentrate the mod­
eling effort on the interaction between lightness and
scenic contexts. We wanted to keep the model simple.
Nevertheless, the model assumes that, in general, context
boundaries can be identified (by some as yet unspecified
computations). This is certainly a strong assumption and
constitutes an important element in evaluating the model.

The formalization included in this paper cannot han­
dle dynamic aspects of brightness/lightness perception.
However, in the past, filling-in was shown to be able to
account for some of these data (Arrington, 1994), and
we are confident that the present model will also be able
to handle temporal data.

More challenging are a number of important lightness
phenomena that the model has not yet been applied to.
Double increment stimuli, as well as double decrement
stimuli (Spehar et aI., 1995) and Whishart, Frisby, and
Buckley's (1995) variation on the strength of Adelson's
folded-card effect as a function ofthe perceived angle of
the folds, all remain to be simulated. Also, for the Agos­
tini and Proffitt (1993) motion displays (see Figure 12),



the model correctly assigns the direction of the light­
nesses of the moving gray patches but errs in generating
two background lightness values, an effect not reported
in Agostini and Proffitt's studies.' It must be pointed out
also that the magnitude of the effects generated by SIM
do not always match those obtained experimentally. For
instance, the magnitude of the haploscopic contrast ef­
fect produced by SIM is much smaller than that obtained
by Whittle and Challands (1969). Also, the simulation
of Gilchrist's coplanarity study (Figure 13) produced a
much smaller effect. We contend, however, that at this
stage of the development of lightness models and theo­
ries, the type of qualitative matches generated by SIM
constitutes an important step.

CONCLUSIONS

This paper presents the selective integration neural
network model (SIM) of lightness perception as an at­
tempt to account for a range of lightness stimuli that
have proved difficult to explain by previous accounts,
such as the Benary cross, White's illusion, and Adelson's
folded-card and transparency stimuli, as well as motion,
depth, haploscopic, and Gelb induced contrast effects,
among others. SIM offers a new treatment of how local
measures of luminance contrast can be selectively inte­
grated by a filling-in process to generate lightness per­
cepts. Within SIM, integration between contexts is se­
lectively reduced. All image boundaries do not signal the
same types of scenic events. Although some outline re­
gions ofuniform coloration on surfaces, others define the
edges or borders between objects, surfaces, or illumina­
tion contexts. Selectively reducing integration across
these borders helps prevent the mixing of information
across contexts. Selective integration can thus act to re­
duce the impact of illumination context differences, such
as those introduced by shadows, spotlights, shading, and
transparency, as well as depth changes, on perceived light­
ness. Furthermore, selective integration emphasizes the
stable luminance relationships within objects over those
variable relationships between an object and changing
backgrounds.
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NOTES

I. Schirillo and Shevell (1993) discuss another environmental chal­
lenge to constancy-namely, change in object shape. This was called
Type III constancy by Pessoa, Mingolla, and Arend (1996), who evaluated
its extent with side-illuminated computer-generated three-dimensional



(3-D) ellipsoid shapes. We suggest the term shape-independent constancy
for this type of constancy.

2. In practice, model simulations were greatly accelerated by down­
sampling the lower resolution information in X 2 and the field I before
computing SI. In all the simulations shown in this paper, we used 25 it­
erations of the large scale downsampled to YJ image size. For this num­
ber of iterations, lightness values closely approached equilibrium but
some degree oflocal contrast effects were preserved. It would be inter­
esting to further analyze whether pre-equilibrium integration results
could be used as a viable means of modeling simple structural effects
on perceived contrast, such as those of shallow background gradients.
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3. It should be pointed out that transparency, as studied by Metelli
(1974) and others, exhibits both a multiplicative and an additive, or veil,
component, calling for, in general, more sophisticated processes to ac­
count for it.

4. We claim that this is due to the difference in the types of displays
used. In the case of Agostini and Proffitt's (1993) displays, the back­
ground effect would presumably be there, but in a much reduced form,
given the large collection of dots.
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