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The time-course of the generation effect

RODERICK W. SMITH and ALICEF. HEALY
University ojColorado, Boulder, Colorado

The generation effect, in which items generated by following some rule are remembered better
than stimuli that are simply read, has been studied intensely over the past two decades. To date, how­
ever, researchers have largely ignored the temporal aspects of this effect. In the present research, we
used a variable onset time for the presentation of the to-be-remembered material, thus providing the
ability to determine at what point during processing the generation effect originates. The results in­
dicate that some benefit from generation attempts occurs even when subjects have only a few hun­
dred milliseconds in which to process the stimulus, but that more of the benefit occurs later. This
finding suggests that the generation effect results from continuous or multiple discrete stages of in­
formation accrual or strengthening of memory traces over time, rather than from a single discrete
increment upon final generation.

The generation effect, first described by Slamecka and
Graf (1978), is a robust phenomenon in which recall or
recognition ofa stimulus list is enhanced ifa person must
generate the list by using some rule (e.g., rhyming,
synonym-antonym relations, multiplication) as opposed
to simply reading the list. Theories describing this phe­
nomenon include effort (see, e.g., Griffith, 1976; Me­
Farland, Frey,& Rhodes, 1980) or arousal (Jacoby, 1978);
semantic activation (e.g., Graf, 1980; McElroy & Sla­
mecka, 1982); relational processes (e.g., Donaldson &
Bass, 1980; Rabinowitz & Craik, 1986); multiple-factor
explanations (e.g., Hirshman & Bjork, 1988; McDaniel,
Riegler, & Waddill, 1990; McDaniel, Waddill, & Ein­
stein, 1988); and a procedural account (e.g., Crutcher &
Healy, 1989; McNamara & Healy, 1995).

To date, however, researchers have largely ignored the
time-course of the generation effect. It is not clear whether
the benefit from generation is derived from a continual
strengthening ofmemory traces during the generation pro­
cess as a whole, from a small number ofdiscrete changes
during the course ofgeneration, or from a single discrete
change in memory representation at the time when gen­
eration is completed. Slamecka and Fevreiski (1983) did
study the related question of whether recall or recogni­
tion would be improved in the event of generation fail­
ures. They manipulated the difficulty ofan antonym gen­
eration and found that subsequent recall levels for stimuli
that had been attempted but not fully generated were
roughly as high as the levels for completely successful gen-
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erations, but that recall was much lower for stimuli that
had only been read. Recognition tests showed intermedi­
ate levels of the generation effect for unsolved antonyms
in this research. Slarnecka and Fevreiski interpreted these
findings as evidence that generation in this task involved
at least two processes: generation ofa semantic code and
subsequent association of this code with a surface repre­
sentation (an English word, in this case). According to this
interpretation, the generation failures were largely fail­
ures in the second stage; the first stage was successful,
and the generation effect derived largely from this first
stage.

Although Slamecka and Fevreiski's (1983) research sug­
gests that completion ofgeneration may not be necessary
for the generation effect to occur, it leaves open the ques­
tion of whether the memorial advantage for generated
items results from a single discrete change, a small num­
ber of discrete changes, or a continuous change. All of
these patterns have been observed in other phenomena.
The speed-accuracy decomposition (SAD) technique
(Meyer, Irwin, Osman, & Kounios, 1988; see also Smith,
Kounios, & Osterhout, 1997), for example, measures
partial information, or the ability of subjects to provide
an accurate response before processing has been com­
pleted. This measure is related to discreteness or conti­
nuity, in that certain types ofcontinuous processes would
be expected to produce rising levels of partial informa­
tion over time, whereas certain types ofdiscrete processes
would not. Specifically, processes that continuously trans­
mit information to subsequent processes, to use Miller's
(1988) terminology, would likely produce partial infor­
mation, whereas those that transmit information dis­
cretely would not. (This reasoning is described in greater
detail in Smith & Kounios, 1996.)

SAD research has provided evidence for processes
producing a slow growth or intermediate levels ofpartial
information in subjects performing word recognition
(Meyer et al., 1988), study-test recognition memory (Rat­
cliff, 1988), semantic memory access (Kounios, Osman,
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& Meyer, 1987),and complex semanticrelations (Kounios,
Montgomery, & Smith, 1994). In contrast, Smith and
Kounios (1996) applied the same SAD technique to ana­
gram problem solving and found little or no partial in­
formation, suggesting that a single discrete shift rather
than a continuous change was responsible for anagram
solution.

The use of metacognitive measures such asfeeling of
knowing andfeeling ofwarmth (both here abbreviated as
FOK) has produced results similar to those obtained with
SAD. In FOK research, subjects provide, at regular in­
tervals, estimates of the likelihood that they will produce
an answer during a difficult "tip-of-the-tongue" recall or
problem-solving task. Metcalfe (1986a, 1986b) found
that subjects' FOK ratings increased gradually over time
and predicted success in later recall of trivia questions,
but did not predict correct solution of insight problems
or anagrams. Rather, FOK ratings for such problems did
not increase gradually over time in Metcalfe's (1986b)
research when the solution was correct, but incorrect so­
lutions were predicted by a preceding rise in FOK rat­
ings. Algebra problem solving, as studied by Metcalfe
and Wiebe (1987), followed a pattern similar to that for
trivia questions. As with the SAD results, these studies
suggest that some cognitive processes operate in a slow
and continuous way, whereas others produce rapid or
possibly truly discrete changes.

The findings from SAD and FOK studies lead to the
question of how the generation effect emerges over time.
In the studies cited above, measures of processing during
retrieval or problem solving were used, whereas the gen­
eration effect presumably arises from processing during
learning. The question is therefore whether the genera­
tion effect emerges in a relatively discrete fashion, as do
the solutions to anagram and insight problems or in a rel­
atively continuous fashion, as in retrieval in memory­
related tasks. Note that discrete and continuous represent
two ends ofa continuum, as discussed by Miller (1988),
and it is possible for a process to exist in an intermediate
state, if some moderate number of steps are used to pro­
cess or transmit information. In a mathematical sense,
such a process would be considered discrete, but it is use­
ful in psychology to distinguish such a process from those
which use only one or some smaller number of interme­
diate states or stages.

Fundamentally, the generation effect represents an in­
creased level of storage (or conceivably of retrievability
as a result of storage processes) in certain conditions as
opposed to others. Studying the generation effect thus
serves as a window into storage processes in the memory
system in general. Ifit is found that the generation effect
arises in a relatively continuous fashion, this would rep­
resent a sort of symmetry with the previous results found
with time-of-test measures; information in memory would
then not only be accessed in small chunks to build a re­
sponse, but might be stored in a similar piecemeal fash­
ion. A finding of discrete effects, however, would indicate
a theoretically interesting difference between storage and
retrieval, because it would indicate the possibility of a dis-

sociation: Information would be stored in one form but
retrieved in another, as when a librarian shelves whole
books but recovers them page by page. (See Crowder,
1976, pp. 264-273, for further discussion of incremen­
tal vs. all-or-none learning.)

In the present experiments, we investigated the time­
course of the genesis of the generation effect. Because
the effect is defined in terms of recall or recognition
memory after an entire stimulus list has been presented,
and because it is presumably produced at the time of
study even though it is measured at the time of recall,
time-of-test measures such as SAD and metacognitive
judgments cannot be applied to it. We therefore utilized
a new extension of a typical generation effect design. In
a normal generation effect experiment, each to-be-re­
called item is presented to subjects immediately, typi­
cally with an associated cue; or only the cue is presented,
and subjects are required to produce the to-be-recalled
item. In the present experiments, we added intermediate
conditions, in which the associated cue was presented
alone for a briefperiod, but the to-be-recalled item itself
was presented after a delay shorter than subjects took to
generate the items in the pure-generate condition. These
intermediate conditions gave subjects time to work on
the production of the to-be-recalled item, but not so
much time that they would generally be able to complete
the solution before seeing it. Therefore, if the generation
effect is due entirely to a single discrete change in mem­
ory traces upon completed generation, subjects would
gain no benefit from the intermediate conditions; but if
the generation effect is the result of ongoing restructur­
ing or elaboration during processing, the intermediate
conditions would provide some, but not all, of the bene­
fit of the full-generate condition.

Because the existing explanations of the generation
effect are largely mute with regard to its time-course, the
present experiments were not intended to help us distin­
guish between these theories; rather, they provide infor­
mation that may be useful as one attempts to elaborate
the existing theories and to tie the effect to other mem­
ory phenomena, as detailed in the General Discussion.

The task selected for these experiments was multipli­
cation problem solution. This task has been studied in
the past (see, e.g., Crutcher & Healy, 1989; Gardiner &
Rowley, 1984; McNamara & Healy, 1995) and has pro­
duced a robust generation effect.

EXPERIMENT 1

This experiment was designed as a straightforward ex­
amination of the time-course of the generation effect,
with experimental conditions optimized to provide the
greatest chance of detecting any effect in the intermedi­
ate conditions.

Method
Subjects and Design. Forty-eight students, who were recruited

from introductory psychology classes at the University of Col­
orado, received course credit for participation. Solution lag time
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If subjects wanted clarification, it was provided verbally. The
subjects were given as much time as they required for recall, and
they were not timed on this task.

Table 1
RecaU Levels (Proportion RecaUed) for All Stimuli and Only Those
With Responses 500 Msec or More After the Solution Presentation

(Slow Responses) for the Intennediate Lags, Experiment 1

.034

.032
.401
.400

All Stimuli Slow Responses

M SEM M SEM

Read
250 msec
500 msec
Generate

Solution Onset

.310 .032

.399 .034

.402 .032

.619 .033
----------- ------------

Thisis thefinalpartof theexperiment. In thespacebelow, please write
down as manyof the multiplication problem answers as youcan re­
memberfromthefirst phase of theexperiment. Pleasetry notto write
downnumbers whichdidnotoccurin theexperiment; onlywritedown
answers whichyousawor generated yourself.

Results
Overall levels ofrecall are presented in Table 1, which

shows a typical generation effect for this type of task: The
read condition has a substantially lower level of recall than
does the full-generate condition. The two intermediate
conditions, with presentation lags of 250 and 500 msec,
show intermediate levels of recall in this task.

This description is borne out by statistical analyses. A
preliminary analysis of variance (ANOYA) including the
factor of counterbalanced condition yielded no statistically
significant main effect or interaction involving this fac­
tor, so subsequent analyses were conducted without it. An
overall ANOYAofpresentation lag yielded a statistically
significant effect of lag [F(3,141) = 24.52, P < .001].
Further comparisons were performed with a Newman­
Keuls test. This test revealed that the read condition dif­
fered significantly from the 250-msec condition and that
the 500-msec condition differed from the generate con­
dition (both ps < .05) but that the 250- and SOO-msec
conditions did not differ from each other (p > .10).

Response times (RTs) in the study phase are ofinterest
primarily as evidence that the answer presentation lags
used (250 and 500 msec) were not so late that subjects
would already have generated a response by the time the

quent keypresses (the second digit and the <Enter> key), as well as
the accuracy of each response. The computer provided response
accuracy feedback (correct vs. incorrect) to the subjects.

The subjects initially solved the three practice problems (one
each of read, intermediate [500-msec lag], and generate condi­
tions) to familiarize themselves with the procedure and then went
on to the 28 experimental trials. The subjects were not informed
that they would be tested for their memory ofthe experimental trial
solutions. On completion of this learning phase, the computer au­
tomatically proceeded to present a filler task, which required the
subjects to produce free-associate responses to 35 common En­
glish words. This task was designed to take approximately 2 min,
as had been confirmed with pilot testing. After finishing the free­
associate task, the subjects were given a sheet of paper along with
written instructions and a pen or pencil, and they were asked to re­
call as many of the multiplication problem answers as they could.
The written instructions were as follows:

(described below) was treated as a within-subjects variable, and
the subjects were placed in equal numbers in each of four counter­
balanced conditions for assignment ofsolution lag time to specific
stimuli.

Materials and Apparatus. The multiplication problems were
drawn from the pool used by Crutcher and Healy (1989). This pool
consists of the problems from the 2-times through the 12-times
multiplication tables. There are 40 unique two-digit solutions in
this pool. The 10-times problems were eliminated as being poten­
tially too easy for the present purposes, and from the thereby re­
duced pool, 28 problems, each with a unique solution, were selected.
In addition, three practice stimuli were generated from outside the
2-times through I2-times multiplication tables, though these an­
swers (26, 51, and 78) were all two-digit numbers. The smaller of
the two multiplicands always appeared first (e.g., "4 x 8" rather
than "8 x 4"). A single random stimulus ordering was constructed
for all subjects.

As in prior generation effect research, some stimuli were as­
signed to the read condition and others to the generate condition.
In addition, we used two intermediate conditions, in which the so­
lutions appeared 250 msec and 500 msec after the appearance of the
multiplication problem. We refer to these four conditions as having
different solution presentation lag times. The intermediate lag times
were selected as less than typical response times for similar mul­
tiplication problems in previous research (e.g., Fendrich, Healy, &
Bourne, 1993). Within each ofthe first three eight-stimulus blocks,
and within the final four-stimulus block, equal numbers of stimuli
were assigned to the four solution lag times (read, 250 msec,
SOO msec, and generate). The assignment oflags to stimuli was ro­
tated to produce four counterbalanced conditions, and, across
these conditions, an equal number of assignments of each stimu­
lus was made to each solution lag time.

The stimuli were presented on Amdek monochrome (amber)
computer monitors driven by IBM PC and PC/XT computers. All
displays were in the standard IBM PC monochrome font (80 X 2S
character display mode). During the learning phase, the subjects
typed in each response on the numeric keypads of the computers,
and during the recall phase, they wrote the multiplication problem
solutions on sheets of paper bearing instructions, using pens or
pencils.

Procedure. Upon entering the laboratory, all subjects were given
brief verbal directions and seated at a computer, which displayed
the following instructions:

In this experiment, you will solvesimplemultiplication problems in
yourhead. You will see the problem appearon the screen. Whenyou
know theanswer, type it on thenumeric keypad (onthe rightmost side
of the keyboard), followed by the <Enter>key. On some trials, the
computer willgiveyouthecorrectanswer, eitherimmediately orafter
a short delay. If this happens, simply type the answerthe computer
gives.

Each trial of the learning phase began with three" +" signs in
the center of the screen as a fixation point. These were replaced
after 1,000 msec by the multiplication problem itself, which re­
mained on screen through the rest of the trial. In the read condition,
the solution appeared at the same time as did the problem (e.g.,
"S x 12 = 60" would appear from the outset). In the intermediate
conditions, the solution appeared 2S0 or 500 msec after the prob­
lem (e.g., "5 x 12 =" would appear, and then "60" would appear
to the right of the "=" in the problem). In the generate condition,
the problem appeared, but not the answer. The subjects were un­
aware of the solution lag status of a trial until the solution did or
did not appear. In all cases, the words "Your response:" were dis­
played two lines below the problem, and the subject's response was
echoed after this prompt, as it was typed. The problem and, when
applicable, the answer, remained on the screen until the subject
typed a response, terminated by the <Enter> key. The computer
recorded the time to the first keypress and the time to the subse-
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answer was presented. If response generation had been
completed on a significant number of250- and 500-msec
lag trials, the recall for these intermediate conditions
would effectively have been contaminated by full-generate
stimuli. Similarly, response accuracies in the study phase
are of interest as evidence that subjects were attending to
the task. Hence, Table 2 presents the mean time to the
first keypress (RT), the minimum RT across all subjects,
the mean ofall subjects' minimum RTs, and the accuracy
ofresponses. As can be seen, the mean RTs are well above
even the longer of the two presentation lags, and even the
fastest responses were longer than the associated lag
times, so the possibility of contamination of these inter­
mediate conditions by completed solutions seems small.
Similarly, accuracies are high, at 94% overall.

Nonetheless, a further analysis was conducted which
eliminates the stimuli in the intermediate lag conditions,
for each subject, to which a physical response in the study
phase occurred within 500 msec ofthe presentation ofthe
solution (i.e., faster than 750 msec and 1,000 msec in the
250-msec and 500-msec lag conditions, respectively)­
thus eliminating the stimuli that would have been the most
likely sources ofcompleted processing contamination in
the intermediate conditions. Previous research (e.g.,
Fendrich et aI., 1993) has shown that typed answers to
simple multiplication problems have mean RTs of under
1.4 sec, with some conditions producing mean responses
of under I sec, suggesting that the motor control pro­
cesses involved likely take no more than roughly half a
second. (Problems in this study were somewhat harder,
and so would have elicited higher RTs because ofhigher
level cognitive factors, but motor control differences pre­
sumably would have been minor.) Simple RTs, ofcourse,
are much lower than this value (Oilman & Billington,
1972), but also involve less complex cognitive and motor
processing. Thus, selecting 500 msec as the cutoff point
should have eliminated most ofthe items that would have
been solved before their answers were presented on the
intermediate lags, though of course it is impossible to
determine with certainty precisely which items might
have been contaminated.

The means for this analysis are presented in the "Slow
Responses" column in Table 1 (the read and generate val­
ues are unaffected by this analysis). This analysis re­
duced the number ofresponses in the 250-msec condition
to six for only I subject; and in the 500-msec condition,
the average number of responses was reduced to 6.69

Table 2
Response Times (in Milliseconds) and Accuracies

(proportion Correct) for Study Phase, Experiment 1

Mean RT Minimum RT

Solution Onset M SEM Min M SEM Accuracy

Read 1,857 90 813 1,252 36 .958
250 msec 1,810 78 499 1,240 40 .946
500 msec 1,927 74 543 1,3l4 53 .955
Generate 2,744 189 808 1,295 65 .914

(range, 4-7). As in the initial analysis, the effects of
counterbalanced condition were not statistically signifi­
cant, so the main analyses do not include this factor. The
overall results did not change with this new analysis. An
ANOYAofthese data revealed a significant overall effect
of lag [F(3,141) = 24.53,p < .001]. A Newman-Keuls
test indicated three clusters: read, 250 and 500 msec, and
generate; the 250- and 500-msec conditions did not dif­
fer from each other (p > .10), but all other comparisons
were significant (p < .05).

Discussion
These results strongly suggest that the generation ef­

fect is caused, at least in part, by a continuous or multi­
stage discrete change during stimulus processing, as op­
posed to a single discrete change upon completion of
processing. Although the magnitude of the effect at the
intermediate lags of 250 and 500 msec is small com­
pared with that in the full-generate condition, these val­
ues are statistically significantly higher than those in the
read condition. Comparison of these recall values with
those from the full-generate comparison is difficult, since
the only measure ofprocessing time available for the full­
generate condition is the time to the first keypress dur­
ing study,and this measure includes variable motor control
and other processing times not included in the presenta­
tion lag times. Using first-keypress RTs as a basis for
comparison is problematic because ofpossible differences
in subject response strategies-as is discussed in the Gen­
eral Discussion. Nonetheless, the fact that first-keypress
RTs are over 800 msec longer in the full-generate condi­
tion than in the 500-msec lag condition indicates that the
smaller magnitude of the generation effect at the shorter
lags is not at all surprising; if an ongoing process pro­
duces the generation effect in a relatively continuous fash­
ion, one would expect an effect with an intermediate mag­
nitude at these times in processing.

The difference in recall from the 250- to the 500-msec
condition is also quite small. This finding may indicate
that the intermediate-lag effect is due to a multistage
change in representation. For instance, if an operand re­
trieval strategy were used (see, e.g., McNamara & Healy,
1995), and if retrieval of the operands occurs in a dis­
crete fashion, intermediate levels of recall might fall at
one or more constant "plateaus." Another explanation is
that the 250-msec time difference between the two inter­
mediate conditions simply is not great enough to reveal
much variation at this point in processing. That is, a con­
tinuous process need not necessarily provide a linear out­
put, and it could result in a relatively steep initial period
of rising recall (0-250 msec) followed by a relatively
shallow rise (250-500 msec). Particularly when com­
bined with normal statistical fluctuations, such an ex­
planation could account for the observed results. In ei­
ther case, the present results do suggest that some ongoing
processing produces the generation effect, be it in mul­
tiple discrete steps or truly continuously.
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Table 4
Response Times (in Milliseconds) and Accuracies

(Proportion Correct) for Study Phase, Experiment 2

Note-Under the "All Stimuli"column for the 500-msecsolutiononset
condition. 10 stimuli were excluded because the first keypress was
produced before 500 msec had elapsed.

Table 3
RecaULevels (Proportion RecaUed)for AUStimuli and Only Those
With Responses 500 Msec or More After the Solution Presentation

(SlowResponses) for the Intermediate Lags, Experiment 2

Discussion
These results confirm the finding that even a few hun­

dred milliseconds' thought can affect recall in a genera­
tion effect paradigm. The initial analysis showed statis­
tically significant effects, including differentiation of the
500-msec condition from both the read and generate con­
ditions. A more conservative test excluding recall ofpos­
sibly generated items retained overall statistical signifi­
cance and the effects involving generated stimuli, but
reduced the read versus 500-msec comparison to mar­
ginal statistical significance. The magnitude of the effect
in this experiment is comparable to that in Experiment 1;
indeed, it is slightly higher, at a .127 difference in recall

.980

.986

.962

.974

.030

.038

Accuracy

.421

.473

All Stimuli Slow Responses

M SEM M SEM

.361 .032

.421 .030

.488 .038

.615 .042

Mean RT Minimum RT

M SEM Min M SEM

2,038 208 697 1,135 59
1,825 142 292 987 70
1,683 100 346 853 81
2,501 186 743 1,113 51

Read
250 msec
500 msec
Generate

Solution Onset

Read
250 msec
500 msec
Generate

Solution Onset

Experiment 2), Experiment 2 produced faster minimum
RTs. These fast RTs argue for an analysis that excludes
stimuli that might have been the result ofcompleted prob­
lem solving.

An additional analysis was performed after items were
removed in which subjects' responses occurred within
500 msec of the appearance of the answer for the 250­
msec and 500-msec lag conditions (faster than 750 msec
and 1,000 msec, respectively). The means for this analy­
sis are presented in the "Slow Responses" column of
Table 3. This procedure reduced the mean number of re­
callable items to 27.8 and 24.4 for the 250- and 500-msec
conditions, respectively. The ANaYA again revealed a
significant overall effect oflag condition [F(3,68) = 9.08,
p < .001]. A Newman-Keuls test showed that the gener­
ate condition differed from the read and intermediate con­
ditions at p = .05, but that these three conditions did not
differ among themselves at this level. The 500-msec con­
dition was marginally significantly different from the
read condition, however (p < .10).

In the preceding experiment, we utilized a within­
subjects design with randomized order ofpresentation of
stimuli in the different lags and a single recall phase at
the end of the experiment. Some have argued, however,
that such a design may result in an inflation of estimates
of the generation effect due to differential attention to the
different stimulus types, displaced rehearsal, or similar
mechanisms (e.g., Begg & Snider, 1987; Hirshman &
Bjork, 1988; Siamecka & Katsaiti, 1987). We therefore
conducted a second experiment with a between-subjects
design, in order to control for such effects.

EXPERIMENT 2

Method
Subjects and Design. Seventy- four subjects were recruited from

the same pool as in Experiment 1 and were given course credit for
participation. One subject's data were discarded for failure to fol­
low instructions, and the data from the final subject tested were
dropped to bring the number in each condition equal at 18. A sin­
gle random ordering of stimuli was used, and lag condition (read
only, intermediate lags of250 and 500 msec, and full generate) was
constant for all stimuli for any given subject. The subjects were as­
signed a lag condition on a fixed rotation based on the order of
their entry to the experiment. A free-associate phase, consisting of
generation of 35 free associates, occurred after the multiplication
problem phase, and a recall phase occurred after the free-associate
phase.

MaterialsandApparatus. The same multiplication problem and
free-associate filler stimuli were used as in Experiment 1. The stim­
uli were presented on the same computers as had been used in Ex­
periment 1. The subjects recalled the multiplication answers on
sheets of paper with brief written instructions.

Procedure. The procedure was identical to Experiment ls, ex­
cept for adjustments to the written and verbal instructions, which
were based on the lag condition.

Results
The results are presented in Table 3. For the 500-msec

lag, 4 subjects produced one or more responses (i.e., first
keypress) in the study phase prior to the presentation of
the answer (a total of 10 such responses of 504 total in
this condition). Thus, the total recallable items for these
subjects were reduced to between 23 and 27 instead of
the usual 28. As in Experiment I, recall increased with
increasing presentation lag time. An ANaYA ofthese re­
sults indicated a statistically significant overall effect of
lag [F(3,68) = 9.24, p < .001]. A Newman-Keuls test
showed that the 500-msec condition differed from the
read condition, and the generate condition differed from
the read and both intermediate conditions (all ps < .05).
Recall in the read condition was not different from that
in the 250-msec condition, nor did the 250- and 500­
msec conditions differ from each other (ps > .10).

Table 4 presents the mean RT and both the minimum
RT across all subjects and the mean of subjects' mini­
mum RTs observed in the study task in this experiment,
as well as the response accuracies in this task. Although
overall RTs are comparable in the two experiments (a
mean of 2,085 msec in Experiment 1 vs. 2,013 msec in
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from the read to the 500-msec condition in Experiment 2
and a .092 difference in Experiment I (.112 and .090, re­
spectively, for the more conservative measures).

GENERAL DISCUSSION

The results of these experiments are noteworthy for
two reasons. First is the finding of intermediate levels of
recall for the intermediate presentation lags. This result
strongly suggests that the generation effect derives from
ongoing processing at the time of study rather than from
major changes at the time ofcompleted generation. This
processing could take the form ofa small number ofdis­
crete accrual "episodes" or ofa more continuous process
over the course of several hundred milliseconds. Thus,
this finding represents a close parallel to findings ofon­
going increases in partial information in memory-related
phenomena with SAD (e.g., Kounios et aI., 1994; Kounios
et aI., 1987; Meyer et aI., 1988) and to findings of accu­
rate metacognitive judgments in answering trivia ques­
tions (Metcalfe, 1986a, 1986b) and algebra problem
solving (Metcalfe & Wiebe, 1987). Thus, whatever ex­
planation of the generation effect is invoked (e.g., an ef­
fort explanation, a procedural account, etc.), the details
of this account must include a relatively continuous,
rather than a single discrete, memory change as the gen­
erated items are produced, or a series ofdiscrete changes
in memory traces, at least when the generation rule in­
volves simple multiplication problems.

As an example, consider the procedural account ofthe
generation effect (e.g., Crutcher & Healy, 1989; Healy
et aI., 1992; McNamara & Healy, 1995). This explana­
tion holds that the generation effect is produced by the
fact that subjects are more likely in a generate condition
than in a read condition to reinstate mental processes at
the time of test that were used at the time of study. In the
case of multiplication problems, these processes would
consist of the direct retrieval or working out of the arith­
metic calculation. If subjects in such an experiment are
led to use an operand retrieval strategy at test, in which
they recall operands and perform the multiplication op­
erations as an aid to recalling the answers to the multi­
plication problems encountered during study, then the
mental processes used at test are more likely to match
those used at study in the generate condition than in the
read condition. The finding of intermediate levels of re­
call elaborates on this framework in that it specifies that
the memory advantage most likely comes from several
distinct processes, a process with multiple psychologi­
cally distinct stages or traces, or a process that produces
a continuous change in memory representation. If the
process of solving the math problems were a single dis­
crete process that produced the generation effect, the
present experiments would not have yielded intermedi­
ate levels ofrecall.

Multiple or continuous processes or stages could de­
rive from any of a number of arithmetic computation
strategies. For instance, even in adults and for simple

problems of the type used here, multiplication skills may
not be entirely automatic but may be composed ofa mix­
ture of direct retrieval and algorithmically based perfor­
mance (see, e.g., Logan, 1988; see also Newell, 1990).
Therefore, on some trials, subjects may utilize an algo­
rithm, such as counting or a mediated retrieval strategy
(e.g.,4 X 9 = 4 X 10 - 4 = 36; see, e.g., Healy et aI.,
1993), to solve the problems, and this procedure would
leave more potential retrieval cues in memory than
would the read condition. In the intermediate conditions,
such strategies would have been initiated but not com­
pleted, leaving more retrieval cues than in the read con­
dition, but fewer than in the generate condition.

Another possibility is that multiplication skill for sim­
ple problems is based largely or wholly on direct re­
trieval, but that this retrieval activates, over time, a num­
ber of additional memory nodes that could be reinstated
at the time ofrecall. For instance, Campbell and Graham
(1985) propose that mental multiplication is carried out,
in part, through associations ofeach operand with the so­
lution. Thus, a problem such as 4 X 7 brings up associ­
ations with 8, 12, 16, and other multiples of 4, as well as
14,21,28, and other multiples of7. According to Camp­
bell and Graham, it is the combination of these associa­
tions, in addition to associations to the problem as a
whole, which results in retrieval of the solution from
memory. In the current context, these individual associ­
ations could also be used as cues in the retrieval of solu­
tions from memory. In the intermediate conditions, the
memory retrieval would presumably produce some use­
ful cues, as in the partial information findings ofKounios
et al. (1994; Kounios et aI.,1987) or Meyer et al. (1988).
The fact that recall levels for the intermediate conditions
in the present experiments were not as high as those for
the regular generate conditions indicates that this mem­
ory retrieval process can be cut short. This is itself a the­
oretically interesting inference. It is in line with research
indicating an ability to inhibit skilled performance (e.g.,
Logan, 1982), but on a faster time scale; but it is opposed
to at least some theories of memory retrieval (e.g., Soar,
as described by Newell, 1990), which postulate a single
discrete process which cannot be halted once begun, at
least for a single simple memory retrieval.

Slamecka and Fevreiski (1983) found recall levels for
nongenerated items as high as for generated items in
their Experiments 1 and 2, whereas in their Experiment 2
they found three distinct levels of recognition for read,
failed generation, and successful generation items. They
interpreted this finding to mean that two stages were at
work in their antonym task, the first one involving se­
mantic features (meanings and associations), and the
second, surface features (letters). The Slamecka and Fev­
reiski research indicates the possibility of failed genera­
tion producing only semantic features in an antonym task,
in which a presumably semantically driven recall task
was unaffected by the failure to engage in surface pro­
cessing. The present research maps imperfectly onto the
Slamecka and Fevreiski work because of assorted task
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differences. It involves a task with different types of se­
mantic features (based on the multiplication table rather
than word meanings), yet it also shows evidence for par­
tial processing. In this respect, the two experiments com­
plement each other well, because they provide converging
evidence on the conclusion that incomplete processing
can produce at least a reduced generation effect.

Given the number of differences between the two ex­
periments' designs, it is difficult to interpret the differ­
ences in result patterns, most importantly Siamecka and
Fevreiski's (1983) finding of full recall even in the in­
complete generate condition compared with our finding
of intermediate levels ofrecal1. This difference could re­
sult from the task variable; it might be that memory
traces are laid down differently in the solving of multi­
plication problems as opposed to the generation of anto­
nyms. If so, our findings may serve as a warning con­
cerning the generalizability of results from generation
effect and other memory research utilizing only one type
of task. Another possibility is that the method used to
produce "partial" generation is critical; we used a task
interruption, whereas Slamecka and Fevreiski used item
difficulty (low stimulus information) to induce failed
generations. It is possible that our task was simply more
sensitive to the ongoing memory process, because it was
intended as a time-course measure more than was the
Siamecka and Fevreiski task. In this view, intermediate
presentation lags might ideally be able to produce recall
equivalent to that in the full-generate condition if they
were placed late enough; but normal RT variability and
uncertainty concerning the time to produce a response
after completed cognitive processing make this test a
practical impossibility.

The second major point of interest in these findings is
the fact that the overall generation effect was large in both
within- and between-subjects designs. In the within­
subjects Experiment 1, recall increased from .310 to .619
from the read to the generate conditions; whereas in the
between-subjects Experiment 2, equivalent means were
.361 and .615. Previous research (e.g., Hirshman & Bjork,
1988;Siamecka & Katsaiti, 1987) has often yielded much
smaller generation effects in between- than in within­
subjects experiments. Soraci et al. (1994) found differ­
ences in the magnitude of the generation effect for lin­
guistic stimuli by varying the relatedness of the cue and
target words. That is, in some conditions, subjects wrote
down or read words related to the cue words, and in oth­
ers, unrelated words were used. In a free recall task, un­
related generations produced a generation effect, whereas
related generations did not. Soraci et a1. interpreted their
research as supporting a "multiple-cue" account of the
generation effect, in which the more the possible re­
trieval cues that exist, the better will be recall; according
to Soraci et a1., unrelated generations involved deeper
processing, leaving more memory traces than did related
generations. This account is compatible with the proce­
dural account (e.g., Crutcher & Healy, 1989; McNamara
& Healy, 1995), and it explains the presence of a gener-

ation effect even in our between-subjects Experiment 2
by the (presumably) rich memory traces laid down while
the math problem was being solved, whereas tasks used
in some other experiments (e.g., Hirshman & Bjork, 1988;
Slamecka & Katsaiti, 1987) might not produce such
complex memory traces and thus would yield little or no
generation effect in a between-subjects design.

One unexpected pattern in the present results which
deserves comment is the dip in mean and minimum RTs
from the read to one or both of the intermediate condi­
tions (Tables 2 and 4; note particularly the minima of
minimum RTs). In Experiment 1, this dip was not very
pronounced for the mean RTs, and in fact differences
among these three conditions' RTs were not statistically
significant [F(2,94) = 2.28,p = .108]. For the minimum
RTs, the pattern appears to have been more pronounced
for the minimum of minimums, but not for the mean of
subject minimums, and the latter yielded only a margin­
ally significant result [F(2,94) = 2.42, P = .094]. For
Experiment 2, the dip appears to have been more pro­
nounced even for the mean RTs, but this difference was
not statistically significant [F(2,51) = 1.29, P = .283].
The means of the minimum RTs, however, did differ
among the first three conditions [F(2,51) = 4.00, P =
.024]. This finding suggests the possibility that subjects
might have been using different processing strategies for
the different conditions, particularly in Experiment 2,
which had a between-subjects design. The most plausi­
ble explanation for a dip in minimum RTs in the inter­
mediate lags would be that on some trials subjects were
able to use the math problem as a frame to fixate the lo­
cation at which the answer would appear, thus largely ig­
noring the problem itself and speeding up the initial
stages ofencoding the visually presented answer. By con­
trast, subjects in the full-read condition might have read
the entire problem. Note that, if this explanation is cor­
rect, this strategy might be expected to have produced
worse memory for the solution in the intermediate con­
ditions than in the read condition, thus making the sta­
tistically significant results that we did find (and which
were presumably produced by trials on which subjects
did not use this hypothesized strategy) all the more im­
pressive.

How generalizable are these conclusions? In the pre­
sent research, we utilized only one generation rule: mul­
tiplication. If the existing research on partial information
in various tasks (e.g., Kounios et a1., 1994; Kounios et a1.,
1987; Meyer et a1., 1988) is used as a guide, we would ex­
pect to see a benefit from partial generation in a variety
of other memory phenomena. Slamecka and Fevreiski's
(1983) study on failed generation attempts for antonyms
is consistent with this suggestion. In their recent SAD
research, Smith and Kounios (1996) found no evidence
of partial information when they used anagram problem
solving, however. This finding raises the interesting pos­
sibility that if such a paradigm were applied to the gen­
eration effect, there might be no benefit from brief and
incomplete solution attempts.
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