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#### Abstract

Attention/ikelihood theory has been used to explain the mirror effect in recognition memory. The theory also predicts that any manipulation that affects the recognition of old items will also affect recognition of the new items-more specifically, that all the underlying distributions will move and that they will move symmetrically on the decision axis. In five experiments, we tested this prediction. The first two experiments used encoding tasks during study to change recognition performance for high- and low-frequency words. The results show symmetrical dispersion of the underlying distributions. The final three experiments used repetition to increase recognition performance. Repetition produced a symmetrical pattern of movement that was different from that produced by encoding task. This pattern is, however, also covered by attention/ikelihood theory. A further extension of the theory was used to predict response times.


If there are two classes of items, with one class being better recognized than a second, then the first class is better recognized as old, when old, and also better recognized as new, when new. This regularity, which was identified by Glanzer and Adams (1985), is called the mirror effect. The mirror regularity can be produced using different item types-for example, low- and high-frequency words, with recognition memory for low-frequency words superior to that for high-frequency words (Gorman, 1961). When recognition for two such classes of items is tested, the results correspond to the positions of the distributions seen in Figure 1 ( H and L refer to high- and lowfrequency items, respectively; O and N refer to old and new, respectively). The distributions in Figure 1 show the mirror pattern: The positions of the two new distributions mirror those of the old distributions.

Attention/likelihood theory has been introduced to explain the mirror effect (Glanzer \& Adams, 1990; Glanzer, Adams, Iverson, \& Kim, 1993; Kim \& Glanzer, 1993). It is a feature sampling theory that incorporates mechanisms of signal detection theory. The theory makes the following assumptions:

1. Stimuli consist of a set of features. The number of these features, $N$, is assumed to be equal for all stimuli. The marking of a feature indicates that this feature has been previously studied.
2. In all stimuli, some proportion of these features, $p$ (new), is already marked. This proportion corresponds

[^0]to a noise level. It is assumed to be constant for all new stimuli.
3. When a stimulus is studied, a random sample of features, $n(i)$, is examined by the participant. Different classes of stimuli elicit different amounts of attention from a participant, represented by different values of $n(i)$, with $i$ referring to a class of stimuli. These classes can be produced by selection (high- vs. low-frequency words) or experimental operations (efficient vs. inefficient encoding operations).
4. During study, all of the $n(i)$ features sampled are marked if they are not already marked. The proportion of features sampled is $\alpha(i)=n(i) / N$. Because some proportion of features, $p$ (new), is already marked before study (see Assumption 2), the state of stimuli in class $i$, after study, is given by the following equation:
\[

$$
\begin{equation*}
p(i, \text { old })=p(\text { new })+\alpha(i) \cdot[1-p(\text { new })] . \tag{1}
\end{equation*}
$$

\]

A larger proportion of marking will occur under conditions in which participants engage in a more extensive examination of features. In such conditions, $\alpha(i)$ increases, and, as a result, discrimination increases.
5. During a recognition test, a participant also samples at random a set of features, $n(i)$, from a stimulus. It follows from the preceding statements that the number of marked features in the sample is binomially distributed with parameters $n(i)$ and $p(i$, old $)$ for old stimuli, and parameters $n(i)$ and $p$ (new) for new stimuli.
6. During the test, the participant checks each sampled feature to see whether it is marked. The participant counts the number of features that are marked. The participant then estimates how likely an old item is to have that amount of marking and how likely a new item is to have that amount of marking. These estimates are used to compute a likelihood ratio for that item, as presented in Equation 3. Decisions are based on the likelihood ratio, $\ln L(m \mid i, j)$, with

$$
\begin{align*}
\ln L(m \mid i, j) & =\ln \left[\frac{\binom{n(i)}{m} p(i, \text { old })^{\mathrm{m}} q(i, \text { old })^{n(i)-m}}{\binom{n(i)}{m} p(\text { new })^{m} q(\text { new })^{n(i)-m}}\right] \\
& =n(i) \ln \left[\frac{q(i, \text { old })}{q(\text { new })}\right]+m \ln \left[\frac{p(i, \text { old }) q(\text { new })}{p(\text { new }) q(i, \text { old })}\right] \tag{2}
\end{align*}
$$

The values of $\ln L(m \mid i, j)$, known as $\lambda$, are binomially distributed:

$$
\begin{equation*}
p[\ln L(m \mid i, j)=\lambda]=\binom{n(i)}{m} p(i, j)^{m} q(i, j)^{n(i)-m} \tag{3}
\end{equation*}
$$

In the equations above, $m$ is the number of the features marked during sampling, and $i$ indicates the classes of items needed to produce the mirror effect (e.g., high- and low-frequency words). Finally, $j$ refers to the status of the stimulus, "old" or "new" as determined by whether the stimulus item appears in the study condition (old) or not (new). Despite the fact that $p$ (new) has the same value in both stimulus sets, when the distributions of the ratios, $\lambda$, described above, are plotted, the likelihood distributions for the new items of both classes separate from each other, giving the order seen in Figure 1. Detailed examples of computations and distributions are presented in Glanzer et al. (1993) and Kim and Glanzer (1993).

In the case of a two-alternative forced-choice test, the participant is viewed as comparing the $\lambda \mathrm{s}$ for the two test items and then choosing the one with the larger value. Up to now, the theory has been used to predict proportions of choice. An extension of the theory permits the prediction of response times (RTs) as well. This will be discussed after the prediction of the proportions of choice.

All types of recognition memory tests produce evidence of the mirror pattern (Glanzer \& Adams, 1985). One such test is the two-alternative forced-choice recognition test, used in all of the experiments reported here. The twoalternative forced-choice recognition test typically pre-


Figure 1. Underlying distributions displaying the mirror effect. $H$ and $L$ refer to the high- and low-frequency word classes, respectively; $O$ and $N$ refer to the conditions, old and new, respectively. The distributions in this figure, and those in Figures 2, 3, and 5 , are depicted as if they have equal variance. They do not. (For figures showing both variances and positions for a typical case according to attention/likelihood theory, see Kim \& Glanzer's, 1993, Figures 6 and 7).
sents pairs of old $(\mathrm{O})$ and new $(\mathrm{N})$ items to the participants. The participants' task is to indicate which of the paired items is the old one-that is, the item seen in the study list. With two classes of items, L (low frequency, the superior class) and H (high frequency, the inferior class), there are ordinarily four tested pairs: $\mathrm{HO}, \mathrm{HN}$; LO,HN; HO,LN; and LO,LN. These four pairs that match old words with new words are called here standard choice pairs. The recognition tests used here include two additional test pairs introduced by Glanzer and Bowles (1976). The new pairs consist of either two old items, one from each class, $\mathrm{LO}, \mathrm{HO}$, or two new items, one from each class, HN,LN. These two pairs are called null choice pairs because there is no obvious reason to choose either item of the pair. The null choice pairs are useful in that they give further information regarding the positions of the underlying distributions along the decision axis-in particular, the relation of LO to HO and the relation of HN to LN .

When the mirror effect holds, as in Figure 1, the following relations hold in the recognition performance for the six forced-choice pairs. For the standard choices,
$P(\mathrm{HO}, \mathrm{HN})<P(\mathrm{LO}, \mathrm{HN}), P(\mathrm{HO}, \mathrm{LN})<P(\mathrm{LO}, \mathrm{LN})$
and for the null choices,

$$
\begin{equation*}
P(\mathrm{HN}, \mathrm{LN}), P(\mathrm{LO}, \mathrm{HO})>.50 \tag{5}
\end{equation*}
$$

where $P$ refers to the proportion of choice of the first argument of the pair over the second. For the standard choice pairs, the overall set of inequalities represents recognition accuracy. For the null pairs, $P(\mathrm{HN}, \mathrm{LN})$ and $P(\mathrm{LO}, \mathrm{HO})$, the inequalities indicate the position of HN with respect to LN and of LO with respect to HO . They are therefore also useful in analyzing the movement of the distributions, when an experimental operation changes the distances between the two old distributions and between the two new distributions.

Attention/likelihood theory not only predicts the presence of the mirror effect but it also predicts the following: Conditions that impair or hinder recognition performance cause a symmetric movement of both the old and the new underlying distributions. A formal proof supporting this assertion may be found in Glanzer, Adams, and Iverson (1991). Previous experiments have shown that decreasing study time (Kim \& Glanzer, 1993) or increasing the time between study and test (Glanzer et al., 1991) caused the distributions to collapse toward the midpoint of the decision axis. All four distributions moved toward a central point on the decision axis, while maintaining the mirror pattern. In those cases, the movement as evidenced by changes in the proportions of choices not only decreased the distance of each underlying distribution from a central point on the decision axis but also decreased the distance of each distribution from its neighbor. This pattern of movement is shown in Figure 2. A different pattern of symmetric movement can also occur with a decrease in accuracy. Such a pattern was found by Kim and Glanzer (1995) in which output interference caused the inner distributions ( HN and HO ) to move farther toward the center


Figure 2. Schematization of the pattern labeled concentering (Glanzer et al., 1993) produced by a decrease in recognition performance. The top panel shows the initial position of the underlying distributions. The bottom panel shows them moving to a central point and closing up on each other as accuracy decreases.
than the outer distributions (LN and LO). Both patterns of symmetric, centripetal movement can be covered by attention/likelihood theory.

According to attention/likelihood theory, the symmetric, centripetal movement of the underlying distributions can occur in a number of ways. One way is by a reduction in sampling and marking of features. This occurs when study time is reduced. Another way is by loss of previously marked features. This occurs with forgetting. The smaller numbers of marked features alter the likelihood ratios so that the distances between the distributions decrease and the proportions of choice are lower. It follows from this that if manipulations that reduce feature marking produce a symmetric movement of the four distributions toward the center point, then manipulations that increase feature marking should produce a symmetric movement of the distributions away from the central point. Increases in feature sampling and marking should result in an increase in recognition performance and changes in the positions of the underlying distributions on both sides of the decision axis. The changes we expected are represented in Figure 3. Figure 3 shows the reverse of the movement in Figure 2. Evidence of the centrifugal movement in Figure 3 would be increases in all the proportions of choice in Inequalities 4 and 5 listed earlier, both for the standard choices in Inequality 4 and for the null choices in Inequality 5.

The experiments reported here attempted to produce a symmetric centrifugal pattern of movement by means of two variables: by varying encoding tasks, and by repetition. Both variables were expected to increase the marking of features and consequently improve recognition performance. The encoding variable (Experiments 1 and 2) produces the pattern of movement schematized in Fig-
ure 3. Repetition (Experiments 3, 4, and 5) produces a different, although symmetric, pattern of movement.

## DISPERSING THE UNDERLYING DISTRIBUTIONS BY VARYING THE ENCODING TASK

## Experiment 1

In Experiment 1, two encoding tasks were used to produce different levels of recognition performance. One group of participants was given a less effective encoding task during the study phase (letter counting), and the second group was given a more effective encoding task (frequency judgment). Both groups were expected to produce the mirror pattern with the underlying distributions in the second group farther from the center of the decision axis and from each other.

## Method

The participants were divided into two groups. One group counted the letters in each of the words of the study list. The other group judged the frequency of the study words. Both groups were tested after completing the study list. Both the study list and the test list were individually randomized for each participant so that each participant was given a unique pair of lists. This holds for all the experiments that follow.
Two independent variables were used: encoding task (between participants) and word frequency (within participants). The encoding tasks were letter counting and frequency judgment. On the basis of past work (Craik \& Tulving, 1975) frequency judgment was expected to be more effective than letter counting. Word frequency, randomly mixed in the study list, was used to produce the two classes of items needed to show the mirror pattern. This also holds for the rest of the experiments in this paper.

Participants. Seventy-two undergraduate students from an introductory psychology class took part in the experiment to fulfill a


Figure 3. Schematization of the dispersion of the underlying distributions expected as a result of increasing recognition performance. The top panel shows the initial position of the underlying distributions. The bottom panel shows their dispersion in an increased learning condition. This pattern is produced by increasing accuracy through encoding task.
course requirement. All of the participants had been speaking English since the age of 9 or earlier. The description of the participants here holds for the participants in all of the experiments that follow.

Procedure. The participants were randomly assigned to the two encoding conditions. In the letter counting condition, the participants were shown a list of 180 study words, and they judged the number of letters in each. If the words contained seven or more letters, they pressed a key marked "YES." If the word contained fewer than seven letters, they pressed a key marked "NO." In the frequency judgment condition, the participants viewed 180 words and decided whether each word was a common word or an uncommon word. If they thought the word common, they pressed the "YES" key; if not, they pressed the "NO" key. The words were presented one at a time, centered, in uppercase letters on a monochrome computer monitor. The presentation time for each word was $2,000 \mathrm{msec}$, with a 250 msec interstimulus interval (ISI). The experiment was run on an IBM-compatible computer using MEL software (Schneider, 1988). The study lists started and ended with five randomly selected filler items, which were used to eliminate recency and primacy effects.

Following the completion of the study list, the participants were given a two-alternative forced-choice recognition test. The recognition test consisted of 180 word pairs with equal numbers ( 30 pairs) of the two null choice pairs ( $\mathrm{HN}, \mathrm{LN}$ and $\mathrm{LO}, \mathrm{HO}$ ) and the four standard choice pairs (HO,HN; LO,HN; HO,LN; and LO,LN). One pair appeared at a time and remained on the screen until the participant responded. The pairs appeared one word above the other, with position counterbalanced so that in one half of the presentations the preferred choice occupied the top position. The participants were instructed to choose the word of the pair that had appeared in the preceding study list. The participants were also told to make a bestguess choice when they could not decide on a word in any pair. They recorded their choices by pressing one of two marked keys: one with a $\uparrow$, and the other, below it, with a $\downarrow$. The procedure for the recognition test holds for the rest of the experiments in this paper. Each test list began with five filler pairs, which were not included in analysis.

The participants were given a 10 -word practice study list and a test list of 10 forced-choice pairs at the start of the experiment. The practice study list was given with the same encoding task as the main list that followed.

Materials. Three hundred sixty words were selected from Kučera and Francis (1967). The words were chosen so that half were highfrequency words ( 40 or more times per million) and half were lowfrequency words ( 8 or fewer times per million). The two frequency sets were matched for word length and concreteness, with concreteness measures based on the Paivio, Yuille, and Madigan (1968) norms. The 90 high-frequency words and the 90 low-frequency words for the study list were selected at random independently for each participant. They were also ordered randomly for each participant. The assignment of words to test pairs was also done randomly for each participant, with the restriction that there be 30 pairs in each test condition. The test pairs were ordered randomly, independently for each participant's test list. This description of the construc-
tion of study and test lists by independent, random selection and random ordering of items holds for all the experiments that follow.

## Results

The results of Experiment 1 are summarized in Table 1. The column headings refer to each of the six forced-choice pairs in the recognition test. The rows contain the results of the two encoding groups for both the observed and predicted conditions. The observed means summarize the actual performance in each forced-choice condition, averaged across the 36 participants in each group. The $M S_{\mathrm{e}}=0.011$. The predicted means (discussed later) showing the results of fitting the theory to the data are listed below the observed means. Also, at the bottom of the table are the parameters used for fitting. Conventional analyses of variance (ANOVAs) were carried out on all the experiments in this report. The results for all five experiments are the same. Statistically significant effects of the main variable (here, encoding) and a statistically significant interaction of that variable with choice condition (LO,LN; HO,LN; etc.).

There are two aspects of the data that we focus on: (1) the presence of the mirror pattern as evidenced by the inequalities in the proportions of choice for the standard conditions (Inequality 4, given earlier) and the inequalities for the null conditions (Inequality 5), and (2) the movement of the underlying distributions as evidenced by the increases in the proportions of choice both in the standard conditions and in the null conditions.

The mirror pattern is seen here in both encoding conditions

$$
P(\mathrm{HO}, \mathrm{HN})<P(\mathrm{LO}, \mathrm{HN}), P(\mathrm{HO}, \mathrm{LN})<P(\mathrm{LO}, \mathrm{LN})
$$

and

$$
P(\mathrm{HN}, \mathrm{LN}), P(\mathrm{LO}, \mathrm{HO})>.50 .
$$

The tie between $P(\mathrm{HO}, \mathrm{HN})$ and $P(\mathrm{LO}, \mathrm{HN})$ in the frequency judgment condition appears to depart from the pattern. Actually, there was a slight difference between the two pairs, with $P(\mathrm{HO}, \mathrm{HN})<P(\mathrm{LO}, \mathrm{HN})$, as expected, but the difference was lost after rounding. We will, however, consider this departure further.

The data, moreover, show that the two encoding tasks produced two different levels of recognition performance, with frequency judgment yielding, as expected, a higher overall performance than letter counting. In Table 1, the

Table 1
Mean Proportions of Choice for the Letter Counting and Frequency Judgment Encoding Task Groups in Experiment 1

| Condition | Null Pairs |  | Standard Pairs |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $P(\mathrm{HN}, \mathrm{LN})$ | $P(\mathrm{LO}, \mathrm{HO})$ | $P(\mathrm{HO}, \mathrm{HN})$ | $P(\mathrm{LO}, \mathrm{HN})$ | $P(\mathrm{HO}, \mathrm{LN})$ | $P(\mathrm{LO}, \mathrm{LN})$ |
| Letter Counting |  |  |  |  |  |  |
| Observed | 62 | . 54 | . 71 | . 74 | . 75 | . 80 |
| Predicted | . 59 | . 56 | . 72 | . 75 | . 77 | . 79 |
| Frequency Judgment |  |  |  |  |  |  |
| Observed | . 66 | . 55 | . 85 | . 85 | . 88 | . 90 |
| Predicted | . 65 | . 61 | . 84 | . 87 | . 88 | . 90 |

Note-Parameters: $p($ new $)=.0827 ; N=1,000$ (preset); $n$ (high $)=61 ; n($ low $)=74 ; \gamma=.5850$;
$r^{2}=.97$. There were 36 participants in each condition.
proportions of choice values are higher in each of the choice pairs in the frequency judgment group than in the letter counting group.

Finally, and most important, the fact that all the proportions in the frequency judgment condition are greater than the corresponding proportions in the letter counting condition shows that the distributions in the frequency judgment condition are farther apart from each other than the same distributions in the letter counting condition. This was the pattern schematized in Figure 3 that we expected on the basis of preceding work (Glanzer et al., 1993; Kim \& Glanzer, 1993). The overall change in the null conditions as a function of encoding task was, however, only borderline in statistical significance $[t(350)=1.53$, $p<.07$, one-tail].

## Discussion

Given the two levels of recognition performance, attention/likelihood theory predicts the following: (1) the distributions in both conditions will show the mirror pattern, which they do, and (2) changes that affect the positions of the old distributions will also affect the positions of the new distributions, which they also do.

The result of fitting attention/likelihood theory to the data appears in Table 1, in the rows labeled "Predicted." These predicted values are based on the parameters listed at the bottom of the table. $N$ represents the total number of features contained in an item. $N$ was set beforehand at 1,000 on the basis of earlier work, whereas the rest of the parameters were allowed to vary. Two attention parameters, $n$ (high) and $n$ (low), were used to account for the differential feature sampling for the two word frequency classes. The third parameter $p$ (new) represents the noise level for all words at the beginning of the experiment. A parameter, $\gamma$, was included to reduce $n(i)$ for letter counting, the less effective encoding condition. This last parameter was set with $0<\gamma<1$. With $N$ set beforehand, four parameters were used to predict the 12 observed means.

The values for the parameters were determined by fitting the equations of attention/likelihood theory to the data using the function-minimizing program PRAXIS (Brent, 1973). The C version, which was used in this study, was written by Gegenfurtner (1992).

The fitting was accomplished by minimizing the value of

$$
\sum_{k=1}^{m} \frac{[\hat{P}(k)-P(k)]^{2}}{[\hat{P}(k)] \cdot[1-\hat{P}(k)]}
$$

where $k$ is the choice condition (e.g., the comparison of HN and LN in the letter counting encoding condition), $\hat{P}(k)$ is the theoretical proportion, $P(k)$ is the observed proportion, and $m$ is 12 (the number of proportions corresponding to the six choice conditions in each of the two encoding task groups). This fitting procedure was also used in Experiments 2, 3, 4, and 5. When the observed values are regressed on the predicted values we obtain an $r^{2}$ of .97 , indicating that $97 \%$ of the variance was accounted for. Although the pattern of inequalities and the changes in Table 1 conformed to our expectations and
were fitted well by the theory, there were two aspects of the data that were not completely satisfactory. One was the borderline statistical effect of the changes in the null conditions. The other was the equality of $P(\mathrm{HO}, \mathrm{HN})$ and $P(\mathrm{LO}, \mathrm{HN})$ in the frequency judgment condition. We thought that both of these may have resulted from the characteristics of the frequency judgment task. In that encoding task, the participants said "yes" to high-frequency old words and "no" to low-frequency old words. If "yes" responses produce a carryover bias toward selecting a word as old in a recognition test and "no" responses produce a bias against selecting a word as old, then $P(\mathrm{LO}, \mathrm{HO})$ would be lower than it would be without such bias. Also, $P(\mathrm{LO}, \mathrm{HN})$ would be lower. The data of Craik and Tulving (1975) support the idea that such a carryover bias from encoding task to memory exists-particularly, in semantic encoding tasks. We therefore decided to replicate the experiment with a change in the more effective encoding task. We made use of an encoding task that produced the same response to high- and low-frequency words. In this way, carryover bias would be eliminated.

Before we leave Experiment 1, we note that the theoretical parameters computed to predict the proportions of choice give us the basis for predicting the RTs. Corresponding to the 12 mean proportions of choice in Table 1 are 24 RTs: 12 for the correct responses and 12 for the incorrect responses.

To relate the mean log likelihood values to the RTs, we extend the linear equation presented by Piéron (1914, 1920) relating RTs to stimulus intensity:

$$
\log \left(\mathrm{RT}-r_{o}\right)=\log k-\beta \log i
$$

where $r_{o}$ is some minimal processing time, $\log k$ is the intercept, $\beta$ is the slope, and $i$ is a measure of intensity. To extend the equation to our data, we introduce two changes. First, we replace intensity with log likelihood ratios, $\lambda$, the equivalent of intensity in our formulation. Second, we allow for the effect of two variables: the size of the log likelihood ratio for the selected alternative (the equivalent of intensity), and, since we are dealing with a comparison between two alternatives, the difference between the likelihood ratio of the selected and the unselected alternative. The equation for the correct responses $(C)$ becomes:

$$
\begin{align*}
\ln \left[\mathrm{RT}(C)-r_{o}\right)= & a-b_{1}(M(\lambda \mid S, C)] \\
& -b_{2}[M(\lambda \mid S, C)-M(\lambda \mid U, C)] \tag{6}
\end{align*}
$$

The equation states that the greater the mean log likelihood ratio of the selected item $(S)$ and the greater the difference between that and the mean log ratio of the unselected item $(U)$, the less time it takes the participant (beyond some minimal processing time, $r_{o}$ ) to make a decision. For incorrect responses, the argument $C$ (for correct) is replaced by $I$ (for incorrect). The parameters $b_{1}$ and $b_{2}$ are the regression weights, and $a$ is the intercept.

Application of this regression equation to the RTs of Experiment 1 permits us to account for $91 \%$ of the RT variance in the letter encoding condition and $88 \%$ of the variance in the frequency condition group. The mean re-
lations between the observed RTs and the predicted RTs are shown in Figure 4 for both encoding conditions. RTs below 500 msec and above $5,000 \mathrm{msec}$ were removed before computing mean observed RTs. The $M S_{\mathrm{e}}$ for the ln RT $=0.0189$. The fitting of RTs was carried out for the remaining experiments. Overall, the approach accounted for an average of $87 \%$ of the RT means. The fitting of RTs will, however, not be considered further. Details concerning the computation and the fit of other RT data may be obtained by writing to the authors.

## Experiment 2

Experiment 2 was conducted to replicate and extend the findings of Experiment 1 . We replaced the frequency judgment task with a lexical decision task, another semantic level encoding task. In lexical decision, participants view a series of words and nonwords and indicate which


Figure 4. Plots relating predicted to observed correct and incorrect response times for the two encoding conditions in Experiment 1.
are words. In this task, participants treat low- and highfrequency words the same way in carrying out the encoding task. They say "yes" to both. The carryover bias that may have distorted the data of Experiment 1 would therefore be eliminated.

## Method

The method was the same as in Experiment 1 except that half of the participants were given a lexical decision encoding task instead of the frequency judgment task. They viewed an equal number of words and nonwords and indicated whether or not they thought each item was an English word. The other participants did letter counting as in Experiment 1, but on both words and nonwords. Only the words appeared in the recognition test. The design and procedure was the same in Experiment 1, except for the substitution of lexical decision for frequency judgment as the more effective encoding task.

Participants. Seventy-two undergraduate students participated.
Procedure. The participants were randomly assigned to one of the two encoding tasks. Those given the letter counting test viewed a list of words and nonwords (to match the study list length with the lexical decision group) and indicated with the "YES" or "NO" key whether the items contained seven or more letters. The participants given the lexical decision task viewed the same lists of words and nonwords, and they were instructed to determine whether or not each item was a word. If they thought an item was an actual word, they pressed the key marked "YES"; if not, they pressed the key marked "NO." The ISI for the items was 250 msec , and the item presentation duration was $1,500 \mathrm{msec}$.

All of the participants were given a two-alternative forced-choice recognition test following the completion of the study section. The test was structured and presented in the same way as in Experiment 1.

Materials. The study and test lists were created from the same word pool used for the lists in Experiment 1, with 180 nonwords added for the study lists. The nonwords were created by taking words and changing one or more letters until the item was no longer a word but was legal in appearance (did not violate English orthographic rules). The 180 words and 180 nonwords were put in mixed random order, each list randomly ordered independently for each participant.

## Results

The results are summarized in Table 2. The rows labeled "Observed" show the proportions of choice for each forced-choice pair, averaged for the 36 participants in each condition. The $M S_{\mathrm{e}}$ for these means $=0.011$. The corresponding predicted values based on the theory appear in the rows labeled "predicted." The values of the parameters for the fitting of the theory to the data appear at the bottom of the table.

A full mirror pattern is present in both the letter counting and the lexical decision group conditions with the expected series of inequalities. In addition, the lexical decision task was effective in increasing encoding over the letter counting task. In each of the six forced-choice pairs, the proportion of choice is higher in the lexical decision condition than the corresponding value in the letter counting condition. Test of the overall change in the null conditions showed a statistically significant effect $[t(350)=$ $2.63, p<.005$, one-tail].

The increase in the proportions of choice in the lexical decision group for both the standard choices and the null choices indicates clearly that the underlying distributions for this group moved away from the center of the

Table 2
Mean Proportions of Choice for the Lexical Decision and
Letter Counting Encoding Task Groups in Experiment 2

| Condition | Null Pairs |  | Standard Pairs |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $P(\mathrm{HN}, \mathrm{LN})$ | $P(\mathrm{LO}, \mathrm{HO})$ | $P(\mathrm{HO}, \mathrm{HN})$ | $P(\mathrm{LO}, \mathrm{HN})$ | $P(\mathrm{HO}, \mathrm{LN})$ | $P(\mathrm{LO}, \mathrm{LN})$ |
| Letter Counting |  |  |  |  |  |  |
| Observed | . 55 | . 59 | . 66 | . 69 | . 69 | . 71 |
| Predicted | . 57 | . 57 | . 66 | . 70 | . 70 | . 73 |
| Lexical Decision |  |  |  |  |  |  |
| Observed | . 59 | . 64 | . 71 | . 80 | . 73 | . 83 |
| Predicted | . 61 | . 62 | . 73 | . 79 | . 77 | . 82 |

Note-Parameters: $p($ new $)=.0815 ; N=1,000$ (preset); $n($ high $)=43 ; n($ low $)=57 ; \gamma=.653$;
$r^{2}=.95$. There were 36 participants in each condition.
decision axis and from each other. Figure 3 schematizes the positions for the two experimental conditions, with letter counting represented in the top panel and lexical decision represented in the bottom panel.

## Discussion

Experiment 2 replicated and extended the results of Experiment 1. Increasing encoding efficiency produces not just an improvement in recognition performance but a specific pattern of improvement. Recognition performance increases in the more effective encoding task condition across all six forced-choice pairs, while maintaining the pattern of inequalities of the mirror effect. Moreover, both the new and the old distributions pull away from the center of the decision axis, and, at the same time, the distances between LN and HN and between LO and HO also increase. It is important to note that although the two new distributions move along the decision axis, neither encoding task directly affected these items. The new words were presented in neither the letter counting condition nor the lexical decision condition.

Fitting was carried out as in Experiment 1, using four parameters for the 12 observed means. $N$ was again fixed beforehand at 1,000 . The fit of the theory to these data is satisfactory ( $r^{2}=.95$ ).

Having produced a symmetrical dispersion of the underlying distributions by varying encoding tasks, we decided to extend the findings further by attempting to obtain similar results with a different manipulation. The remaining experiments used repetition of list items as a means of increasing recognition performance. While increasing encoding effectiveness allowed for a greater degree of feature sampling and marking during a single trial, repetition was expected to produce the same outcome, but by providing a second opportunity to sample and mark features. The results show that this manipulation produced a different pattern of symmetrical movement.

## DISPERSING THE UNDERLYING DISTRIBUTIONS BY REPETITION

## Experiment 3

In Experiment 3, participants viewed a list of high- and low-frequency words either once or twice. Repetition was expected to increase recognition performance and pull
apart the underlying distributions, as did the use of a more effective encoding task in Experiments 1 and 2.

## Method

The participants were randomly assigned to one of two groups. Both groups performed a lexical decision task on the study list. One group, however, did this once, whereas the other repeated the task. Both groups were given a surprise two-alternative forced-choice recognition test following the completion of the study list. The main independent variable was single versus repeated item presentation, which was a be-tween-group variable. The second independent variable was word frequency, which was a within-group variable. Twenty-four participants were randomly assigned to each of the two study conditions.

Participants. Forty-eight undergraduate students participated.
Procedure. The participants were first presented with a selfpaced lexical decision study task like that in Experiment 2. The participants in the single-presentation condition viewed and judged each item once. In the repetition condition, the same study list was rerandomized, and the task was repeated in a second presentation. The participants were then given a surprise two-alternative forcedchoice recognition test presented as in the preceding experiments.

The study lists contained an equal number of words (180) and nonwords (180), with the words divided equally into high- and lowfrequency words. The study lists started with nine filler items and ended with five filler items.

The participants were instructed to respond as quickly and accurately as possible. Although the presentation was self-paced, feedback was given during the lexical decision task to maintain speed. The feedback that followed each response was in the form of the numbers 1 through 9 , each number referring to the relative speed of the response. The number " 1 " on the screen indicated a response of 750 msec or less, " 2 " a response of $751-1,000 \mathrm{msec}$, and so on.

Materials. The study and test lists were constructed in the same way as those in Experiment 2. For the repetition condition, the 360 item lists ( 180 words, 180 nonwords) were rerandomized into new lists and presented a second time.

## Results

The results of Experiment 3 are summarized in Table 3. The mean proportions of choices for each experimental condition appear in the two rows labeled "Observed." The $M S_{\mathrm{e}}$ for these means $=0.010$.

The mirror pattern appears in both the single- and the repeated-presentation conditions, with repetition producing an average increase in the proportions. Here, however, in contrast with Experiments 1 and 2, the standard comparisons are affected by the main variable, but the null comparisons are not. This means that the pattern of movement seen in Figure 3 does not hold for these data.

Table 3
Mean Proportions of Choice for the Single- and
Repeated-Presentation Groups in Experiment 3

|  | Null Pairs |  |  |  | Standard Pairs |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Condition | $P(\mathrm{HN}, \mathrm{LN})$ | $P(\mathrm{LO}, \mathrm{HO})$ |  | $P(\mathrm{HO}, \mathrm{HN})$ | $P(\mathrm{LO}, \mathrm{HN})$ | $P(\mathrm{HO}, \mathrm{LN})$ | $P(\mathrm{LO}, \mathrm{LN})$ |  |  |
| Single |  |  |  |  |  |  | .74 | .78 |  |
| Observed | .62 | .57 |  | .70 | .77 | .74 | .79 |  |  |
| Predicted | .60 | .59 |  | .72 | .76 | .76 |  |  |  |
| Repeated |  |  |  |  |  | .84 | .88 |  |  |
| Observed | .60 | .59 |  | .80 | .86 | .84 | .84 | .88 |  |
| Predicted | .60 | .61 |  | .81 | .86 | .84 |  |  |  |

Note—Parameters: $p$ (new) $=.09 ; N=1,000$ (preset); $n$ (high, 1 ) $=43 ; n($ low, 1$)=55$; $n($ high, 2$)=27 ; n($ low, 2$)=28 ; r^{2}=.99$. There were 24 participants in each condition.

In the preceding experiments, schematized in Figure 3, the more effective encoding condition increased the distances between all four underlying distributions. Here, the increase does not affect all of the distances. The proportions of choice are higher only in the four standard choice conditions of the repetition condition, indicating that, after repetition, the participants were better able to distinguish old words from new words. But the null choice pairs were unaffected. Only a slight increase (.02) from the single to the repeated conditions is seen in the old null pair condition, LO,HO; the new null pair condition, HN,LN, exhibits a reversal, with the proportion of choice in the repetition condition less (by .02) than that in the single-presentation condition. There is therefore no overall change in the null conditions.

## Discussion

Our initial expectation was that repetition would act in a manner similar to that of increasing encoding effectiveness: increases in recognition performance with dispersion of the underlying distributions away from the center point of the decision axis and also away from each other. The data show a different pattern of movement. They show that although the pair of old distributions separated from the pair of new distributions, the two old distributions LO and HO did not separate from each other, and the two new distributions HN and LN did not separate from each other. Figure 5 schematizes the results of Experiment 3 . It shows a symmetry movement different from that found in Experiments 1 and 2.

The top panel of Figure 5 illustrates the positions of the four distributions after a single presentation of the study items. This is a standard mirror pattern. The horizontal bars represent the distances separating the distributions HO and LO and separating LN and HN . The bottom panel suows the pattern of changes seen in these data. The increase in distance between the two old and two new distributions is represented by the raised horizontal bar. The lower horizontal bars are approximately the same across the two panels, showing that the distance separating LO from HO and HN from LN after repetition is about the same as that of the single-presentation condition. This pattern of movement can, however, as we will show, be covered by the theory.

We considered the possible reasons for the pattern produced in this study and what it indicated about the way the theory should be applied. An analysis of the RTs in the lexical decision task showed that the participants did not respond in the same way to the two frequency classes across the two presentations. Table 4 shows that the participants spent more time on the low-frequency words than on the high-frequency words when the words appeared the first time. However, with repetition, the RTs dropped for the low-frequency words but not for the high-frequency words. The changes in the RTs suggest that the participants reduced the time spent processing the low-frequency words when they appeared a second time. This change could account for the pattern produced by repetition. The reduction in processing of the low-frequency words during repetition would lessen the effect on the low-frequency words of the second trial and work against the separation of LO from HO and LN from HN.

There are other studies that show a pattern of RT changes to low-frequency words as contrasted with high-


Figure 5. Schematization of the dispersion of the underlying distributions by repetition for single presentation (top panel) and repetition (bottom panel).

Table 4
Mean RTs (in Milliseconds) in the First and Second Trials of the Repetition Condition Lexical Decision Tasks for High- and Low-Frequency Words in Experiment 3

Word Frequency

|  | Word Frequency |  |
| :--- | :---: | :---: |
| Trial | High | Low |
| First | 558 | 613 |
| Second | 569 | 594 |

frequency words similar to that in Table 4. Scarborough, Cortese, and Scarborough (1977) presented participants with a lexical decision task, repeating high- and lowfrequency words. Their RTs to both high-frequency and low-frequency words dropped across the two presentations, but the drop was greater for the low-frequency words. The frequency $\times$ presentation interaction was statistically significant ( $p<.05$ ). Forbach, Stanners, and Hochhaus (1974) found similar changes in RTs for highand low-frequency words for single and repeated trials in a lexical decision task. In our own RT data cited above, the interaction of frequency with trials in the repetition group was statistically significant ( $p<.004$ ).

The difference in change of RTs to the two word classes indicates that participants reduce their processing of lowfrequency words on a second trial more than they do the processing of high-frequency words. These changes can be incorporated in the theory by allowing the attention parameter to change on the second trial and permitting the change to differ for the two frequency conditions. The parameter $n(i)$ was therefore rewritten as $n(i, t)$, where $t$ refers to the trial. This addition allowed $n(i)$ to move independently across the two trials for the high- and lowfrequency word classes. The theory, extended in this way, was fitted to the 12 observed means in Table 3. The results of the fitting, given in Table 3, show that on the first trial, $n$ (high, 1 ) is much lower than $n($ low, 1$)$, which is what would be expected: The low-frequency items draw more attention than the high-frequency words. The attention parameter for the less common words should, therefore, be higher than for the more common words. However, during the second trial, while both parameters drop, the low-frequency attention parameter $n$ (low,2) drops much farther than the high-frequency parameter $n$ (high,2). In fact, the two attention parameters are nearly equal. This corresponds to the changes in RT data and shows that second presentation does not benefit the low-frequency words as much as the first presentation. Using five free parameters for the 12 observed means, the fit is good $\left(r^{2}=.99\right)$.

We interpret the data as showing movement of both old and new distributions from the center of the decision axis, with the two old distributions moving the same distance to the right and the two new distributions also moving the same distance to the left. An alternative interpretation is that only the old distributions move while the new distributions stay fixed in both the single and repeat conditions. With only the old distributions moving, the standard choice pairs would increase with repetition, while
the null choice pairs would remain constant. There is an argument against this interpretation. Movement on both sides of the decision axis has already been established in a large number of experiments (Glanzer et al., 1993), as well as in the two preceding experiments. In those experiments, both the old and the new distributions were seen under a variety of manipulations to move with respect to the center point of the decision axis. The six experiments summarized in Glanzer et al. (1993) all show bilateral, symmetric movement of the underlying distributions. They support the idea that the new and the old distributions move. To argue for fixedness of the new distributions for the present data would require that some reason or theory be given to separate these findings from the findings of eight closely related experiments.

In summary, the data from Experiment 3 can be covered by attention/likelihood theory. The pattern of movement of the underlying distributions is different from that found with encoding differences, but it is still symmetrical. The fitting, however, requires an increase in the number of estimated parameters from four, as in Experiments 1 and 2, to five. The experiments that follow were designed to determine whether a pattern of movement such as that seen in Experiments 1 and 2, with the increase of all distances, could be obtained with repetition or if pattern of movement in the old and new distributions seen here is consistently produced by repetition.

## Experiment 4

Before settling on the interpretation offered for the data of Experiment 3 involving a differential change in attention, we tried to rule out other factors that might have produced the pattern of movement we found. One was a possible ceiling effect that limited the movement of the underlying distributions--particularly, those of the lowfrequency words. In Experiment 4, we made two changes, both designed to eliminate ceiling effects. First, we presented each item in the study list for a fixed duration rather than presenting them self-paced by the participants (as in Experiment 3). Second, we replaced the lexical decision, which is a very effective encoding task, with a simple instruction to study. We also changed to a within-group experimental design in order to reduce variability.

## Method

The participants were presented four study-test blocks. In two of these blocks, each word appeared once in the study list, in the other two, each word appeared twice. The experiment was run in an ABBA and BAAB design, to counterbalance order effects of the blocks. Half of the participants were assigned randomly to each block order. Following each study list, the participants were given a twoalternative forced-choice recognition test. The independent variables were repetition and word frequency. Both of these were withingroup variables.

Participants. Twenty-four undergraduate students participated.
Procedure. Study list items were presented on the screen one word at a time. The participants were instructed to study the words as they appeared and told that they would be tested on them afterwards. The participants were informed that some of the words might be repeated.

The study words were presented for 750 msec , with a $250-\mathrm{msec}$ ISI. The recognition test was self-paced. The experiment started with a short study-and-test practice session. The practice study list contained 20 words, and the practice test contained 20 two-alternative forced-choice pairs.

Materials. Two hundred forty high-frequency words and 240 low-frequency words were used. Each study list contained 60 words made up of equal numbers of high- and low-frequency words. Each repeated study list was created by duplicating a list of 60 words and then randomizing the new list of 120 words. Each test list consisted of 60 pairs- 10 pairs in each of the four standard and two null choice pairs. The study lists were preceded by 5 filler items and followed by 5 filler items. The test lists were preceded by 10 filler test pairs. These were not included in the analysis.

## Results

Table 5 summarizes the results of Experiment 4. The mean proportions of choice appear in the two rows labeled "Observed." The $M S_{\mathrm{e}}=0.009$. A clear mirror pattern is present in both groups. The pattern of changes seen in Experiment 3 as a function of repetition appears again here. The standard choices show a change, and the null choices do not. The overall change in the null conditions is .02 . That change was tested and found not statistically significant $[t(115)=0.81]$. The pattern of movement schematized in Figure 5 holds.

## Discussion

Experiment 4 replicated the findings of Experiment 3. The repetition of the study items increased the participants' ability to discriminate old items from new. This is seen in the increase in each of the standard forced-choice pairs from the single to the repetition group means. As in Experiment 3, however, the increase does not affect the null choice pairs. With repetition, the old and new distributions move away from the midpoint of the decision axis, but with little or no increase in the distances between LN and HN and between HO and LO. The pattern is, again, symmetric in that the lack of spread between the old distributions HO and LO is reflected in the lack of spread in the new distributions LN and HN .

To fit the theory to the data, the attention parameter was again allowed to vary. We used the same five parameters, $p$ (new), $n$ (low,1), $n$ (low,2), $n$ (high, 1 ), and $n$ (high, 2), to fit the 12 observed means. The fit is satisfactory $\left(r^{2}=.97\right)$. An examination of the attention parameter, $n(i, t)$, indicates that participants change their treatment of the high- and low-frequency words from the first to the sec-
ond trial. As in Experiment 3, for the first presentation, the low-frequency attention parameter, $n$ (low, 1 ), is higher than the high-frequency attention parameter, $n$ (high, 1 ). For the second presentation, there is a drop in the values for both parameters, but, as in Experiment 3, the lowfrequency attention parameter, $n$ (low,2), drops farther than the high-frequency attention parameter, $n$ (high,2). The participants, when they viewed the low-frequency words during the second presentation, showed a sharper drop in attention than when they viewed high-frequency words.

To be sure of the results from repetition, we ran a third repetition experiment. We considered the possibility that the decrease in attention to the low-frequency words may have resulted from the relatively quick reappearance of these words within a similar context. In both repetition experiments, the second appearance of the study items occurred while the participants were performing the same task as they were during the first appearance. It is possible that if the second appearance occurred within a context dissimilar to the first, participants would not display the loss in attention indicated by the change in $n(i, t)$. The novelty of the second appearance might cause participants to maintain the level of attention elicited originally. If this were to happen, participants might show the full dispersion pattern seen in Experiment 2 rather than the restricted dispersion pattern seen in Experiments 3 and 4. However, if the results were similar to those of the previous repetition experiments, then a case could be made that this pattern is a regular result of repetition.

## Experiment 5

In Experiment 5, we used a repetition procedure designed to maintain the participants' attention across the two presentations and eliminate the differential reductions of $n(i, t)$. Our aim was to make the second presentation very different from the first presentation. This was done by having the test trial function as a second study trial.

In recognition memory experiments, participants are first presented words for study and are then tested. During test, though, participants have a further opportunity to learn the test items. In other words, the test also acts as a study trial. There is support for this statement in Runquist (1983). In that study, it was shown that a test trial increased performance on a second memory test.

In the design used here, the recognition test serves two purposes: It tests the results of the preceding study, and

Table 5
Mean Proportions of Choice for the Single and
Repeated Presentation of Words in Experiment 4

| Condition | Null Pairs |  | Standard Pairs |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $P(\mathrm{HN}, \mathrm{LN})$ | $P(\mathrm{LO}, \mathrm{HO})$ | $P(\mathrm{HO}, \mathrm{HN})$ | $P($ LO, HN$)$ | $P(\mathrm{HO}, \mathrm{LN})$ | $P(\mathrm{LO}, \mathrm{LN})$ |
| Single |  |  |  |  |  |  |
| Observed | . 65 | . 63 | . 66 | . 71 | . 76 | . 79 |
| Predicted | . 65 | . 63 | . 67 | . 73 | . 75 | . 78 |
| Repeated |  |  |  |  |  |  |
| Observed | . 66 | . 64 | . 71 | 80 | . 81 | . 89 |
| Predicted | . 66 | . 63 | . 74 | 81 | . 82 | . 86 |

Note-Parameters: $p$ (new) $=.09 ; N=1,000$ (preset); $n$ (high, 1$)=35 ; n$ (low, 1 ) $=53$; $n($ high, 2$)=20 ; n($ low, 2$)=24 ; r^{2}=.97$. There were 24 participants in each condition.
it gives the participants a second chance to study the items but in a different context. A second recognition test follows the first test. In the second test, the old words, those seen in both the study list and first recognition test, are presented with a set of previously untested, new words. The second test measures the combined effect of the initial study and the first test trial.

## Method

The participants were presented a list of words and instructed to study the items as they appeared. They were then given a twoalternative forced-choice recognition test to measure performance (single presentation). Following the completion of this test, the participants were given a second two-alternative forced-choice recognition test (repeated presentation). For the second test list, the old words were the words from the study list and, consequently, the old words from the first recognition test. The new words, however, were completely new and did not appear in either the previous study or test lists. The second test list, as with the first test list, was randomly created, with the only constraint being that all six choice conditions were equally represented for each subject. The experiment used two within-group independent variables: repetition and word frequency.

Participants. Twenty-four undergraduate students participated in the experiment.

Procedure. The experiment was run in three sections: study, first recognition test, and second recognition test. The study lists consisted of equal numbers of high-frequency and low-frequency words, which appeared on a computer monitor. Each word appeared alone, for $1,500 \mathrm{msec}$, with a $250-\mathrm{msec}$ ISI. The participants were told to study the words as they appeared and that a recognition test would follow.

After completing the study list, the participants were given two successive two-alternative forced-choice recognition tests. In the first test, the participants were instructed to choose the item of the pair that they thought appeared in the study list. In the second test, they were instructed to choose the item of the pair that had appeared in either the initial study list or the previous recognition test.

The experiment started with a practice session that consisted of a short, 10 -word study list and two successive recognition tests. Each of the two practice recognition tests that followed consisted of 10 two-alternative forced-choice word pairs.

Materials. Five hundred forty items, half high-frequency words and half low-frequency words, formed the pool from which both old and new words were selected. From this pool, randomly selected and ordered study lists consisting of 90 high-frequency words and 90 low-frequency words, for a total of 180 words, were drawn. The test lists consisted of 180 pairs- 30 pairs in each of the six forced choice conditions. The old words for the first test list were those words that appeared in the study list; the new words were drawn randomly from the original pool of words and had not appeared previously. The old words for the second recognition test were the same
as the old words in the first test. The new words for the second recognition test were the remaining 180 words in the original pool. They had not appeared in either the study list or the first recognition test. Both test lists were preceded by five filler pairs that were not included in the analysis. The study lists were preceded and followed by five filler items.

## Results

The results replicated those of Experiments 3 and 4. Table 6 shows that both the single and the repetition groups display the full mirror effect and that repetition increases the discrimination between new and old items. The $M S_{\mathrm{e}}=0.005$. The effect of repetition is seen, however, only in the standard choices. As in Experiments 3 and 4, there was no increase in the null choice pairs ( $\mathrm{HN}, \mathrm{LN}$ and LO,HO). In the null choice pairs, there was a reversal in $P(\mathrm{LO}, \mathrm{HO})$, with the single-presentation condition greater than the repetition condition. In the new null pairs, $P(\mathrm{HN}, \mathrm{LN})$, the proportion of choice was larger in the repetition condition, but this difference was slight. A test again shows that the difference between single and repeated presentation for the null pairs combined was not statistically significant $[t(115)=0.40]$.

## Discussion

The dispersion of the four underlying distributions follows the same pattern as that in Experiments 3 and 4. The two old and two new distributions move away from the center point of the decision axis, with no increase in the distances of HN from LN and of LO from HO. This is the third example of this pattern produced by repetition. Collectively, Experiments 3, 4, and 5 show that this pattern is a consistent and reliable product of repetition and word frequency. The symmetric pattern of movements is the one seen in Figure 5.

Five parameters, listed at the bottom of Table 6 $N$ (preset), $p$ (new), and four $n(i, t)$-were used again to fit the 12 observed means. The fit is satisfactory $\left(r^{2}=\right.$ .96). A pattern like that found in the preceding repetition experiments again emerges. Initially, the low-frequency attention parameter, $n$ (low, 1 ), is much higher than the high-frequency attention parameter, $n$ (high, 1 ). This difference disappears on the second test, and, indeed, the value of $n($ low, 2$)$ is lower than that of $n($ high, 2$)$. This indicates, again, that during the second presentation, participants reduce their processing of low-frequency words

Table 6
Mean Proportions of Choice for the Single- and Repeated-Presentation Conditions in Experiment 5

|  | Null Pairs |  |  | Standard Pairs |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Condition | $P(\mathrm{HN}, \mathrm{LN})$ | $P(\mathrm{LO}, \mathrm{HO})$ |  | $P(\mathrm{HO}, \mathrm{HN})$ | $P(\mathrm{LO}, \mathrm{HN})$ | $P(\mathrm{HO}, \mathrm{LN})$ | $P(\mathrm{LO}, \mathrm{LN})$ |  |
| Single |  |  |  |  | .76 | .81 |  |  |
| Observed | .61 | .65 |  | .70 | .77 | .76 | .77 |  |
| Predicted | .64 | .63 |  | .70 | .77 | .77 | .81 |  |
| Repeated |  |  |  | .75 | .79 | .84 | .87 |  |
| Observed | .63 | .64 |  | .75 | .76 | .82 | .82 |  |
| Predicted | .64 | .63 |  | .76 | .86 |  |  |  |

Note—Parameters: $p$ (new) $=.09 ; N=1,000($ preset $) ; n($ high, 1$)=40 ; n($ low, 1$)=58$; $n($ high, 2$)=16 ; n($ low, 2$)=14 ; r^{2}=.96$. There were 24 participants in each condition.
more than their processing of high-frequency words. This reduction causes the lack of spread between the two old distributions and between the two new distributions by reducing the outward movement of the low-frequency distributions. This occurs even when the items reappear in very different contexts, as in Experiment 5, where the old words first appeared in a study list and then in a recognition test.

## GENERAL DISCUSSION

The experiments in this study tested the following predictions based on attention/likelihood theory: that the underlying distributions, both new and old, move symmetrically on the decision axis, and that increasing recognition performance should lead to an increase in the distances between the underlying distributions without changing their order. We used two methods to increase recognition memory: encoding tasks of different effectiveness, and repetition of stimulus items. The encoding tasks were expected to directly affect $n(i)$, the attention parameter of the theory. Repetition was not expected to alter $n(i)$ but, with the additional sampling opportunity of a repeated trial, to increase the proportion of features sampled and marked-that is, $p(i$, old $)$.

The encoding experiments showed the mirror pattern in both encoding task conditions, with the more effective encoding task producing greater recognition performance and a greater dispersion of the underlying distributions. The dispersion was complete in that all four distributions moved away from a central point and from each other. In particular, both the old distributions LO and HO and the new distributions HN and LN moved apart from each other in the more effective encoding condition. The increase in encoding affected both the items seen during study, as well as the new items (those not studied at all).

The repetition experiments produced a symmetric pattern different from that produced in the encoding experiments. Repetition consistently produced both the mirror pattern and an increase in recognition performance. The distances between the old (LO,HO) and new (HN,LN) distributions, however, did not increase from the first to the second trial, as with variation of encoding during study. This pattern was replicated across the three experiments with different procedures.

In all of the experiments, manipulations that affected the positions of the old distributions affected the positions of the new distributions as well. The symmetry of movement of the underlying distributions permit all these experiments to be fitted by attention/likelihood theory.

The experiments show again that variables that affect accuracy of recognition cause the underlying distributions, such as those of LN, HN, HO, and LO, to move symmetrically around a central point on the decision axis while maintaining the mirror pattern. Moreover, they show that this symmetrical movement can take a number of different forms. Glanzer et al. (1993) showed that forgetting, speed instructions during test, longer lists, and aging pro-
duced concentering in which the underlying distributions move toward a central point, and each moves toward its neighbor. Kim and Glanzer (1995) showed that output interference produced a symmetrical movement of the underlying distributions toward a central point, but one in which the outer distributions, LN and LO, moved less than the inner distributions, HN and HO . In Experiments 1 and 2 here, we found for encoding the inverse of concentering, with the distributions moving away from a central point and each distribution moving away from its neighbor. Finally, in Experiments 3, 4, and 5, we found that, for repetition, the distributions moved away from a central point, but the inner distributions, HO and HN , kept pace with the outer distributions, LO and LN.

The point has been made earlier (Glanzer et al., 1993) that the global theories (Gillund \& Shiffrin, 1984; Hintzman, 1988; Murdock, 1982) cannot account for the mirror effect. They cannot, furthermore, account for the symmetric movement either centripetal, when accuracy of recognition goes down (Glanzer et al., 1991, 1993), or centrifugal, when accuracy of recognition increases.

In summary, we have demonstrated a general pattern of bilateral symmetric movement of underlying distributions that occurs with manipulations that increase recognition performance. Encoding differences gives one pattern of symmetric dispersion. Repetition gives another.
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