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Abstractionist versus episodic theories
of repetition priming and

word identification
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This paper reviews research relevant to the question of whether words are identified through the
use of abstract lexical representations, specific episodic representations, or both. Several lines of ev­
idence indicate that specific episodes participate in word identification. First, pure abstractionist
theories can explain short-term but not long-term repetition priming. Second, long-term repetition
priming is sensitive to changes in surface features or episodic context between presentations of a
word. Finally, long-term priming for pseudowords is also difficult for pure abstractionist theories to
explain. Alternative approaches to word identification are discussed, including both pure episodic
theories and theories in which both episodes and abstract representations playa role.

Researchers have repeatedly demonstrated that word
identification is facilitated on the second presentation of
a word. This phenomenon, known as repetition priming
(or savings), occurs in a variety of tasks believed to in­
volve word identification processes. I Repetition speeds
lexical decisions (e.g., Scarborough, Cortese, & Scarbo­
rough, 1977), word naming (e.g., Durso & Johnson,
1979), and the reading of sentences (e.g., Kolers &
Ostry, 1974) and longer text (e.g., Kolers, 1976). Re­
peated words are also more likely to be correctly identi­
fied on a perceptual identification test, in which a word
is shown for a very brief duration before being masked
(e.g., Jacoby & Dallas, 1981).

There has been considerable disagreement about the
nature ofrepetition priming in word identification tasks.
At the heart of the debate is the question of whether the
effect ofrepetition on word identification is mediated by
abstract representations, by specific episodic representa­
tions, or both. The goal of this paper is to provide a crit­
ical review of the evidence relevant to this question.

Distinctions between general and specific information
have provoked lively discussions throughout the field of
cognitive psychology. General and specific knowledge
are often assumed to be used for different purposes and
to be very different in nature as well. Two types of dis­
tinctions between general and specific information have
been made. First, general knowledge of facts and skills
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has been distinguished from specific knowledge of
episodes in which those facts and skills are learned or
used. Tulving (1972), for example, proposed that se­
mantic and episodic information are stored in separate
memory systems that operate by different principles
(Tulving, 1983, 1985, later added a third system for pro­
cedural information). Thus, for instance, one's general
knowledge about cats, about Persian cats, and about
one's pet Persian cat would be stored in the semantic
memory system, whereas the memory of one's last en­
counter with one's pet cat would be stored in the episodic
system. According to this type of general-specific dis­
tinction, then, information about episodes is fundamen­
tally different from other information and may reside in
a different memory store.

Second, general knowledge about concepts has been
distinguished from specific knowledge about instances
ofconcepts. For example, for many years it was thought
that the classification of new members of a category
only made use ofcategory-level information and was not
influenced by information about individual exemplars
(Posner & Keele, 1968; Reed, 1972). Returning to the
cat example, this distinction implies that, in most cases,
knowledge specific to Persian cats would not be used to
answer questions about cats in general, and knowledge
specific to one's own Persian cat would not be used to
answer questions about Persian cats in general. Thus,
different levels ofgenerality are distinguished.

More recent evidence, however, has forced theorists to
reconsider both of the ways in which general and spe­
cific information have been distinguished. Numerous
experiments have shown effects of specific episodes on
tasks thought to tap more general knowledge (e.g., An­
derson & Ross, 1980; Graf & Schacter, 1985; Jacoby,
1983a, 1983b; Jacoby & Dallas, 1981; Tulving, Schac­
ter, & Stark, 1982). In addition, many studies have
demonstrated the use of specific examples in tasks pre-
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viously thought to rely on generalizations (e.g., Brooks,
1978; Medin, Altom, Edelson, & Freko, 1982; Medin &
Schaffer, 1978; Ross, 1984, 1987). These results have
served as the catalyst for the development of new theo­
ries that ascribe a much greater role to specific infor­
mation than before (e.g., Logan, 1988; Medin & Schaf­
fer, 1978; see Jacoby & Brooks, 1984, for an extensive
review).

Some accounts go so far as to blur both types of dis­
tinctions between general and specific information. Ac­
cording to these accounts, tasks previously thought to
rely on generalizations may instead make use of repre­
sentations of individual episodes (Hintzman, 1986; Ja­
coby, 1983a, 1983b; Jacoby & Brooks, 1984; Jacoby &
Hayman, 1987; Jacoby & Witherspoon, 1982; Kolers &
Roediger, 1984). Although the existence of generaliza­
tions-whether over episodes or over examples-is not
necessarily denied, they are not accorded special status,
nor are they assumed to require a different form of rep­
resentation. For example, in distributed models such as
that of McClelland and Rumelhart (1985), episodes, ex­
emplars, and category-level information can coexist in
the same set of connection weights, and the level of in­
formation retrieved depends on what cues are given and
what the particular weights are.

To summarize, some theorists (e.g., Tulving, 1983)
have argued that the way in which specific episodes are
represented differs fundamentally from the way in which
other kinds of information are represented. Addition­
ally, general knowledge about concepts has been distin­
guished from specific knowledge about instances of
concepts. The first distinction concerns forms ofrepresen­
tation, whereas the second concerns levels ofgenerality.

With this background in mind, word identification
theories can be classified into four groups. First, pure
abstractionist theories posit fundamentally distinct
forms ofrepresentation for episodes and lexical entries,
with only the lexical representations participating in
word identification. These models posit a separate rep­
resentation for each word in the lexicon, either alone
(e.g., Becker, 1980; Johnson & Pugh, 1994; Morton,
1969, 1979) or in combination with a set ofphonologi­
cal recoding rules (e.g., Coltheart, 1980; Coltheart, Cur­
tis, Atkins, & Haller, 1993). In pure abstractionist mod­
els, the presentation of a word activates or retrieves its
abstract lexical entry, which does not include informa­
tion specific to an occurrence of a word. With time, the
lexical entry returns to its original state. However, if a
word is repeated while its lexical entry is still in a state
of heightened accessibility, the identification process
has a "head start." Consequently, repeated words are
identified more rapidly. (See Carr & Pollatsek, 1985, for
an extensive review of the models.) Note that the pure
abstractionist approach does not deny the existence of
episodic memory for words; rather, the claim is that
episodic memories do not influence word identification.

Alternatively, the weakly abstractionist? approach as­
sumes that identification occurs primarily through the
activation of abstract lexical representations but allows

specific episodes to sometimes playa role. In most
cases, repetition priming would be attributed to the en­
hanced accessibility of abstract lexical entries. How­
ever, specific, detailed episodes could be used (for ex­
ample) to identify repeated nonwords, which lack lexical
entries, or to identify a word presented in an unusual
font or handwriting.

A third possibility is to adopt a weakly episodic ap­
proach, in which the same form of representation would
be used for episodes (e.g., a particular occurrence of a
word) and for generalizations formed by abstracting
over episodes (e.g., a "prototype" representation of a
word). For example, one weakly episodic way to repre­
sent a lexical entry would be as the overlap among a
number of episodes containing a particular word, as in
distributed models of memory (e.g., McClelland &
Rumelhart, 1985). In such models, each presentation of
a word modifies the weights on connections among the
units so as to improve the network's response to the
word. As the network is exposed to other stimuli, the im­
provement becomes attenuated through interference.
However, if a word is repeated while there is still rela­
tively little interference from other items, the network's
response to the repeated word will be enhanced, and rep­
etition priming will occur.

The specificity of the activation pattern evoked by a
repeated word depends largely on the similarity between
the current presentation and the previous presentation. If
the current presentation is highly similar to the previous
presentation, then the network should produce a pattern
that corresponds to that specific earlier presentation. On
the other hand, if the current presentation is not highly
similar to the previous presentation, then the network
would be more likely to produce a pattern that roughly
corresponds to a lexical entry. Hence, the crucial differ­
ence between the weakly abstractionist view and the
weakly episodic view is that the weakly abstractionist
view posits fundamentally different forms of represen­
tation for episodes and lexical entries, whereas the
weakly episodic view holds that they differ only in level
ofgenerality.

Finally, the pure episodic approach asserts that words
are always identified through the use of specific prior
episodes that include those words (Jacoby, 1983a,
1983b; Jacoby & Brooks, 1984; Jacoby & Witherspoon,
1982; Kolers, 1975, 1976; Kolers & Ostry, 1974; Kolers
& Roediger, 1984; Logan, 1988, 1990). According to this
approach, repetition priming arises from the fact that re­
cent episodes are generally more accessible than are
older episodes. Thus, like the pure abstractionist view,
the pure episodic view proposes that the same kinds of
representations are used to identify primed and un­
primed words; however, the pure episodic approach
holds that the representations are specific episodes
rather than abstract lexical entries.

After describing the most commonly used word iden­
tification tasks, I will consider four lines ofevidence rel­
evant to the abstractionist-episodic debate. First, I will
review studies that have examined the longevity of rep-
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etition priming in word identification. Then, I will ex­
amine research that has investigated the effects ofdetails
of specific occurrences of words. Next, I will address
differences in the identification of words and pseudo­
words. Finally, I will briefly discuss priming between
words that are not identical but share a base morpheme.

MAJOR TASKS

Although researchers have employed a variety of
tasks to investigate reading and word identification,
most have used the ones described below. Repetition
priming is said to have occurred ifperformance on these
tasks is faster or more accurate for previously seen ma­
terials than for new materials.

In the perceptual identification task, a word is flashed
on a computer screen for a brief duration (say, 33 msec)
before being masked. The subject either types the word
or says it aloud. A premask is sometimes used to make
the task more difficult. Because tachistoscopes were
originally used for this task, it is sometimes referred to
as tachistoscopic identification.

The lexical decision task requires the subject to de­
cide very quickly whether a presented string of letters
forms a word. A response is made by pressing one key if
the string is a word and another key if the string is not a
word. Subjects are usually instructed to respond as
quickly as possible but to keep their errors to a mini­
mum. The primary dependent measure is response time
(RT) for word trials on which correct responses are
made; however, error rates are also analyzed.

In the naming task, subjects are asked to pronounce a
presented word as quickly as possible. The primary de­
pendent measure is the time taken to initiate a correct
pronunciation, but error rates are also examined. In ad­
dition, a qualitative analysis of the responses made on
error trials is sometimes done.

The fourth common task is rereading, in which the ex­
perimenter records the time taken to read aloud or
silently a text passage, a sentence, or a list of words.

Finally, subjects may be asked to read a passage
silently, crossing out any errors that they find. This
proofreading task has been used primarily by Levy and
her colleagues (e.g., Levy & Begin, 1984). Both accu­
racy and reading time are recorded.

This review does not include some widely used indi­
rect tests of memory for words, such as the word stem
completion task (Warrington & Weiskrantz, 1974) and
the two versions of the word fragment completion task
(Tulving et al., 1982; Warrington & Weiskrantz, 1968).
These tasks have been excluded because, although word
identification processes probably contribute to their per­
formance, it seems likely that they also invoke problem­
solving processes that are seldom used in reading. In ad­
dition, conscious recollection probably plays a larger
role in performance on these tasks (e.g., Jacoby &
Whitehouse, 1989). However, because the word identi­
fication tasks included in this review either require the
subject to respond very quickly or present the stimuli for

very brief durations, the influence of conscious recol­
lection on these tasks should be relatively small.

EVIDENCE

The Persistence ofRepetition Priming

Data from experiments employing the masked and un­
masked form priming paradigms indicate that repetition
of a word can produce two distinct types of repetition
priming with differing lifespans (Forster, 1987; Forster
& Davis, 1984; Humphreys, Besner, & Quinlan, 1988;
Humphreys, Evett, Quinlan, & Besner, 1987; Rajaram &
Neely, 1992). In the basic form priming paradigm, the
test trial includes a prime that is displayed just prior to
the target and in the same location. Lowercase letters are
used for the prime, and uppercase letters are used for the
target. Usually no response is made to the prime. For the
present purposes, the most relevant experiments are
those in which the researchers varied whether the prime
and the target were the same item. In the masked form
priming paradigm, the prime is displayed very briefly
and is preceded by a mask (a word, a nonword, or a string
of Xs) so that it cannot be identified. In the unmasked
form priming paradigm, the prime is not masked and is
displayed for a longer duration (sometimes in a separate
study phase), allowing the prime to be identified.

Short-term repetition priming occurs in the masked
form priming paradigm when the prime and target are
not perceived as distinct events (Humphreys et al., 1988;
Humphreys et al., 1987). Subjects may detect the facili­
tation caused by the prime, but because the prime and
target merge into a single event, they attribute the facil­
itation to some other source (Jacoby & Whitehouse,
1989). This type of priming disappears if more than a
few items intervene between the prime and target
(Forster & Davis, 1984).

In contrast, the type of repetition priming that occurs
when the prime and target are experienced as separate
events can be extraordinarily persistent. Using the per­
ceptual identification task, significant priming has been
observed after delays of 1 day (Jacoby & Dallas, 1981)
and 4 days (Jacoby, 1983a). In addition, lexical decision
priming has been found following a 2-day delay (Scar­
borough et al., 1977). More dramatically, faster reread­
ing times for geometrically transformed text have been
obtained after retention intervals ranging from a week
(Masson, 1984) to a month (Kolers & Ostry, 1974) to
over a year (Kolers, 1976).

Ultimately, a successful theory ofword identification
must be able to explain both short-term and long-term
repetition priming effects. Theories that attribute repeti­
tion priming to a temporary increase in the accessibility
of a word's abstract lexical representation handle short­
term effects more readily than long-term effects. For ex­
ample, according to Morton's logogen model (Clarke &
Morton, 1983; Jackson & Morton, 1984; Morton, 1979),
the visual presentation of a word results in the lowering
of the threshold of the word's visual input logogen. If a
second visual presentation of the word occurs before the
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logogen's threshold returns to normal, it will be ex­
ceeded more rapidly, producing repetition priming. As
another example, McClelland and Rumelhart's (1981)
interactive activation model accounts for repetition
priming by assuming that units lose their activation
gradually. Thus, repetition priming occurs if the activa­
tion ofa word unit has not yet returned to its resting level
by the time the word is repeated. A third example is Taft
and Forster's (1976) lexical search model, in which the
lexicon is ordered by frequency and recency; hence, re­
cently presented words are located more rapidly.

In all of these models, the increase in accessibility
that produces repetition priming is assumed to be fairly
short lived-on the order of seconds or (at most) min­
utes. There are two reasons why the models make this
assumption, both of them consequences of the large
number of words that a person sees each day. First, if
lexical units could remain highly accessible for long pe­
riods oftime, the number ofprimed units would soon be­
come implausibly large. For example, if logogen thresh­
olds could be lowered for as long as a day, hundreds or
thousands of logogens would be primed at any given
time. Consequently, theorists who attribute priming to
abstract representations must assume that this enhanced
accessibility is fleeting.

Second, in models that posit competition among lex­
ical units, words encountered between the first and the
second presentation of a target word make it impossible
for a single presentation to have a lasting impact on per­
formance. In the lexical search model, for example, the
intervening words would push the target farther back in
the queue. Similarly, in the interactive activation model,
the activation of the word-level unit for the target would
soon be wiped out by inhibition from other word units
(see Rueckl, 1990, for a very similar argument).

Thus, although theories that attribute priming to ab­
stract representations can handle short-term repetition
priming effects, long-term effects seem to require the
positing of additional mechanisms. This seems to rule
out a pure abstractionist account. The obvious alter­
natives are weakly abstractionist and weakly episodic
theories that attribute short-term priming to lexical rep­
resentations and long-term priming to episodes. Never­
theless, a pure episodic account may be viable. At first,
one might expect that pure episodic models will fare no
better than pure abstractionist models, because they too
must explain why representations of a given type have
short-lived effects in some cases and have long-lived ef­
fects in others. However, one of the basic findings that
episodic models must explain is that forgetting rates
vary depending on how memory is measured. Conse­
quently, episodic theorists must solve this more general
problem anyway. To the extent that they succeed, they
may also be able to account for short- and long-term ef­
fects on word identification tasks.

Still, other potential problems remain. For example, in
distributed memory models, the ability to recover an
episode can be severely disrupted by a relatively small
number of subsequent episodes. This phenomenon,

known as catastrophic interference, occurs because the
connection weights are modified as each new episode is
experienced, eventually causing the earlier episode to be
"unlearned" (McCloskey & Cohen, 1989; Ratcliff,
1990). The fact that interference occurs does not pose a
problem for the distributed models, but the fact that it
occurs so quickly is a problem. Models in which epi­
sodes are represented separately (e.g., Logan, 1988) may
have more success, but they will need to specify how an
appropriate episode is located amongst the requisite
huge number of episodes.

In summary, the evidence suggests that there are two
kinds of repetition priming effects with differing Iife­
spans. The short-term effect found in the masked priming
paradigm is consistent with the idea that abstract lexical
representations remain in a state of heightened accessi­
bility for a brief time, but the long-term effect found in
other paradigms seems to require a different kind of ex­
planation, thereby ruling out the pure abstractionist ap­
proach. The obvious solution is to attribute long-lived
priming (and perhaps short-lived priming as well) to
episodic representations. As successful alternatives to
the pure abstractionist approach are developed, they will
need to address additional issues raised by the use of
episodes. These issues include specifying how different
tasks produce varying rates of forgetting for the same
episodes, specifying how an appropriate episode is re­
trieved from among a very large number of episodes,
and, in distributed models, solving the catastrophic in­
terference problem (see Lewandowsky, 1991).

The Influence ofDetails ofPrior Occurrences
When seeking to determine whether a task taps gen­

eral or specific information, the following logic is often
used: If the task relies on generalizations, then perfor­
mance should not be affected when the stimuli vary in
the aspects that have been generalized over. On the other
hand, if the task relies on specific instances (i.e., exem­
plars or episodes), such variations should make a differ­
ence. For example, Brooks (1978) and Medin (e.g.,
Medin et a\., 1982; Medin & Schaffer, 1978) have shown
that classification performance is influenced by the sim­
ilarity of the test stimuli to individual exemplars seen
during learning, and Ross (1987) has demonstrated that
subjects are better able to use a provided formula to
solve a word problem if the current problem has the
same story line and object correspondences as an earlier
problem that was solved using the same formula. This
logic has also been used to ascertain whether word iden­
tification occurs through the use of general or specific
information.

Thus, theories in which repetition priming is mediated
by episodes predict significantly greater facilitation
when the details of a prior occurrence are repeated,
whereas theories in which priming is mediated by ab­
stract representations predict a null result. Episodic the­
orists therefore have an advantage over abstractionists,
because findings that conform to their competitors' pre­
dictions can be blamed on lack of sensitivity or power.



ABSTRACTIONIST VERSUS EPISODIC THEORIES 343

This is unavoidable. However, it is worth noting whether
the nonsignificant effects show a consistent pattern.
That is, if repeating the original details truly has no im­
pact on performance, then small, nonsignificant differ­
ences in favor of changed details should occur about as
often as small, nonsignificant differences in favor ofre­
peated details. On the other hand, if lack ofsensitivity or
power is preventing the detection of a genuine effect,
then nonsignificant differences in favor of repeated de­
tails should dominate.

Surface Form
In visual word identification studies, variations in sur­

face features, such as type case, type font, handwriting,
and type orientation, have been employed to detect the use
of episodes; in auditory studies, the speaker's voice has
been varied. Nearly all of these experiments have mea­
sured long-term repetition priming. If word identifica­
tion involves the use of specific episodes, then greater
facilitation should be found when the surface features
present at the item's first occurrence are repeated on its
second occurrence; if abstract representations are in­
volved, then the same amount of facilitation should
occur regardless ofwhether surface features are repeated.

Many repetition priming experiments have varied lan­
guage (e.g., Spanish vs. English), format (pictures vs.
words), modality (e.g., visual vs. auditory), and wording
(verbatim repetitions vs. paraphrases). However, these
studies do not bear directly on the issue at hand, because
abstractionists (e.g., Morton, 1979) have contended that
separate representations are needed for different lan­
guages, for pictures and words, and for spoken and writ­
ten words. Similar arguments have been made for such
languages as Serbo-Croatian that can be written in two
alphabets. For example, Lukatela, Turvey, Feldman,
Carello, and Katz (1989) have proposed an abstraction­
ist model in which separate letter units are used to iden­
tify Serbo-Croatian words written in Roman script and
Cyrillic script. Moreover, because paraphrases and ver­
batim repetitions of text contain different words, both
abstraction-based and episode-based theories of word
identification would predict an advantage for verbatim
repetitions. Therefore, the present review is limited to
those studies that have manipulated the perceptual char­
acteristics of single-modality stimuli from a single lan­
guage with a single alphabet. Unless otherwise stated,
all studies examined long-term repetition priming­
priming that lasts for more than just a few seconds.

Geometrically transformed typography. One ofthe
earliest proposals that highly specific episodic repre­
sentations might be used in reading came from Kolers
and Ostry (1974). In their experiments, subjects read
aloud sentences that were either normally oriented or
inverted (rotated 1800 on the x-axis; see Figure I). After
retention intervals ranging from 3 min to 32 days, they
were given the previously seen sentences along with new
sentences and were asked to read the sentences aloud be­
fore making a recognition judgment. Halfofthe old sen­
tences were printed in their original orientation, and half

were printed in the alternative orientation. The data most
relevant for the present purposes are the rereading times
for old sentences that were inverted at test; the rereading
times for sentences that were normally oriented at test
varied little and were not analyzed. At the three shortest
delays (3 min, 1 day,and 2 days), sentences that were in­
verted on both occasions were reread significantly faster
than were sentences that were originally seen in normal
orientation. These results led Kolers and Ostry to sug­
gest that a record of the specific pattern-analyzing oper­
ations used to read a sentence is retrieved and used when
the sentence is repeated. Consistent with this hypothesis,
three experiments reported by Kolers (1975) also found
greater savings for sentences that were inverted at both
readings. Similarly, Masson (1984) found an advantage
for mirror-image sentences (see Figure 1) that had orig­
inally appeared in mirror-image type over sentences that
had originally appeared in normally oriented type. More
recently, Craik and Gemar (as cited in Craik, 1991) also
obtained results that favor the use of episodes.

Other findings, however, suggest that abstract repre­
sentations mediate priming. Horton (1985) presented
sentences in inverted or mirror-image type and varied
whether they were repeated in the same transformed ty­
pography or in the other transformed typography. Con­
trary to the episodic view, none of the four experiments
yielded a statistically reliable advantage for sentences
repeated in their original transformed typography over
those repeated in a different typography. Similarly,
Tardif and Craik (1989) found that old passages that
appeared in their original typographies were not reread
significantly faster than were old passages that appeared
in a different old typography. Furthermore, a second ex­
periment found that although old passages were read
faster ifpresented in their original typography, new pas­
sages were also read faster if presented in the old ty­
pography, and the size ofthe effect was the same for old
and new passages. That is, the benefit of using the ty­
pography that had been seen in the study phase was the
same for old and new passages, indicating that subjects

Nonnal geometrically transformed text

Inverted dsollJs.j::LTC9rrA .j::L9IJ2{O:LIIJSq .j:6X.j:

Mirror-image :txs:t bSm:tO:t2IIS::J::t yllsoi::J::tsJDost1

Upside-down ~xa~ pam.:ro~sue.:r~ AIIeOI.I~amoa.6

Backwards t1soJDs:t::J:ioslly :t::J:SII2:tO:IJDSb .tsx.t

Spelled yllacirtemoeg demrofsnart txet
backwards

Figure 1. Examples of geometrically transformed text.
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had acquired some general skills needed to read the old
typography.

Abstractionist accounts also gain support from the
findings ofGrafand Ryan (1990), who used the percep­
tual identification task rather than the rereading task. In
Experiment I, subjects saw words printed in normal or
upside-down type (see Figure I), then attempted to iden­
tify old and new words in normal or upside-down type.
The same-type conditions showed slightly more priming
than did the different-type conditions, but the differ­
ences were not statistically reliable.

Some studies have not produced clear support for ei­
ther view. For example, Grafand Levy (1984) found that
inverted passages were reread faster if they had also
been inverted on the first reading than if they had been
normally oriented on the first reading, but only if three
other passages intervened between the first and second
readings. Later, Graf and Ryan (1990) obtained a reli­
able same-type advantage for backwards type (see Fig­
ure I) but not for upside-down type.

Thus, transformed-text research has yielded what ap­
pears to be a mass of conflicting evidence. Fortunately,
the conflict can be resolved by taking into account the
fact that skill at reading one transformed typography
transfers in varying degrees to the reading of other
transformed typographies. After training subjects to
read a particular typography, Kolers and Perkins (1975)
gave them new passages in seven transformed typogra­
phies, including the one on which they had been trained.
The amount of transfer between typographies relative to
the amount of transfer within a typography was com­
puted to obtain a measure of training potency. 3

Interestingly, they found that transfer between two ty­
pographies was frequently asymmetric. For example,
subjects trained on inverted type showed 95% transfer to
new passages in mirror-image type, but subjects trained
on mirror-image type showed only 28% transfer to new
passages in inverted type. For the present debate, the
crucial point is that the size ofa same-font advantage is
necessarily constrained by the amount of transfer from
one typography to another. Therefore, if the typogra­
phies used in a particular experiment have high training
potencies in one or both directions, it will be difficult to
detect a same-font advantage.

High training potencies may have affected the out­
comes of the studies that appeared to support the use of
abstract representations. For example, a high degree of
transfer from inverted to mirror-image type may have
made it more difficult for Horton (1985) to detect an ad­
vantage for text presented twice in mirror-image type.
On the other hand, because training on mirror-image
type does not transfer well to inverted type, it should
have been relatively easy to find an advantage for text
presented twice in inverted type. Consistent with this ar­
gument, the effect of repeating the original typography
appears to be larger for inverted sentences in three of
Horton's four experiments. The training-potency hy­
pothesis may also explain why Tardif and Craik (1989)

found no same-font advantage and why Graf and Ryan
(1990) obtained it for one font but not another."

Recognizing that high training potencies could be a
problem, Craik and Gemar (cited in Craik, 1991) chose
typographies that had shown only 44% and 52% trans­
fer to each other in the Kolers and Perkins (1975) study.
In the first session, subjects read paragraphs in each ofthe
transformed typographies. A week later, they returned
and read both old and new paragraphs. As predicted by
episodic accounts, old paragraphs repeated in their orig­
inal typography were reread significantly faster than
were those repeated in a different old typography. Craik
and Gemar therefore concluded that reading involves the
use of records of specific pattern-analyzing operations,
just as Kolers (\975; Kolers & Ostry, 1974) originally
suggested.

Thus, although the results of the transformed typog­
raphy experiments have been somewhat mixed, on bal­
ance they favor the view that repetition priming is medi­
ated by specific episodes. It is worth pointing out that,
in most of the experiments in which the key effect was
not statistically reliable, there was a small difference in
the direction predicted by the episodic view. Moreover,
in some studies, substantial cross-typography transfer
may have hindered the detection of a same-typography
advantage. '

Alternating type case. Rather than displaying all of
a word's letters in one case, Brooks (1978) alternated
cases within a word (e.g., LiNdA). Subjects searched
through word lists to determine the number of first
names or place names, and they were trained until they
searched alternating-case lists as rapidly as they searched
lowercase lists. Then, the subjects were given additional
lists that contained the same words as the lists they had
seen before but were printed in the complementary case
pattern (e.g., lInDa). Changing the case pattern caused
the reappearance ofthe initial advantage for lists printed
entirely in lowercase type, suggesting that transfer was
mediated by memory for specific visual patterns. Un­
fortunately, Brooks did not test a condition in which the
same case pattern was repeated; this condition would
have been useful for comparison purposes.

Masson (1986, Experiment 2), however, did include a
same-case condition and found support for the episodic
view. In addition to varying case pattern, Masson also
reversed each letter (preserving the order of the letters
within a word). At test, word triplets repeated in their
original case pattern were reread faster than were triplets
repeated in the complementary pattern. This effect was
replicated in a third experiment. Thus, the results of the
alternating-case experiments indicate that episodic rep­
resentations mediate repetition priming.

Carr, Brown, and Charalambous (1989) argued that
because text printed in transformed type or alternating
cases is rarely encountered in "real life," experiments
that employ these manipulations may not tell us much
about how people normally read. In contrast, variations
in type font, handwriting, and nonalternating type case
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are experienced daily and, hence, should not demand
unusual processing. Experiments in which these more
commonplace variations were used will be reviewed
next. The predictions are the same as before: If abstract
representations are used to identify words, changes in
surface form should have no effect; if episodes are used,
there should be more repetition priming when surface
form is held constant. However, because the manipula­
tions are less drastic than before, the key effect (if pre­
sent) is likely to be even smaller and harder to detect.

Nonalternating type case. A number of researchers
have varied whether words appear in uppercase letters or
in lowercase letters at study and at test. An early series
of lexical decision experiments conducted by Scarbor­
ough et al. (1977) produced mixed results for long-term
repetition priming. Although they found no effect of
case change in two of their experiments, another re­
vealed a small advantage for the same-case condition.
Scarborough et al. (1977) concluded that case change
has "a very weak effect at best compared with the repe­
tition effect itself" (p. 9). Nevertheless, they also com­
mented that their findings could be explained by either
the logogen model or a model in which multiple repre-
sentations of words are stored. .

Feustel, Shiffrin, and Salasoo (1983) used two other
tasks in addition to perceptual identification and found
no reliable effects ofcase change on long-term priming.
(The task that Feustel et al. referred to as discrete thresh­
old identification is the same as the traditional percep­
tual identification task.) In the continuous threshold
identification (CTI) task, target-mask sequences were
repeated in rapid succession, with the target duration be­
coming increasingly longer and the mask duration be­
coming increasingly shorter. When the display termi­
nated, the subject attempted to identify the word. The
continuous threshold latency identification (CTLI) task
resembled the CTl task except that the subject termi­
nated the display as soon as he or she could identify the
word, and the primary dependent measure was RT rather
than proportion correct. In an experiment that employed
the perceptual identification and C'I'I tasks, Feustel et al.
found only a slight, nonsignificant decrease in perfor­
mance when type case was shifted between the third and
fourth presentations.P A similar outcome was obtained
in an experiment that used the CTLI task and included a
control condition in which words were repeated in the
same case on all four presentations. These results are
consistent with the use of abstract representations; nev­
ertheless, because both words and nonwords showed
priming, Feustel et al. concluded that episodic represen­
tations must playa role.

Other perceptual identification experiments have
yielded mixed results. Jacoby and Witherspoon (1982)
and Jacoby and Hayman (1987) found greater long-term
repetition priming for words studied and tested in low­
ercase letters than for words studied in uppercase and
tested in lowercase letters, but Levy and Kirsner (1989)
did not. Jacoby and Hayman also tested words in upper­
case letters and found no effect of case change. Simi-

larly, no case effect occurred in Levy and Kirsner's sec­
ond and third experiments, which used reading time as
the dependent measure. These results support the claim
that abstract representations mediate priming. (Never­
theless, Levy and Kirsner opted for an episodic view be­
cause of an effect of encoding context obtained in the
first experiment; this finding is discussed in the Epi­
sodic Context section.)

Using a different task, Woltz (1990) did find an effect
of case on long-term priming. In his experiment, sub­
jects judged whether a pair ofwords were alike or differ­
ent in meaning. For example, a positive response would
be made to moist damp and a negative response would be
made to moist blue. Although case did not affect accu­
racy, subjects responded faster to pairs repeated in their
original case than to pairs whose case was changed.

Finally, masked form-priming. experiments consis­
tently show short-term repetition priming despite the
fact that the prime and target are presented in different
cases (Forster & Davis, 1984; Humphreys et al., 1988;
Humphreys et aI., 1987; Rajaram & Neely, 1992). More­
over, Humphreys et al. (1988) found no correlation be­
tween the magnitude of short- or long-term priming and
the amount of visual feature overlap between uppercase
and lowercase items. Apparently, no one has directly
compared changed-case items to same-case items in this
paradigm to determine whether same-case items show
more priming.

In summary, as predicted by the abstractionist ap­
proach, many of the experiments in which type case has
been manipulated found no reliable effect ofcase change
on long-term repetition priming. However, in nearly all
of these experiments, there was a slight advantage for
items repeated in the same case. The crucial comparison
between same-case and different-case items has not been
made in the short-term masked form-priming paradigm.
Thus, the results ofthe type case experiments do not pro­
vide unequivocal support for either view.

Handwriting. Several experiments have varied
whether words are typed or handwritten at study, with
typed text used at test. Consistent with an abstractionist
account, Clarke and Morton (1983) found no difference
between the tachistoscopic thresholds obtained for typed
words that had been studied in typed form and for typed
words that had been studied in handwritten form.

Likewise, Levy and Kirsner (1989) found essentially
the same amount of perceptual identification priming
for words studied in handwritten form and tested in low­
ercase elite type as for words that appeared in lowercase
elite type on both occasions. Similar results were ob­
tained when subjects' rereading times for typed passages
were measured: Although there were small differences
in the direction predicted by episodic theories, they were
not statistically reliable.

Using reading time as the dependent measure, Carr
et al. (1989) also varied whether a passage appeared in
type or handwriting on its first and second readings. In
addition, they varied whether the passages were coher­
ent or scrambled. After consistently failing to find a



346 TENPENNY

same-form advantage, Carr et al. concluded that abstract
lexical representations are used for reading. However, a
subsequent experiment using the naming and lexical de­
cision tasks led Brown and Carr (1993; Carr & Brown,
1990) to reject a pure abstractionist view. Words that
were handwritten on both presentations showed more
repetition priming than did words that were originally
typed and were later handwritten; there was no effect of
surface form for words that were typed on their second
presentation. To explain these results, Brown and Carr
proposed that specific occurrences of a word are re­
trieved if it appears in an unusual font or handwriting,
but a visual prototype is activated if the word appears in
a familiar font or handwriting. This hybrid account will
be discussed in more detail later.

Using a "name and then decide" task, Manso de Zu­
niga, Humphreys, and Evett (1991) obtained similar re­
sults. Two items were sequentially presented on each
trial. Subjects pronounced the first item, which was al­
ways a word, and made a lexical decision to the second
item. The critical words were always pronounced on
their initial presentation. On a word's second presenta­
tion, it appeared as a lexical decision item either in the
same trial as the initial presentation (immediate condi­
tion) or after 15 intervening items (lagged condition).
There was a same-handwriting advantage in the imme­
diate condition, but there was no effect ofrepeating sur­
face form in the lagged condition.

In summary, when words are typed on their second oc­
currence, it appears not to matter whether they were hand­
written or typed on their first occurrence. Experiments
in which words were handwritten at test have obtained
mixed results. On balance, the results ofthe handwriting
experiments are more consistent with the claim that ab­
stract lexical representations are used to identify words.

Type font. Levy (1983) gave subjects error-free pas­
sages printed in elite or script type. After each passage
had been read four times, the subjects were asked to
proofread error-filled versions printed in elite type. As
predicted by the episodic approach, subjects who had
originally read the passages in elite type detected more
errors than did subjects who had originally read the pas­
sages in script type.

In contrast, Graf and Levy (1984) found no effect of
type font on rereading time. Inverted passages repeated
in their original font were reread slightly faster than were
inverted passages repeated in a different font, but the ef­
fect was not reliable. Similarly, Levy, Newell, Snyder,
and Timmins (1986) found no effect of font on proof­
reading time or accuracy. In the same-font condition,
subjects proofread a passage four times in a row and the
passage alwaysappeared in the same font. In the different­
font condition, the passage appeared in a different font
for each presentation. As predicted by the abstractionist
view, the same- and different-font passages were proof­
read at the same speed and with the same accuracy. Like­
wise, Levy and Kirsner (1989) found no effect of type
font on rereading times for text passages. Subjects in
their second experiment initially read passages in lower-

case elite or script type, then reread them in lowercase
elite type. The amount of priming in the lowercase elite
and script conditions was nearly identical.

Jacoby and Hayman (1987) obtained mixed results
when they simultaneously varied case and font. In this
experiment, priming was greater for low-frequency
words studied in the standard lowercase font used at test
than for low-frequency words studied in a large, de­
graded, uppercase font. There was no effect of font for
high-frequency words, perhaps because the amount of
priming for these words was relatively small.

Clearer evidence for the use ofepisodes was obtained
in an unpublished experiment conducted by Standen,
Kirsner, and Dunn (described in Kirsner, Dunn, &
Standen, 1987). Subjects saw the words first in a lexical
decision task and again in a perceptual identification
task. Several type fonts that varied in their similarity to
each other were used. The results showed that transfer
increased with the similarity of the fonts used for the
first and second presentations.

Graf and Ryan (1990, Experiment 3) used two unfa­
miliar fonts, Applesoft Shadowand Pudgy, and asked
subjects to rate the readability or pleasantness of the
study words. On a later perceptual identification test, the
words appeared in their original font or in a different
font. Consistent with the episodic view, subjects who
had rated readability showed more priming for words
that were repeated in their original font. However, this
pattern of results did not occur in the group that had
rated pleasantness at study. Graf and Ryan suggested
that the readability group encoded more information
about the perceptual details of the words at study,
whereas the pleasantness group encoded more informa­
tion about the meanings ofthe words. Because the mem­
ory representations of the readability subjects empha­
sized perceptual information, they showed a same-font
advantage; because the memory representations of the
pleasantness group emphasized a different kind of in­
formation, they could not show as much perceptual
specificity. Clearly, Graf and Ryan interpreted their
findings as evidence that episodes are used in reading.

Jacoby, Levy, and Steinbach (1992) also found an ad­
vantage for items repeated in their original font. Unlike
Graf and Ryan (1990), however, Jacoby et al.'s results
suggest that the same-font effect is more likely to occur
when subjects process text for its meaning. In Experi­
ment 1, questions were displayed in elite type on a com­
puter screen, typed in a script font on cards, or presented
auditorily on a tape recorder. Half of the subjects read
aloud the visually presented questions and repeated back
the taped questions; the other half read or listened
silently and answered the question. (An example ques­
tion is, What bird looks dressed in a tuxedo?) In the sec­
ond phase of the experiment, the questions always ap­
peared in elite type on the computer screen, and subjects
either reread the questions aloud or reread the questions
silently and reanswered them aloud. In the reading-aloud
condition, the standard rereading time measure was
used. In the question-answering condition, the experi-
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menters recorded the time that elapsed between the ap­
pearance of the question on the screen and the initiation
of the subject's answer. Reading-aloud subjects showed
the same amount of repetition priming for all repeated
questions, regardless of how the questions were origi­
nally presented. Incontrast, the question-answering sub­
jects showed more repetition priming for sentences orig­
inally presented in elite type than for sentences first
presented in another form. The question-answering re­
sults were replicated in subsequent experiments that var­
ied the delay between study and test (Experiment 2) and
the proportion ofoverlap between the study and test lists
(Experiment 3). Because delay and overlap had no effect
on the amount of repetition priming that occurred, Ja­
coby et al. concluded that the key effect was not due to
the intentional use of memory for previously presented
items. Instead, they proposed that changes in surface
form are more likely to influence performance when text
is processed for its meaning, so that word identification
occurs automatically through the retrieval of similar
prior episodes.

Both Graf and Ryan (1990) and Jacoby et al. (1992)
found evidence favoring an episode-based approach.
Nevertheless, their findings appear to be in conflict with
respect to whether perceptual specificity is more or less
likely to be observed when subjects process text for its
meaning. On one hand, Graf and Ryan's results suggest
that variations in surface form have a greater impact if
perceptual processing is emphasized; on the other hand,
Jacoby et al.'s results suggest that such variations have a
greater impact if processing of meaning is emphasized.
How can these conflicting findings be explained?

A comparison of the methodologies employed by
Grafand Ryan (1990) and by Jacoby et al. (1992) reveals
a number ofdifferences. First, Grafand Ryan used indi­
vidual words in their experiments, whereas Jacoby et al.
used sentences (mostly in question form). Second, Graf
and Ryan manipulated study processing by having sub­
jects rate words for readability or for pleasantness; Ja­
coby et al. manipulated study processing by having sub­
jects read the questions aloud or read them silently and
answer them aloud. Third, Graf and Ryan used the per­
ceptual identification task, but Jacoby et al. used reread­
ing time and reanswering time. Fourth, Graf and Ryan's
subjects never performed the same task with the items at
study and at test, whereas Jacoby et al.'s subjects always
performed the same task on both occasions. Finally, as
Jacoby et al. acknowledged, their reanswering time mea­
sure included the time needed to find an answer, not just
the time needed to read the question. Further research is
needed to determine which (if any) of these methodo­
logical differences is responsible for the conflicting
results.

Levy, DiPersio, and Hollingshead (1992) reported
several experiments in which changes in type font influ­
enced proofreading performance. In their first experi­
ment, subjects proofread a passage three times in a row
(with different misspellings each time). Then, on the
fourth trial, the experimenters changed the font in which

the passage was typed (typescript condition), inserted
additional spaces between some of the words (spacing
condition), or repeated the passage in the same form
(constant condition). As predicted by the episodic ap­
proach, proofreading times for the fourth presentation
were significantly slower in the typescript and spacing
conditions than in the constant condition, and accuracy
also declined in the typescript condition. The effect on
proofreading time was replicated in a second experiment
in which the type font was changed for only 10 of the
350 words in the passage. Moreover, Levy et al. also
showed that there was no difference in proofreading time
for the constant and changed passages if subjects were
proofreading them for the first time. This finding is cru­
cial, because it shows that the slowdown was not due to
the use of two different fonts within a single passage; in­
stead, it was due to the discrepancy between the visual
appearance of the current version of the passage and the
visual information represented in memory.

In another experiment, Levy et al. (1992) used a
clever technique to pinpoint the location of the slow­
down. The procedure was the same as that used before,
except that the errors were strategically placed and the
subjects used a special pen to mark the errors that they
detected while proofreading. Each time an error was
marked, the pen signaled a computer to record the time
that had elapsed since the previous mark, thus creating a
series of intervals containing approximately the same
number of words. On the final presentation of the pas­
sage, one word in the middle of an interval appeared in
a different font. Changing the font of a single word
slowed proofreading times both for the interval contain­
ing the critical word and for the following interval. This
finding clearly shows that the slowdown in reading time
occurs at the location of the font change.

Brown and Carr (1993) argued strongly against the
pure episodic view because of their finding that when
typical-looking type fonts are used in a naming or lexi­
cal decision task, changing fonts between the first and
second presentations ofa word has no effect. According
to Brown and Carr, repeated exposure to words in ordi­
nary type fonts results in the formation of visual proto­
types. When a word appears in a typical font or hand­
writing, it is likely to retrieve the prototype rather than a
record of a specific prior encounter with that word;
hence, no same-font advantage will be observed. How­
ever, when a word appears in an unusual font or hand­
writing for which no visual prototypes exist, a specific
episode containing a similar-looking stimulus will be
retrieved.

Yet Brown and Carr's results are also consistent with
a pure episodic model analogous to Medin and Schaf­
fer's (1978) context model ofcategorization. That is, be­
cause one encounters many instances of words in typi­
cal-looking type, many highly similar episodes would be
available to aid identification ofa typical-looking word.
Incontrast, an unusual-looking handwritten word would
normally bear only a modest resemblance to a few
episodes; hence, repeating that word in its original sur-
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face form would considerably enhance its identification.
Note that this pure episodic account is also consistent
with the tendency to find larger surface form effects for
low-frequency words than for high-frequency words (Ja­
coby & Hayman, 1987).

In summary, consistent with the view that episodes
are used to identify words, most type font experiments
have found better performance when items were re­
peated in their original font. An important issue that re­
mains unresolved concerns the conditions under which
font effects are most likely to be found.

Auditory testing with voice variations. Morton
(1979) conducted an auditory experiment analogous to
the visual experiments discussed above. In the training
phase, half of the subjects heard words spoken in a fe­
male voice and half heard them spoken in a male voice.
At test, the words were spoken in a female voice against
background noise and the subjects were asked to iden­
tify them. The dependent measure was proportion cor­
rect. Although the same-voice group showed slightly
more priming than did the different-voice group, this
difference was not statistically significant. A subsequent
experiment by Jackson and Morton (1984) found no hint
of voice-specific priming. Similarly, Schacter and
Church (1992) found only a small, nonsignificant voice
effect in two experiments that employed the auditory
identification task. (Schacter and Church did obtain a
same-voice advantage when they used a noise-free audi­
tory stem completion task.)

However, subsequent research by Church and Schac­
ter (1994) using a noise- free auditory identification task
did find greater priming for words repeated in the same
voice. Moreover, they also found effects ofchanging in­
tonation and fundamental frequency within a voice.
Changes in amplitude had no effect. Church and Schac­
ter concluded that auditory repetition priming is pro­
duced by two presemantic subsystems, one that contains
abstract phonological information and one that contains
voice-specific acoustic information, such as fundamen­
tal frequency.

Summary ofsurface feature evidence. One hypoth­
esis is that words are identified through the use of ab­
stract representations that do not preserve the perceptual
details ofa particular occurrence ofa word. Hence, vari­
ations in surface features, such as type case and type font,
should not influence repetition priming. An alternative
hypothesis is that words are identified by retrieving rep­
resentations ofspecific prior occurrences. Because these
specific representations include information about sur­
face features, retrieval of a particular representation is
more likely ifthe surface feature information that it con­
tains matches that of the current stimulus. Therefore,
the episodic approach predicts more repetition priming
when surface features are kept the same from one oc­
currence to the next.

The effect of surface features on short-term repetition
priming remains to be explored, but the effect on long­
term priming is fairly clear: Consistent with the use of
episodes, most experiments in which surface features

were varied have found more long-term priming when
the same surface features were present at study and test.
The studies that did not yield a statistically reliable ef­
fect frequently found a small same-form advantage.

Episodic Context
A number of experiments have investigated the effect

ofchanges in episodic context on the magnitude oflong­
term repetition priming. For example, some researchers
have varied whether words that were paired at study are
tested with their original pairmate or with a different
word. In accordance with the encoding specificity prin­
ciple (Tulving & Thomson, 1973), episodic accounts pre­
dict that priming will be greater when the context pre­
sent at study is reinstated at test because the reinstated
context provides a more effective retrieval cue for the
study episode. Presumably, any aspect of the reinstated
context could trigger retrieval ofthe episode. That is, re­
trieval could occur because ofa match between the per­
ceptual characteristics of the test context and those of
the study episode, or it could occur because of a match
between the semantic processing induced by the test
context and that performed during the study episode.
Abstractionist accounts, on the other hand, predict no
effect ofthe match between study and test contexts. (I do
not mean to imply that abstractionist theories predict no
effect ofepisodic context on any task, only that they pre­
dict no effect on word identification tasks. Episodic con­
text effects on explicit memory performance would be
attributed to the use of representations other than ab­
stract lexical representations.)

Effect of encoding context on targets tested in
pairs. After Tulving (1972) proposed the semantic/
episodic distinction, several researchers sought to test it
by determining whether a word's context at study influ­
enced later performance on that word in a semantic task.
Subjects in these experiments studied pairs of words,
then performed a lexical decision task that included the
studied words. The critical manipulation concerned
whether a studied target was again paired with its origi­
nal context word (intact condition) or was paired with a
different context word (broken condition). It was hy­
pothesized that if semantic memory and episodic mem­
ory were functionally distinct, the match between con­
text at study and context at test should not influence
lexical decision performance. That is, there should be no
pair-specific priming for lexical decisions.

These lexical decision experiments are relevant to the
episodic/abstractionistdebate because the episode­
based view predicts more repetition priming for intact
pairs than for broken pairs, whereas the abstraction­
based view predicts no difference. In fact, more recent
experiments involving repeated prime-target pairs have
focused on the episodic/abstractionist debate rather than
on the semantic/episodic debate. Unfortunately, the re­
sults have been far from clear: Although some exper­
iments (Durgunoglu & Neely, 1987; Goshen-Gottstein
& Moscovitch, in press; Masson & Freedman, 1990;
McKoon & Ratcliff, 1979, 1986) have found an advan-
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tage for intact pairs, most others have not (Carroll &
Kirsner, 1982; Durguno@u& Neely, 1987; Neely & Dur­
gunoglu, 1985; Smith, MacLeod, Bain, & Hoppe, 1989).
Furthermore, several factors make it difficult to inter­
pret the findings from these studies.

First, because so many variables must be counterbal­
anced, researchers have been forced to either tolerate
confounds or have very few items per condition. Be­
sides varying whether pairs are intact or broken, re­
searchers must balance the lexical status of the targets,
the study status of the targets, the study status of the
primes, the semantic relatedness of the prime-target
pairs, the prime-target stimulus onset asynchrony
(SOA), and the number ofSOAs per subject. Confounds
have been present in most experiments. For example, in
several of McKoon and Ratcliff's (1979,1986) experi­
ments, and in those of Smith et al. (1989) and Goshen­
Gottstein and Moscovitch (in press), no nonwords ap­
peared in the study list. Consequently, lexical decisions
could be based partly on knowledge ofa test item's study
status. As another example, in Neely and Durgunoglu's
(1985) first experiment, the lexical status of a prime's
target in the study list predicted the lexical status of the
prime's target in the test list. Neely and Durgunoglu
corrected this problem in their second experiment, but,
in doing so, were forced to change other aspects of their
design.

Of course, adding conditions in order to avoid a con­
found usually reduces the number of items that serve in
each condition. Not only does this increase the variabil­
ity in the data, but it may also influence how subjects ap­
proach the task. Specifically, if intact prime-target pairs
comprise only a small proportion of the test trials, or if
studied primes tend not to be followed by their original
targets, then it is not to the subjects' advantage to expect
intact pairs. In most experiments, intact pairs have made
up no more than 10% ofthe test pairs (e.g., 8.3% in Dur­
gunoglu & Neely, 1987; 8.3% in Neely & Durgunoglu,
1985; 10.0% in Smith et aI., 1989). Moreover, the prob­
ability of a studied target, given the presentation of its
original prime, has also tended to be low (e.g., .20 in
Durguno@u& Neely, 1987;.33 and .20 in Neely & Dur­
gunoglu, 1985; .20 in Smith et aI., 1989). Thus, it is pos­
sible that failures to find a pair-specific priming effect
are due, at least in part, to the relative rarity of intact
pairs in the test lists.

There are several cases in which pair-specific priming
occurred despite a small proportion of intact pairs, but
these experiments suffered from confounds. Although
McKoon and Ratcliff (1986) reported reliable pair­
specific priming when the probability of an intact pair
was only 1 in 24 (4.2%), study status was confounded
with lexical status in that experiment. Similarly, Goshen­
Gottstein and Moscovitch (in press), who presented the
prime and target simultaneously, found pair-specific
priming when 16.7% of the pairs were intact, but study
status was again confounded with lexical status. Using
homographs as targets, Masson and Freedman (1990)
found a reliable RT advantage for repeated prime-target

pairs over pairs in which the prime was new but biased
the same meaning; repeated prime-target pairs comprised
fewer than 6% of the trials. However, studied primes
were always followed by their original targets, so that
subjects could have used those primes as retrieval cues
for the targets/'

Another factor that complicates interpretation of the
lexical decision data is that the standard repetition prim­
ing and semantic priming effects were not obtained in
some of the experiments. For example, in Neely and
Durgunoglu's (1985) first experiment, the mean RTs for
studied words preceded by a neutral prime were slightly
longer than the mean RTs for unstudied words preceded
by a neutral prime. Moreover, as the authors themselves
pointed out, no semantic priming was found in either of
their experiments. In subsequent research, Durgunoglu
and Neely (1987) obtained repetition priming effects
ranging from 3 to 60 msec, but again found no evidence
of semantic priming. (Neither Neely & Durgunoglu,
1985, nor Durgunoglu & Neely, 1987, performed any
statistical tests to determine whether significant repeti­
tion priming had occurred.) The absence of these basic
priming effects raises the possibility that some aspect of
the procedure may have interfered with the processes
that normally give rise to priming. On the other hand,
Smith et al. (1989) failed to find pair-specific priming
despite the presence of significant repetition priming.

Finally, another issue concerns what Smith et al.
(1989) have called list-wide priming. Although Smith
et al. found no pair-specific priming in their experi­
ments, they did find that, at an SOA of 250 msec, re­
sponses to intact and broken pairs were faster than re­
sponses to targets preceded by unstudied primes. In
other words, subjects responded faster to old targets if
they were preceded by old primes, regardless ofwhether
the prime and target had been studied together. This list­
wide priming effect, which disappeared when the SOA
was lengthened to 1,000 msec, cannot be explained by
abstractionist theories because they do not provide a way
for the study status of one word to influence the identi­
fication ofanother word. In contrast, an episodic theory
could account for list-wide priming if a studied prime
causes the retrieval of other studied items in addition to
the target with which it was originally studied. If the tar­
get happens to be among the retrieved items, it could be
identified more rapidly. Nevertheless, the absence of
pair-specific priming over and above this list-wide prim­
ing is problematic for episodic theories, because a stud­
ied prime should be more likely to retrieve its original
target than any other studied targets.

For some of the experiments cited here, it is impossi­
ble to determine whether list-wide priming occurred,
because not all of the necessary conditions were run.
However, Carroll and Kirsner (1982) and Neely and
Durgunoglu (1985) did include the key conditions. Al­
though Carroll and Kirsner did not compare statistically
the condition in which one member of a pair was old
with the conditions in which both members were old, the
means suggest that a small list-wide priming effect may
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have occurred. On the other hand, in Neely and Dur­
gunoglu's experiments, responses to studied targets were
7-64 msec slower when they were preceded by studied
primes than when they were preceded by unstudied
primes. Thus, it is not clear whether the list-wide prim­
ing effect is a reliable phenomenon. If it is, it poses prob­
lems for both the pure abstractionist and the pure
episodic approaches.

As in the experiments just described, Toth and Hunt
(1990) varied whether the context word that preceded
the target at test was the same as the one presented at
study. However, Toth and Hunt also varied whether the
target word was displayed at study (read targets) or had
to be generated by the subject (generated targets). In ad­
dition, they used the perceptual identification task rather
than the lexical decision task. Consistent with the
episodic view, generated targets showed significantly
more priming if the original context word was repeated
than if a different context word appeared. A small, non­
significant difference in the same direction was obtained
for read targets.

Unfortunately, studied context words were always fol­
lowed by their original targets, so that subjects could
have used the studied context words as retrieval cues for
their corresponding targets. To address this problem,
Toth and Hunt (1990) ran another experiment that re­
placed the different-context condition with "catch" trials
in which studied context words were followed by un­
studied targets. Toth and Hunt reasoned that because
generation influences cued recall, subjects who treat the
identification task as a cued recall task should retrieve
the original target more often for context words that had
originally appeared in the generate condition than for
those that had originally appeared in the read condition.
Assuming that retrieving the original target interferes
with identification of the current target on catch trials,
interference should occur on catch trials in which the
context word had appeared in the generate condition. In
fact, catch trial performance was equivalent in the read
and generate conditions, leading Toth and Hunt to con­
clude that their previous results could not be attributed
to the use of a cued recall strategy. However, the gener­
ation effect for same-context targets was smaller in the
catch-trial experiment and just missed statistical signif­
icance. Furthermore, Toth and Hunt's analysis of errors
on catch trials revealed that generated targets were pro­
duced more frequently than read targets. Therefore, the
results of this experiment do not clearly rule out a cued­
recall explanation.

Finally, Goshen-Gottstein and Moscovitch (in press)
reported pair-specific priming when subjects were asked
to judge whether the words in a pair were related in
meaning. Responses to intact related pairs were faster
than responses to recombined related pairs, but the re­
verse was true for unrelated pairs. That is, having stud­
ied two unrelated words together made it harder for sub­
jects to reject them as unrelated. These results indicate
that associating two words at study influenced how the
words were processed in the relatedness judgment task.

Effect ofencoding context on targets tested alone.
Another set of studies has focused on how encoding con­
text influences the processing of the target word, which
is later tested alone. In most ofthese experiments, target
words were originally presented alone or in the context
ofa related or unrelated word." Because the test involves
the presentation of single words, episodic accounts pre­
dict more priming for targets that were originally read in
isolation (same context) than for targets that were origi­
nally read in pairs (different context).

In a seminal paper, Jacoby (1983b) reported three ex­
periments in which targets that were preceded at study
by a string ofXs (e.g., xxxxx followed by cold) showed
more perceptual identification priming than did targets
that were preceded at study by an antonym (e.g., hot fol­
lowed by cold). Jacoby interpreted this finding as sup­
port for a processing-oriented episodic account ofrepe­
tition priming. Similar results were reported by Masson
and MacLeod (1992), whose subjects studied targets
alone or with a modifier (e.g., saucer orj1ying saucer).
As expected, targets studied in isolation showed more
priming than did targets studied with a modifier.

In Jacoby's (l983b) fourth experiment, he included
some study trials in which the context word was fol­
lowed by an unrelated word rather than by an antonym.
For example, when shown the context word hot, a sub­
ject would expect to see cold as the target, but down
would be displayed instead. Targets originally seen in
this incongruent-context condition were more likely to
be identified than were targets in the no-context and
congruent-context conditions. In other words, perfor­
mance was actually better in a different-context condi­
tion than in the same-context condition-a result not
readily explained by either a simple episodic view or a
simple abstractionist view.

Toaccount for this finding, Jacoby suggested that per­
ceptual identification relies primarily on data-driven
processing, and that the degree of repetition priming
found in a particular encoding condition depends on the
extent to which it promotes data-driven processing. By
this account, subjects used the context words to predict
the target words, so that less data-driven processing was
needed to identify the targets on congruent trials. On no­
context trials, subjects would not expect a particular tar­
get, so identification would occur primarily through
data-driven processing. On incongruent trials, subjects
would attempt to predict the target, but their predictions
would be incorrect; hence, even more data-driven pro­
cessing would be required. Therefore, targets seen in the
incongruent condition should show more repetition
priming than should targets seen in the no-context con­
dition, which in tum should show more priming than
should targets seen in the congruent condition.

Jacoby's (1983b) explanation is clearly an episodic
one because it claims that repetition priming is influ­
enced by the way in which a word was processed on a
particular occasion. It further suggests that the rein­
statement of context involves more than just the repeti­
tion of context items; in addition, the processing of the
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items must be similar. Unfortunately, this revision of
what is meant by reinstatement ofcontext raises another
problem: Without some independent means of deter­
mining what kind of processing is being done, the the­
ory is not truly falsifiable. Furthermore, the priming ad­
vantage for targets encoded with unrelated context
words apparently does not extend to the lexical decision
task or the naming task (Durgunoglu, 1988).

Weldon(1991, Experiment 4) used yet another method
of investigating the influence of context on perceptual
identification priming. In her experiment, target words
were always tested alone; what varied was whether the
meaning of the target suggested by the context at study
was the same as the meaning likely to be used at test. For
example, the target word black could initially appear in
blackbird (same meaning) or in blackmail (different
meaning). Equal amounts of priming occurred in the
same- and different-meaning conditions.

Although this result appears to be consistent with the
pure abstractionist approach, Weldon (1991) proposed
an episodic account within the transfer-appropriate pro­
cessing framework outlined by Roediger, Weldon, and
Challis (1989). According to this account, the perceptual
identification task relies primarily on perceptual, rather
than conceptual, processes. Hence, when a specific prior
processing episode is retrieved for use in the perceptual
identification task, only the perceptual aspects of that
episode will influence performance. Still, abstractionists
could argue that the lack of a same-meaning advantage
supports their position.

Word triplets. Masson's (1986) subjects read triplets
of words printed in mirror-image alternating case type.
At test, the words appeared either in their original triplets
or in new triplets formed by combining words that had
originally appeared in different triplets. As predicted by
the pure abstractionist view, the rearranged triplets were
reread just as rapidly as the intact triplets. However, other
results led Masson to prefer an episodic account. (See
"Alternating type case" under the Surface Form section.)

The results of Whittlesea and Brooks's (1988) Exper­
iment 7 clearly bolster the episodic approach. During the
training phase, subjects were asked to copy from the
computer screen a phrase or a word presented alone. The
phrases were adjective-adjective-noun triplets (e.g.,
heavy steel box) and noun-verb-adverb triplets (e.g.,
rocksflew fast). At test, phrases and single words were
displayed briefly before being masked, and subjects
were asked to write down each phrase or word that they
saw. A word that was originally seen in a phrase could
appear in the same context, a new context (with two words
not seen during training), a re-paired context (with two
words from different previously seen phrases), or no
context. A word that was originally seen with no context
could appear at test with no context, a new context (with
two words not seen during training), or a re-paired con­
text (with two words from different previously seen
phrases). The dependent measure was the proportion of
target words correctly identified. As predicted by the
episodic view, identification performance was best when

the target item appeared in the same context at training
and at test. Changing a target word's context made iden­
tification more difficult, especially if the context words
had been seen with other targets during the training
phase.

Interestingly, Whittlesea and Brooks's (1988) finding
that identification was more accurate for new-context
targets than for re-paired targets runs counter to Smith
et al.'s (1989) list-wide priming effect. One possible rea­
son for this discrepancy is that Whittleseaand Brooks's
phrases formed a more cohesive unit than did Smith
et al.'s word pairs. Another possibility is that when the
mask prevented Whittlesea and Brooks's subjects from
seeing the target word clearly, they used the context
words to constrain their guessing. Such a strategy would
hurt performance more in the re-paired condition than in
the new-context condition, because when given studied
context words, subjects would be likely to respond with
the target that had originally appeared with those context
words. When given new context words, subjects would
have little reason to expect a particular studied target;
hence, less inhibition would occur. On the other hand, in
Smith et al.'s lexical decision experiments, presentation
of a studied prime may have caused the rapid (within
250 msec) retrieval or activation of several studied
words. Ifthe retrieved set usually included both the orig­
inal target and the current target, then list-wide priming
would occur. Unstudied primes would tend not to re­
trieve list words, so lexical decisions to studied targets
following unstudied primes would take longer. The
question of whether a different studied context causes
facilitation or inhibition relative to a new context de­
serves further investigation, because the results may
constrain models of performance on various tasks.

Sentences. Lewandowsky, Kirsner, and Bainbridge
(1989) asked subjects to perform two blocks of lexical
decision trials, with some of the targets from the first
block repeated in the second block. Each target was pre­
ceded by a sentence that served as a contextual frame for
the target. In their first two experiments, the targets were
homographs (e.g., bank) and the context sentence bi­
ased one of the homograph's meanings. At test, the con­
text sentence could be the same as in the first block
(same-context condition), a different sentence that
biased the same meaning (different-context condition),
or a different sentence that biased a different meaning
(different-meaning condition). Filler trials were in­
cluded so that previously seen context sentences were
not always followed by previously seen targets. Consis­
tent with the use of episodes, no significant repetition
priming occurred in the different-meaning condition.
More importantly, when the dominant meaning ofa tar­
get was biased on its second presentation, subjects
showed more priming for targets in the same-context
condition than for targets in the different-context condi­
tion. On the other hand, the context effect was not reli­
able when the subordinate meaning was biased at test.

In a third experiment, Lewandowsky et al. (1989)
used nonhomographs as targets and compared the effect
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of context on high- and low-frequency words. High­
frequency words showed significantly more repetition
priming when the same context sentence was presented
in both blocks than when different context sentences
were presented, but this effect was not reliable for low­
frequency words. Thus, the results obtained with high­
and low-frequency nonhomographs mirrored those
obtained with the dominant and subordinate meanings
of homographs. Although Lewandowky et al.'s results
could be construed as evidence for the use of episodes,
the authors proposed an abstractionist account in which
each sense of a word has its own lexical representation.

Additional support for the sense-specific account was
obtained by Bainbridge, Lewandowsky, and Kirsner
(1993). In their first experiment, subjects were asked to
make lexical decisions about nonhomographic items
presented as possible sentence completions. Some ofthe
target words had only one or two senses, whereas others
had three or more senses for a single meaning. Targets in
the same-context condition were repeated with their
original sentence frames; targets in the different-context
condition were repeated with a new sentence frame that
either biased the same sense (for few-sense words) or a
different sense (for many-sense words). Bainbridge et al.
found that changing the context reduced repetition prim­
ing only when it also changed the sense of the word.
Similar results were obtained in two subsequent experi­
ments in which the context sentence was always changed
between presentations and what varied was whether the
same sense was biased. The sense-specific activation
theory can also account for Masson and MacLeod's
(1992, Experiment 8) findings. Their subjects read sin­
gle target words or target words embedded in sentences,
then performed a perceptual identification task with sin­
gle words. As predicted by the episodic view, targets
read in isolation showed more priming than did targets
read in sentences. Alternatively, Bainbridge et al. (1993)
suggested that this pattern ofresults is due to the greater
tendency for the same sense of a word to be activated if
it is presented singly both at study and at test; embed­
ding the target in a context at study may reduce priming
if the sense biased by the context differs from that acti­
vated when the target is tested alone.

Text passages. Levy (1983) had subjects read error­
free passages four times, then asked them to proofread
error-containing versions ofthe passages. For one group,
the words in the passages were scrambled during the fa­
miliarization phase; for the other group, the words ap­
peared in their original order. The effect of familiariza­
tion was assessed by comparing the proportion oferrors
detected in familiar and unfamiliar passages during the
1.5-min proofreading period. Consistent with the ab­
stractionist view, the familiarization effect was about the
same in the normal and scrambled groups.

When subjects were allowed to proofread entire pas­
sages so that both proofreading time and accuracy could
be measured, Levy and Begin (1984) again found no ef­
fect of scrambling on accuracy. However, they did find
an effect on proofreading time. In Experiment 1, the pas-

sages always appeared in normal form during the famil­
iarization phase but could appear in either normal or
scrambled form at test. Collapsing across easy and dif­
ficult passages, familiar passages tested in normal form
showed reliable repetition priming, but familiar passages
tested in scrambled form did not. In Experiment 2, pas­
sages could appear in scrambled form during familiar­
ization as well as at test. As predicted by the episodic
view, the familiarization effect was larger for passages
repeated in their original form than for passages re­
peated in a different form.

Using a different type of manipulation, Levy and
Kirsner (1989) also found an effect of context. In their
first experiment, subjects studied single words or read
those same words embedded in a text passage. On a later
perceptual identification task with single words, sub­
jects who had studied single words showed repetition
priming, but subjects who had read text passages did
not. This result led Levy and Kirsner to adopt an epi­
sodic account of repetition priming.

Like Levy (1983) and Levy and Begin (1984), Carr
et al. (1989) manipulated context by presenting coherent
or scrambled text. However, Carr et al. measured reread­
ing time. In their first experiment, coherence on the ini­
tial reading was crossed with coherence on the second
reading. Consistent with an abstractionist account, Carr
et al.'s analyses revealed no effect of context match on
reading times. Nevertheless, inspection of their Figure 1
(Carr et al., 1989, p. 768) suggests that when the second
reading was scrambled, subjects who had originally read
the text in scrambled form reread it faster (i.e., showed
repetition priming), whereas subjects who had originally
read the text in coherent form reread it more slowly.

Using a silent reading task, Levy and Burns (1990)
varied the level at which texts were scrambled on their
first and second readings. In Experiment 1, they scram­
bled the order of the paragraphs in a passage but left
each paragraph and sentence intact; in Experiment 2,
they scrambled the order of sentences in the passage but
left the order of the words in each sentence intact; in Ex­
periment 3, they scrambled the order of the individual
words. Scrambling the order of the paragraphs in a pas­
sage did not affect repetition priming. However, when
the test passage was normal, subjects who had originally
read it in normal form (N-N condition) reread it faster
than did subjects who had originally read scrambled sen­
tences or words (S-N condition). There was little or no
difference between the conditions in which the passage
was scrambled on its second presentation (S-S and N-S
conditions). A fourth experiment that varied word order
and required subjects to read aloud produced similar re­
sults. Twoadditional experiments by Levy, Masson, and
Zoubek (1991) also yielded the same pattern.

The superiority of the N-N condition over the SoN
condition is consistent with the use ofspecific episodes;
yet the equivalence of the S-S and N-S conditions sug­
gests the use of abstract lexical representations. Prefer­
ring an episodic account of repetition priming, Levy and
her colleagues (Levy & Burns, 1990; Levy et aI., 1991)
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proposed that the S-S condition failed to outperform the
N-S condition because subjects read for comprehension,
attempting to make sense of the scrambled text. By this
account, subjects who had initialIy read the text in its
normal form possessed a stable, coherent representation
that later enabled them to interpret the scrambled text in
a meaningful way. In contrast, subjects who had initialIy
read the text in scrambled form were unable to form a
stable representation that could be used to facilitate pro­
cessing later on.

In fact, Whittlesea (1990) has argued that differences
in the way coherent text and scrambled text are pro­
cessed make the coherence manipulation inappropriate
as a manipulation of context. According to Whittlesea,
a more appropriate way to vary context is to use two dif­
ferent scrambled versions of the same text. Using this
method, he found that subjects who read the same
scrambled version of a passage twice showed signifi­
cantly more repetition priming than did subjects who
read two different scrambled versions. This result clearly
supports the hypothesis that specific episodes are used
in reading.

Whittlesea's (1990) point notwithstanding, Carlson,
Alejano, and Carr (1991) employed the coherence ma­
nipulation and found evidence for the use of episodes.
Besides varying whether passages were coherent or
scrambled on their first and second readings, Carlson
et al. also used an instructional manipulation to influ­
ence the linguistic level at which the passages were rep­
resented in memory. To encourage construction of text­
level representations, some subjects were told to read
each passage with the goal ofcomprehending its overalI
meaning; to encourage construction of word-level rep­
resentations, other subjects were told to keep track of
each word in the passage as they read. Furthermore, the
authors hypothesized that repetition priming-and,
hence, an effect of context on priming-would occur
only when the same level ofrepresentation could be used
on both readings. More specificalIy,

Under instructions to read for text-level meaning, repeti­
tion benefit should occur when the text for the second
reading matches the text ofthe first reading in coherence
because the text-level representation serves as the unit for
repetition benefit, and that unit is being repeated. How­
ever, when the first and second readings mismatch in co­
herence, the text-level representation is not being re­
peated. Therefore, no benefit should be seen. In contrast,
under instructions to read word by word, the representa­
tional unit that serves as the basis for repetition benefit is
the word. Because repetition ofthis unit occurs regardless
of whether the first and second readings match in coher­
ence, benefit should be evident in both the matched and the
mismatched conditions. (Carlson et aI., 1991, pp. 926-927)

The results were essentially as predicted. When the test
passage was scrambled, repetition priming always oc­
curred, but both the text group and the word group
showed more priming if the passage had originalIy been
read in scrambled form. When the test passage was co­
herent, the text group showed priming only if the pas-

sage had originalIy appeared in coherent form. The word
group showed priming in both conditions, but there was
a smalI advantage for passages originalIy read in coher­
ent form. In other words, as predicted by the episodic ap­
proach, Carlson et al. (1991) obtained more priming
when the words in a passage appeared in the same order
on both the first and the second reading. Moreover, the
effects of the instructional manipulation provide further
support for the idea that context is determined by pro­
cessing as welI as by what items are present at study and
test.

Test list. The context manipulation used by Jacoby
(1983a) is very different from those described thus far.
Using perceptual identification as the dependent mea­
sure, Jacoby varied the amount of overlap between the
study and test lists. In one condition, 90% of the tested
words had been studied, and subjects were told that
some of the words from the study list were also on the
test list. In the other condition, only 10% of the tested
words had been studied, and subjects were told that the
test list was a new list. The critical words were those that
appeared in the test lists for both groups, so that what
varied was the context in which those words appeared at
test. Jacoby reasoned that the study and test contexts
would be more similar in the 90% condition than in the
10% condition; hence, according to the episodic view,
repetition priming should be greater in the 90% group.
This prediction was confirmed.

As Jacoby (1983a) acknowledged, however, propor­
tion overlap was confounded with test instructions in
this experiment. Specifically, subjects in the 90% con­
dition were informed that the study and test phases were
related, whereas subjects in the 10% condition were led
to believe that they were unrelated. Thus, it is possible
that the change in instructions is responsible for the dif­
ference that was observed. Completely crossing instruc­
tions with overlap was not feasible because subjects in
the 90% condition probably would have caught on to the
fact that many ofthe test words came from the study list;
however, it would have been useful to run a condition in
which 10% of the test words had been studied and sub­
jects were informed of the relation between the study
and test phases.

Summary of episodic context evidence. Design
problems make the results of some episodic context ex­
periments difficult to interpret. In particular, many of
the lexical decision experiments confounded the lexical
status of a prime or target with the study status of the
prime or target. In addition, the relative rarity oftrials on
which the original episodic context was preserved may
have influenced how the subjects approached the task.
Nevertheless, most of the methodologically sound ex­
periments found more long-term repetition priming
when the contextual information present at study was re­
instated at test. Furthermore, the results of some studies
suggest that it is also important that the same kind of
processing be performed on both occasions. Clearly,
these findings support the claim that episodic represen­
tations are involved in word identification.
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Still, abstractionists could account for most episodic
context effects by positing separate representations, not
just for different meanings of a homograph but also for
different senses of one meaning of a word (Bainbridge
et al., 1993; Lewandowsky et al., 1989). However, this
modification leaves unresolved the problems ofexplain­
ing the longevity and perceptual specificity oflong-term
repetition priming.

Word-Pseudoword Differences
Another line ofevidence relevant to the abstractionst­

episodic debate comes from repetition priming experi­
ments in which nonwords were tested. In most cases, the
nonwords were pseudowords-pronounceable letter
strings formed by changing one letter of a real word.
Due to the method of construction, most pseudowords
have been consistent with the orthographic rules of the
language. However,because they are novel, pseudowords
presumably do not have abstract lexical representa­
tions-at least, not prior to the experiment. Conse­
quently, unless a single exposure is sufficient to estab­
lish a lexical entry, the abstractionist view predicts that
we should be able to find differences in repetition prim­
ing for words and pseudowords.

As explained earlier, words show two kinds ofrepeti­
tion effects: Short-term priming occurs within a trial
when the prime and target cannot be distinguished as
separate events, whereas long-term priming occurs
across trials or within a trial when the prime and target
can be distinguished. Long-term repetition priming for
pseudowords has been obtained with the perceptual
identification task (e.g., Feustel et aI., 1983; Rueckl,
1990; Salasoo, Shiffrin, & Feustel, 1985; Whitlow &
Cebollero, 1989), the naming task (Brown & Carr,
1993), and other word identification tasks (Brown &
Carr, 1993; Feustel et al., 1983; W. A. Johnston, Dark, &
Jacoby, 1985). The lexical decision results have been
mixed: Whereas some researchers have obtained facili­
tation for pseudowords (Besner & Swan, 1982; Dannen­
bring & Briand, 1982; den Heyer, 1986; Kirsner &
Smith, 1974; Logan, 1988, 1990), some have found no
effect or slight inhibition (Brown & Carr, 1993; Duchek
& Neely, 1989; Durgunoglu & Neely, 1987; Forbach,
Stanners, & Hochhaus, 1974; McKoon & Ratcliff, 1979;
Neely & Durgunoglu, 1985). However, as others (Du­
chek & Neely, 1989; Feustel et al., 1983; McKoon &
Ratcliff, 1979) have pointed out, most of the experi­
ments that have found facilitation used the lexical deci­
sion task for both presentations, so that subjects made
negative responses on both occasions. In contrast, most
of the experiments that found inhibition or no effect did
not use the lexical decision task for the first presenta­
tion. Hence, subjects probably found it difficult to reject
items that seemed somewhat familiar unless they had
made the same response on the first presentation.

Although Sereno (1991) found significant masked
repetition priming for unstudied pseudowords presented
in a lexical decision task, Rajaram and Neely (1992) ob­
tained it only for pseudowords that had appeared in an

earlier study list.8 The masked priming experiments in
which perceptual identification accuracy or naming time
was measured did not include pseudowords. Thus, it is
unclear whether short-term priming occurs for pseudo­
words, but long-term repetition priming certainly does.

Some investigators have proposed that pseudowords
are pronounced by partially activating the lexical entries
of the real words that they resemble (Glushko, 1979;
Rosson, 1983, 1985). The obvious way to extend this
proposal to repetition priming is to assume that the par-

. tially activated representations remain highly accessible
for some time after a pseudoword is presented. As
Rueckl (1990) pointed out, partially activated lexical
representations should return to their resting levels
sooner than fully activated lexical representations
should. Consequently, pseudoword priming should not
last as long as word priming. This prediction is sup­
ported by several lexical decision experiments that var­
ied the lag between the first and second presentations of
an item (Dannenbring & Briand, 1982; Kirsner & Smith,
1974; Scarborough et aI., 1977, Experiments 1 and 4).
On the other hand, Scarborough et aI. (1977, Experi­
ment 2) obtained the opposite result in another lexical
decision experiment: Repetition priming for words de­
creased as lag increased, but repetition priming for
pseudowords was unaffected. Because prior study can
make it harder for subjects to reject pseudowords on the
lexical decision task, it is not clear how the data from
that task should be interpreted. Unfortunately, the re­
sults for other tasks have been no less confusing: Using
the naming task, Scarborough et al. (1977, Experi­
ment 3) found that lag affected the naming of pseudo­
words more than the naming of words, yet Feustel et aI.
(1983) and Salasoo et aI. (1985) found no lag effects for
words or pseudowords with either the perceptual identi­
fication task or the C'TItask. Thus, the relative longevity
ofword and pseudoword priming remains an unresolved
issue. Nevertheless, even if pseudoword priming were
found to be less durable than word priming, advocates of
the partial-activation view would still be faced with the
inability of abstractionist accounts to explain long-term
priming for words.

Other findings taken as support for a partial-activation
account can also be explained by episodic theories. For
example, the partial-activation view predicts that the pre­
sentation of pseudowords should prime the words that
they resemble, a prediction that was confirmed by
Rosson (1983, 1985). However,because the episodic ap­
proach holds that retrieval is similarity-based, it pre­
dicts that pseudowords should retrieve episodic repre­
sentations of similarly spelled words.

A second prediction derived from the partial-activation
view is that repetition priming should increase with the
similarity of nonwords to words. Consistent with this
prediction, Scarborough et aI. (1977) found more lexical
decision priming for pronounceable nonwords than for
unpronounceable nonwords, and Bowers (1994) ob­
tained the same results with the perceptual identification
task. Likewise, using a task in which subjects judged
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whether a letter string could form a "good" English word,
Dorfman (1994) found reliable repetition priming for
pseudowords composed ofEnglish morphemes and syl­
lables (e.g., genvive), but not for pseudowords that did
not contain English morphemes or syllables. Again, the
episodic approach predicts the same result: Because the
retrieval of episodes is assumed to be similarity-based,
nonwords that more closely resemble real words should
show more priming.

Salasoo et al. (1985) acknowledged that episodes play
a role in repetition priming, but argued that several of
their findings could not be explained without also posit­
ing abstract lexical codes. First, Salasoo et al. found that
identification performance was better for words, which
presumably have lexical codes, than for pseudowords,
which presumably do not have codes. Nevertheless,
because pseudowords are not likely to have been en­
countered prior to the experiment, this difference could
also be attributed to a lack ofuseful episodes containing
pseudowords.

Second, both Feustel et al. (1983) and Salasoo et al.
(1985) found that the superiority ofnew words over new
pseudowords was greater in one of their identification
tasks than it was in the other and attributed this differ­
ence to the presence of codes for words. The task show­
ing the larger word advantage was the traditional per­
ceptual identification task. In the C'I'I task, target-mask
sequences were repeated in rapid succession, with the
target duration becoming increasingly longer and the
mask duration becoming increasingly shorter. When the
display terminated, the subject attempted to identify the
word. Feustel et al. suggested that the forgetting of per­
ceptual features has a greater impact on perceptual iden­
tification performance than on C'TI performance be­
cause the C'I'I task allows forgotten features to be
recovered on the target's next exposure. They further
suggested that the word-pseudoword difference is larger
in the perceptual identification task because lexical
codes are available to facilitate encoding and response
processes for words but not for pseudowords. However,
this finding is also consistent with a strategy explanation
that does not assume the use ofabstract lexical codes. In
the perceptual identification task, the subject must re­
spond on the basis of the information available from a
single briefpresentation. Hence, a reasonable strategy to
use when only partial information is obtained would be
to respond with an item that is consistent with the infor­
mation. Obviously, this strategy leads to an advantage
for words over pseudowords. In contrast, the C'I'I task al­
lows the subjects to obtain more information about the
target before responding; if one of the letters is unclear,
it may become clearer on its next exposure. Thus, it
would less often be necessary to use prior knowledge to
generate educated guesses, and the word-pseudoword
advantage would be reduced.

Third, because subjects performed equally well on
old words, new words, and old pseudowords after a
l-year delay, Salasoo et al. (1985) concluded that lexical
codes for the old pseudowords had developed when they

were presented repeatedly in the original experimental
sessions. Nevertheless, it is possible that specific
episodes were being used, especially given that recogni­
tion memory for old words and pseudowords was still
above chance. In fact, d' for pseudowords was a re­
spectable 1.836.

Fourth, Salasoo et al. (1985) argued that episodic
models predict that a single repetition will benefit
pseudowords more than words because initial perfor­
mance on pseudowords is lower, yet they found equal
benefits for words and pseudowords. However, as 1. C.
Johnston, van Santen, and Hale (1985) pointed out, the
self-scoring procedure used by Salasoo et al. provided
an additional presentation for each item: After the sub­
ject had responded, the correct word or pseudoword was
displayed and the subject pressed a key to indicate
whether his or her response was correct. The problem
with this procedure is that on correct trials, the subjects
saw the correct item twice (once for testing purposes and
once for scoring purposes), but, on error trials, the sub­
jects saw the correct item only once (for scoring pur­
poses). Because initial performance is better for words
than for pseudowords, more words than pseudowords
would be seen twice. Thus, it could be that in Salasoo
et al.'s experiment pseudowords did benefit more from a
single prior exposure, but the additional exposure given
to more of the words compensated for it. Thus, despite
Salasoo et al.'s arguments to the contrary, lexical codes
are not needed to explain their pseudoword data.

Whitlow (1990; Whitlow & Cebollero, 1989) also ar­
gued that abstract representations are needed to explain
differences in the effect of repetitions on words and
pseudowords. Whitlow and Cebollero (1989) found that
a single repetition benefited words more than pseudo­
words but that pseudowords benefited more from further
repetitions. Whitlow (1990) subsequently reported that
perceptual identification priming for words increased
with additional repetitions if subjects were told to expect
a recall test, but not if they were told to expect an un­
specified memory test. In contrast, the effect of addi­
tional repetitions on priming for pseudowords did not
vary with instructions. Whitlow hypothesized that sub­
jects typically use codified representations to identify
words but will shift to episodic representations if they
expect a later episodic memory test. Because pseudo­
words do not have codified representations, episodic
representations are used to identify them regardless of
what kind of test is expected.

On the other hand, Rueckl (1990) obtained more
priming for words presented three times at study than for
words presented only once but did not obtain the same
effect for pseudowords. These results appear to conflict
with Whitlow's (1990; Whitlow & Cebollero, 1989).
However, an examination of the figures from Whitlow
(1990) suggests that word priming increased with a sec­
ond and third repetition, then leveled off. That is, com­
parison of the data from the conditions common to both
studies indicates more priming for thrice-repeated words
than for once-repeated words. Unfortunately, it is not so
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obvious how to resolve the conflicting results for pseudo­
words: Whitlow and Cebollero found that multiple rep­
etitions benefited pseudowords more than words,
whereas Rueckl found the opposite.

Logan also investigated the effects of multiple repeti­
tions on words and pseudowords, but, in his experiments,
the items were always seen in either a lexical decision
task or a pronunciation judgment task. That is, there was
no "study list." These experiments consistently found
more priming for pseudowords than for words when the
training session data were collapsed over number ofrep­
etitions (Grant & Logan, 1993; Logan, 1988, 1990).
Also, additional repetitions continued to produce im­
provements in performance on both words and pseudo­
words before asymptoting at 8-12 presentations. Clearly,
the effects of multiple repetitions on word and pseudo­
word identification require further investigation.

Moreover, some word-pseudoword differences may
be related to the fact that subjects know meanings for
words but not for pseudowords. Using the Reicher­
Wheeler letter identification task, Whittlesea and
Cantwell (1987) demonstrated that repetition priming is
enhanced if subjects learn definitions for pseudowords.
Taking a pure episodic approach, Whittlesea and
Cantwell suggested that learning a definition led sub­
jects to process a pseudoword in a more integrated fash­
ion, resulting in an episodic representation that was
more effective as an aid to identification. In addition,
Rueckl and Olds (1993) found that thrice-presented
pseudowords showed more perceptual identification
priming than did once-presented pseudowords ifthe sub­
jects had learned definitions for the pseudowords. To
explain their findings, Rueckl and Olds proposed a
weakly episodic connectionist model in which connec­
tions between orthographic and semantic units facilitate
the identification of meaningful pseudowords.

Consistent with this model, subsequent research by
Rueckl and Dror (1994) revealed that pseudowords were
easier to identify iftheir spellings were systematically re­
lated to their meanings (e.g., durch = "dog" and hurch =
"cat"; same word ending used for members of the mam­
mal category) than if their spellings and meanings were
unrelated (e.g., durch = "dog" and hurch = "shirt"; same
word ending used for members of different categories).
The ability ofconnectionist models to capitalize on such
correlations deserves further exploration. For example,
orthographic-semantic connections may have con­
tributed to Dorfman's (1994) finding that repetition
priming occurs only for pseudowords constructed from
letter combinations that serve as morphemes and sylla­
bles in English words.

Summary ofPseudoword Evidence
It has been argued that abstract lexical representations

are needed to explain differences in performance on
words and pseudowords. At this time, the conditions
under which pseudowords show short-term masked rep­
etition priming are unclear, but there is no doubt that
pseudowords show long-term priming. Many of the

pseudoword results that have been taken as evidence for
the existence of lexical representations can also be ex­
plained within the episodic framework. For example, the
fact that words are identified more readily than pseudo­
words can be attributed to the fact that episodes con­
taining words already exist in memory, but episodes
containing pseudowords do not. In addition, the as­
sumption that episodic retrieval is similarity-based al­
lows the episodic approach to explain the finding that
the amount ofrepetition priming shown by nonwords de-

. pends on the extent to which they resemble real words.
Furthermore, some word-pseudoword differences that
have been attributed to abstract representations may in­
stead be due to differences in meaningfulness. The ef­
fects of retention interval and multiple repetitions on
words and pseudowords are still unclear.

Long-Term Morphological Priming
Probably the strongest support for the abstractionist

approach comes from research investigating long-term
priming between morphologically related words. In
these experiments, subjects usually respond to targets
(e.g., car) after studying a list that includes the target, a
word that shares the same base morpheme as the target
(e.g., cars) or a word that is orthographically similar to
the target but does not share the same base morpheme
(e.g., card). The basic finding is that long-term priming
occurs only between morphological relatives; for exam­
ple, studying cars facilitates perceptual identification of
car but studying card does not (Murrell & Morton,
1974; Napps & Fowler, 1987). Furthermore, morpho­
logical priming persists long after the standard semantic
priming effect has disappeared and, hence, qualifies as
a distinct phenomenon (Napps, 1989).

Two results from this paradigm are especially prob­
lematic for the episodic approach. First, studying the in­
flected form ofa target (e.g., managedvs. manage) pro­
duces about as much lexical decision priming as does
studying the target itself (see, e.g., Feldman, 1994; Feld­
man & Fowler, 1987; Fowler, Napps, & Feldman, 1985;
Napps, 1989). Typically, the target-target condition is
slightly faster than the inflection-target condition, but
statistically they do not differ. This finding contradicts
the episodic approach, which predicts that the target
should show more priming in the target-target condition
because two presentations of the target should be more
similar to each other than should a presentation ofan in­
flection and the target. However, it is consistent with a
version ofthe abstractionist view in which the lexicon is
organized around morphemes. Thus, the representation
for the base morpheme "manage" would be used to iden­
tify the words manage and managed; likewise, the rep­
resentation for the base morpheme "car" would be used
to identify the words car and cars.

The second result that causes problems for the
episodic approach is that the amount of lexical decision
priming that occurs between morphologically related
words is not always reduced by changes in spelling or
pronunciation (e.g., slept-sleep; Feldman & Fowler,
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1987; Fowler et a1., 1985; Napps, 1989). On the other
hand, Napps (1989) found no long-term priming be­
tween verb pairs, such as go and went or catch and
caught, suggesting that drastic differences in spelling
and pronunciation can eliminate morphological prim­
ing. In addition, Murrell and Morton (1974) obtained
more perceptual identification priming when the target
had been studied than when a morphologically related
word had been studied. Similarly, Downie, Milech, and
Kirsner (1985, as cited in Kirsner et a1., 1987) found
more perceptual identification priming between deriva­
tions and bases when the base morpheme kept the same
stress and pronunciation in both words (banishment­
banish) than when one or two phonemes differed
(repress-repression; conceive-conception). However,
the greatest amount ofpriming occurred when both stress
and pronunciation changed (vegetate-vegetation)--a re­
sult that clearly contradicts the principle that priming
should increase with similarity.

Thus, most of the morphological priming evidence
favors an abstractionist account organized around mor­
phemes. Still, the fact that some studies have found sig­
nificant effects of sound and spelling changes, together
with the tendency for inflections to prime bases slightly
less than bases prime themselves, suggests that surface
form similarity can playa small role in morphological
priming. Rueckl and Dror's (1994) work suggests one
means by which this could occur. As mentioned earlier,
Rueckl and Dror found that pseudowords were easier to
identify if there was a systematic relationship between
their spellings and their meanings. This finding is con­
sistent with a weakly episodic connectionist model that
includes connections between orthographic and seman­
tic units. Such a model might be capable of simulating
morphological priming without explicitly representing
morphemes. Further research is needed to explore this
possibility.

Summary ofEvidence

Abstractionist accounts ofword identification attribute
repetition priming to a temporary increase in the accessi­
bility ofa lexical unit. Several claims ofthis class ofmod­
els have been challenged by the research reviewed here.
First, abstractionist models assume that the accessibility
of a lexical unit returns to normal within a relatively brief
period of time. Although the short lifespan of masked
repetition priming is consistent with this prediction, nu­
merous studies using other paradigms have demonstrated
significant priming after much longer delays.

Second, abstractionist models claim that the details of
a specific occurrence ofa word play no role in repetition
priming. However, researchers have repeatedly found
that priming is greater when the perceptual characteris­
tics of a word are the same from one occurrence to the
next; furthermore, there is some evidence that this result
holds for episodic context as well.

Third, although pure abstractionist theories may be
able to account for some of the pseudoword data, these

data can also be explained by the episodic approach.
Furthermore, the pure abstractionist approach suggests
that pseudowords are identified via the lexical entries of
the words that they resemble. However, as mentioned
earlier, pure abstractionist theories cannot account for
the long-term priming effects that have been found for
words. Consequently, they also cannot account for the
long-term priming effects that have been found for
pseudowords.

Fourth, priming between morphologically related
words seems best explained by an abstractionist view
that is organized around morphemes. In particular, the
finding that bases do not prime themselves significantly
more than inflections prime their bases appears to con­
tradict the episodic view. Moreover, inflections that
change the spelling or pronunciation of the base (e.g.,
slept-sleep) can show as much priming as do inflections
that preserve the spelling or pronunciation of the base.
On the other hand, some studies have found significant
effects of spelling and pronunciation changes, as pre­
dicted by the episodic approach. In addition, repetition
priming for bases is often slightly greater than priming
from inflections to bases.

CONCLUSIONS

Clearly, the evidence argues against a pure abstrac­
tionist account ofword identification. Having drawn this
conclusion, the next logical questions are: (1) Does a full
account of the data require that abstract representations
be posited at all? (2) If abstract representations are
needed, are they fundamentally distinct from episodic
representations (the weakly abstractionist view) or do
they merely differ in level of generality (the weakly
episodic view)?

Do We Need Abstract Representations?

Salasoo et a1. (1985) argued that abstract lexical rep­
resentations are needed to explain repetition priming for
words because pure episodic models wrongly predict a
strong relationship between priming and recognition
memory. However, others (e.g., Jacoby, 1983b) have
suggested that recognition memory and repetition prim­
ing could be largely independent ifthey tap different as­
pects of an episode. Furthermore, recognition memory
and repetition priming are related under some condi­
tions (e.g., W A. Johnston et a1., 1985). In any case, ar­
guments concerning relationships between explicit and
implicit memory tasks are difficult to evaluate in the ab­
sence of detailed theories that specify how these tasks
are performed.

Taking a different tack, Brown and Carr (1993) ar­
gued that abstract representations are needed to explain
the finding that changes in surface form do not always
reduce priming. In particular, it is more difficult to find
effects ofrepeating surface form when ordinary, typical­
looking type is used. Nevertheless, as explained earlier,
Brown and Carr's results can be accounted for by an epi-
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sodic word identification model analogous to Medin and
Schaffer's (1978) context model of categorization. Ac­
cording to this view, one encounters many instances of
words in typical-looking type, so a large number ofhighly
similar episodes would be available to aid identification
of a typical-looking word. In contrast, an unusual­
looking handwritten word would resemble a few epi­
sodes; hence, repeating that word in its original surface
form would considerably enhance its identification.

Still, one could argue that abstract representations are
needed to account for the short-term repetition effect in
the masked priming paradigm. However, it is conceiv­
able that a pure episodic theory might be able to explain
this effect. Other tasks, such as free recall and recogni­
tion memory, show disparate forgetting rates, yet both
are assumed to tap memory for episodes. Thus, differ­
ential forgetting rates pose a general problem that mem­
ory theorists must solve. One approach is to assume that
memory tasks vary in the retrieval cues that they provide
(Tulving & Thomson, 1973) or the kind of processing
they invoke (Morris, Bransford, & Franks, 1977). To the
extent that memory theorists solve the general problem
of differential forgetting rates, they may be able to ex­
plain why masked repetition priming has a much shorter
lifespan than unmasked priming.

The role of episodic representations in masked repe­
tition priming should become clearer when we learn the
answers to several other questions. First, how is masked
repetition priming affected by changes in surface form?
Given the brief display times used in this paradigm, it
seems likely that early visual processing is influenced. If
same-form and changed-form primes are equally effec­
tive, it would strongly suggest that the perceptual fea­
tures of the prime do not serve as retrieval cues for a vi­
sually similar prior occurrence of the word. Second,
under what circumstances do pseudowords show masked
repetition priming? Sereno (1991) and Rajaram and
Neely (1992) obtained conflicting results for lexical de­
cisions to unstudied pseudowords. However, for reasons
discussed earlier, the lexical decision task may not be ap­
propriate for investigating repetition effects on pseudo­
words. Third, what is the relationship between masked
repetition priming and masked form priming with non­
identical primes? The recent work of Forster and Taft
(1994) suggests that masked form priming is determined
by a complex combination of factors, including which
sublexical constituents the prime and target share and
how many other words share them. Hence, one possibil­
ity is that masked repetition priming is a special case of
masked form priming in which all sublexical con­
stituents are shared by the prime and target.

Finally, it has been argued that morphological priming
effects must be mediated by abstract morphemic repre­
sentations. Nevertheless, the work of Rueckl and Dror
(1994) raises the possibility that morphological priming
can be accounted for by a weakly episodic model. Spe­
cifically, a systematic relationship between spelling and
meaning can be modeled using connections between se­
mantic and orthographic units. Thus, it may be that these

orthographic-semantic connections are responsible for
morphological priming.

All things considered, there is currently no evidence
that unequivocally demands that we posit abstract lexi­
cal representations in addition to specific episodes.
However, some phenomena, such as short-term masked
repetition priming and long-term morphological prim­
ing, may be easier to explain within a weakly abstrac­
tionist or weakly episodic framework than within a pure
episodic framework.

How Different Are Abstract and
Episodic Representations?

If abstract representations are posited, are they fun­
damentally different from episodic representations (as
suggested by the weakly abstractionist approach), or do
they just differ in level ofgenerality (as suggested by the
weakly episodic approach)? It is not clear how one could
distinguish these alternatives empirically. Individual
models within each approach could be evaluated, but
none have been proposed in sufficient detail.

As mentioned earlier, Salasoo et al. (1985) and Brown
and Carr (1989) argued strongly that abstract represen­
tations are needed to explain the data. However, a close
reading reveals that they did not claim that abstract and
episodic representations must be different in form. That
is, their models could be implemented as either weakly
abstractionist or weakly episodic models. In fact, Salasoo
et al. explicitly stated that they considered McClelland
and Rumelhart's (1985) weakly episodic distributed
memory model to be compatible with their own view:
"In that model, codification is an emergent behavioral
consequence ofsuperimposed memory traces laid down
on presentations of words and pseudowords ... Indeed,
it is compatible with our notion ofa code as functionally
discrete from the episodes related to it" (Salasoo et al.,
1985, p. 73). Similarly, Brown and Carr (1993, p. 1292)
suggested that their account could be implemented in
several ways, some of which would be considered
weakly episodic.

A major challenge for future theories that posit both
abstract and episodic representations is to explain how
they interact. For example, Brown and Carr (1993) sug­
gested that words are normally identified using abstract
representations, but episodic representations can con­
tribute if an unusual typography or handwriting is en­
countered. This proposal is consistent with either a
weakly abstractionist or a weakly episodic theory. Advo­
cates of a weakly abstractionist account would need to
describe how the system determines when episodic in­
formation should be used. In addition, they would need
to describe how the two kinds of information are com­
bined. Finally, they would have to specify when and how
an abstract lexical entry is formed.

Yet another problem to be solved by advocates of the
weakly abstractionist approach concerns how it is deter­
mined which stimulus features should be retained and
which features should be discarded so that the appropri­
ate abstract code is activated. Traditionally, abstraction-
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ists have sidestepped this problem by assuming that
some sort of normalization or feature extraction occurs
at a lower level of processing, but they have not speci­
fied how this is accomplished. However, further specifi­
cation is necessary to fully explain, for example, how
variability in handwriting is accommodated.

For weakly episodic models, on the other hand, these
problems are solved by the architecture. First, there is no
need to specify how abstract representations are formed,
because all levels of generality are represented in the
connection weights. Furthermore, the retrieval cues that
are present determine whether a relatively abstract or
specific representation will be retrieved. Given distorted
or incomplete input, connectionist networks can produce
the appropriate pattern of output because the input cues
and the weights on the connections between the units
constrain the flow of activation in the network. This
property, known as graceful degradation (McClelland,
Rumelhart, & Hinton, 1986), should allow connection­
ist models of word identification to accommodate vari­
ations in type fonts and handwriting if those models are
extended to include feature-level information.

Modeling transfer between different tasks in a weakly
episodic framework may pose a greater challenge. So
far, connectionists have modeled performance on differ­
ent tasks by showing that data from humans can be pre­
dicted by various statistics derived from the model. For
example, Seidenberg and McClelland (1989) presented
strings to their network, computed orthographic error
scores, and used them to predict lexical decision perfor­
mance. However, they did not actually model the per­
formance of the task itself. Yet task modeling would
seem to be necessary in order to explain why (for exam­
ple) dissociations occur between implicit and explicit
versions of tasks that provide identical physical cues
(see Roediger & McDermott, 1993, for a review of this
research).

In summary, it is not clear what kind of evidence
would distinguish between the weakly abstractionist and
weakly episodic approaches to word identification.
However, an advantage of weakly episodic accounts is
that the solutions to several problems fall naturally out
of the connectionist architecture.

Pure Episodic Theories
Very few pure episodic theories have been proposed

in detail, perhaps because this approach emerged only
recently. For pure episodic theories, a fundamental prob­
lem is to explain how the information contained in sim­
ilar-yet not identical-episodes is adapted for use in
the current situation. A possible solution is suggested by
Logan's (1988, 1990) instance theory. Logan has pro­
posed that tasks can be performed either by using an algo­
rithm to compute a response or by retrieving an appro­
priate episode from memory. As an example, a simple
multiplication problem such as 3 X 3 can be solved by
adding 3 and 3 together and then adding 3 to the result
or, if the problem has been encountered before, by di­
rectly retrieving the answer. It is further assumed that

there is a race between computation by algorithms and
retrieval from memory, with the winner performing the
task. A record of this performance is then stored in
memory. Retrieval is generally faster than computation,
so the storage ofadditional useful records in memory in­
creases the likelihood that one will retrieve a "fast"
episode that can beat the algorithm. Thus, practice with
an item causes a transition from slow algorithm-based
performance to faster memory-based performance.

According to Logan (1990), one's first lexical deci­
sion to an item (e.g., camp) cannot be made by retrieval
alone, because there are no appropriate episodes; in­
stead, a response must be inferred from the information
retrieved. In this case, the inference process corresponds
to the algorithm. Consequently, the time needed to com­
pute a response would include both the time needed to
retrieve the information that serves as the basis for the
inference and the time needed to actually make the in­
ference. A record of this performance is stored in mem­
ory. Then, when camp is tested again, a decision can be
made either by retrieving that record or by going through
the inferencing process again, but the retrieval process is
likely to win the race now that an appropriate episode is
available.

In most of Logan's (1988, 1990; Grant & Logan,
1993) experiments, the subjects' first exposure to an
item occurred in the same task that was used for subse­
quent presentations. Yet, in many repetition priming ex­
periments, the subjects initially saw the items in a study
list, then performed a different task with the items on
their second presentation. Despite the task change, per­
formance on recently presented items was facilitated rel­
ative to performance on new items. Fortunately, Logan's
theory is easily extended to explain priming across tasks
as follows: When a word such as camp is presented in a
study list, a record of its processing is stored. Later,
when camp is presented in a word identification task, it
can be identified either by retrieving the study episode
and applying an algorithm to infer the correct response
or by retrieving an older episode and applying an algo­
rithm to infer the correct response. If the retrieved
episode resembles the test item, less work must be done
by the algorithm, thus saving time. Consequently, to the
extent that the study episode resembles the test item
more strongly than does the older episode, responses to
a studied item will be facilitated. Note that this extension
ofLogan's theory can also explain why repetition prim­
ing is greater when an item's original surface features
are repeated. Furthermore, it explains why the effects of
repeating surface features are larger for low-frequency
words and for items presented in an unusual typography
or handwriting. It remains to be seen whether Logan's
theory can account for short-term masked repetition
priming and priming between morphologically related
words.

In summary, the data indicate that episodic represen­
tations are used to identify words. These results rule out
pure abstractionist theories of word identification. In
fact, there is no clear evidence that abstract representa-
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tions are used at all, and it may be possible to account for
the data without them. However, some phenomena may
be easier to explain if both types of representations are
posited. At this point, what is needed are detailed word
identification models that can be pitted against one an­
other.

Formulating detailed models of performance on word
identification tasks should also further our understand­
ing of performance on other implicit memory tasks,
such as word fragment completion and word stem com­
pletion. These tasks were excluded from the current
review because they probably invoke extended problem­
solving processes in addition to normal word identifica­
tion processes. Nevertheless, they resemble word iden­
tification tasks in showing long-lived priming effects
that are partially modality-specific. Moreover, these
tasks also resemble word identification tasks in showing
dissociations from explicit memory tasks in both normal
subjects and amnesic patients (see Roediger & McDer­
mott, 1993; also see Moscovitch, Goshen-Gottstein, &
Vriezen, 1994).

Finally, as mentioned at the beginning of this paper,
recent work suggests that specific instances playa role
in categorization and problem-solving tasks. Logan
(1990) has pointed out that the success of instance the­
ories across domains raises "the possibility that a single,
general instance theory can account for a broad range of
cognitive phenomena" (p. 32). Developing a successful
episodic theory of performance on word identification
tasks and extending it to other implicit and explicit
memory tasks would represent a great leap toward the
goal of a general instance theory.
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NOTES

I. I prefer the term "word identification" rather than the more tra­
ditional "word recognition," because it avoids confusion with the
recognition memory task in which subjects are asked to judge whether
particular words were encountered earlier in an experiment.

2. My use of the terms weakly abstractionist and weakly episodic
differs slightly from that of Brown and Carr (1993). The discussion on
page 1292 of their article makes it clear that their "weakly ab~tr~c­

tionist" theory could be implemented as either a weakly abstractionist
model or a weakly episodic model.

3. Kolers and Perkins (1975) calculated percentage transfer, or
training potency, as follows:

Percentage transfer = IOO(A - X)/(A - B),

where A is the average time taken on the first two training pages of a trans­
formation by the group of readers trained on that transformation, B is their
average time on that transformation on days 5 and 6 (Test days), andXis the
amountof time taken by another group of readers, trained on a different trans-

formation but reading the first transformation on the Test days... With this
method of calculation percentage transfer to test pages (days 5 and 6) in the
transformation on which training was received is always 100%. (p. 237)

4. Tardif and Craik's (1989) experiments employed normally ori-
ented type, inverted type, mirror-image type, and a fourth typography
in which words were spelled backwards (see Figure I). As Tardif and
Craik acknowledged, transfer between these typographies ranged from
28% to 95% in the Kolers and Perkins (1975) study. Graf and Ryan's
(1990) backwards type and upside-down type correspond to Kolers
and Perkins' (1975) rM type and R type, respectively. Kolers and
Perkins found greater transfer from backwards type to upside-down
type (67%) than from upside-down type to backwards type (41%).

5. There was no condition in which a word appeared in the same
case on all four presentations. In another condition, called the 2P con­
dition, case was shifted between the first and second presentations of
a word. In the four-presentation (4P) condition mentioned in the text,
case was not changed until the fourth presentation. Therefore, the ef­
fect of case change on the second presentation of a word can be deter­
mined by comparing priming in the 2P condition with priming in the
4P condition. Unfortunately, Feustel et al. (1983) did not assess this ef­
fect statistically. However, Figure 2 in their article suggests a slight
same-font advantage if one takes into account the differing baselines
in the P2 and P4 conditions.

6. Masson and Freedman (1990) argued that subjects would be un­
likely to use the cued-recall strategy because there were so few trials
on which the prime and target were both repeated. This is a reasonable
point. Nevertheless, the argument would be more convincing ifthere
had been some trials in which a studied prime was followed by either
an unstudied target or a target that had been studied with a different
prime.

7. These experiments often included a third condition in which sub
jects used the context word to generate the target, but the target wa
never visually presented. Because abstractionist theories posit separat
lexicons for spoken and written words (see Note 2), this condition i
not directly relevant to the abstractionist-episodic debate.

8. Forster (1985, as cited in Rajaram & Neely, 1992) also examine.
masked repetition priming for pseudowords. However, as Rajaram am
Neely pointed out, some of the pseudowords were actually obsolen
words for which the subjects learned definitions and for which the cor
rect lexical decision response was "word." The pseudowords for whicl
the correct response was "nonword" were presented without def
initions. Consequently, Forster's pseudoword results are difficult tc
interpret.
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