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Partial reinforcement in
autoshaping with pigeons
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The acquisition, maintenance, and extinction of autoshaped responding in pigeons were
studied under partial and continuous reinforcement. Five values of probability of reinforcement,
ranging from .1 to 1.0, were combined factorially with five values of intertrial interval
ranging from 15 to 250 sec for different groups. The number of trials required before auto­
shaped responding emerged varied inversely with the duration of the intertrial interval and
probability of reinforcment, but partial reinforcement did not increase the number of rein­
forcers before acquisition. During maintained training, partial reinforcement increased the over­
all rate of responding. A temporal gradient of accelerated responding over the trial duration
emerged during maintenance training for partial reinforcement groups, and was evident
for all groups in extinction. Partial reinforcement groups responded more than continuous
reinforcement groups over an equivalent number of trials in extinction. However, this partial­
reinforcment extinction effect disappeared when examined in terms of the omission of "expected"
reinforcers.

Since Brown and Jenkins' (1968) discovery of
autoshaping, in which a skeletal contact response
directed to a visual signal for food comes under
associative control, several studies have compared
autoshaped behavior to traditional classical condi­
tioning preparations (see Hearst & Jenkins, 1974, for
a review). For example, effects of massed vs. dis­
tributed training on autoshaped responding (Gibbon,
Baldock, Locurto, Gold, & Terrace, 1977; Terrace,
Gibbon, Farrell, & Baldock, 1975) have been found
to parallel the traditional finding of more effective
training with spaced trials. The present experiment is
addressed to another traditional variable in classical
conditioning, partial reinforcement. There is evi­
dence that partial reinforcement exerts effects on
maintained responding (Gonzalez, 1973, 1974;
Perkins, Beavers, Hancock, Hemmendinger,
Hemmendinger, & Ricci, 1975;Schwartz & Williams,
1972; Wasserman, 1974; Wasserman, Hunter,
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Gutowski, & Bader, 1975). The effect of partial rein­
forcement on acquisition of autoshaped responding
has received less parametric study. Gonzalez (1973)
has reported somewhat slower approach to asymptotic
response levels under 250,10 as opposed to continuous
reinforcement, and Wasserman et a1. (1975) have
reported that with heat reinforcement in chicks, the
number of trials to the first response is a decreasing
function of the percentage of reinforced trials.
Wasserman, Deich, Hunter, and Nagamatsu (1977)
have amplified this result and examined its relation to
the "extra" unpaired signals introduced under the
random control procedure (Rescorla, 1967).

The present experiment was designed to assess
parametrically the effects of partial reinforcement on
acquisition, maintenance, and extinction of respond­
ing, using a broad range of the percentage variable
and the intertrial interval duration, known to pro­
duce large differences in the speed of acquisition.
Five values of reinforcement probability, P = .1,
.33, .5, .75, and 1.0, were combined factorially with
five values of the intertrial interval, IT! = 15, 30, 50,
100, and 250 sec, resulting in 25 groups of subjects.
Maintenance of responding after acquisition was
studied for all groups, followed by extinction.

Since low probabilities of reinforcement result in
many more trials (per reinforcer) than high proba­
bilities, pseudoconditioning control groups were also
studied to pernnt assessment of nonassociative
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responding under extended exposure to unreinforced
trial signals.

METHOD

Subjects
The subjects were 166 naive male and female White Carneaux

pigeons, aged 6 months to 1 year. They were housed with water
continuously available in individual cages in a continuously
illuminated vivarium. Previous observations in our laboratory
revealed no sex differences either in the rate of acquisition or in
the frequency of occurrence of an autoshaped response. Accord­
ingly, the subject's sex was ignored in assembling experimental
groups. Each subject was maintained at 77010-83010 of its free­
feeding weight. Grain, presented during and (if necessary) fol­
lowing the experimental sessions, was composed of 40070 vetch,
50010 kaffir, and 10010 hemp.

Apparatus
The experiment was conducted in four operant conditioning

chambers of the type described by Ferster and Skinner (1957). The
subject's portion of the chamber was 30.5 em wide, 33 cm deep,
and 30 em high. Three walls and the ceiling were of white plastic;
the fourth wall, an aluminum panel painted flat black, contained
a single translucent response key and the hopper aperture.
Chamber illumination was provided by an overhead 10-W house
lamp.

The response key was centered on the panel 20.32 em above the
floor. In three of the chambers, the diameter of the response key
was 2.54 cm; in the fourth chamber, the diameter was 2.80 cm.
A force of approximately .18 N was required to interrupt the
normally closed contact at the base of the key. Each contact clo­
sure provided a brief "feedback" click. Homogeneous illumination
of the response keys was accomplished with an lEE stimulus dis­
play unit which projected the output of a 28-V bulb (GE 1829)
through a green Wratten filter onto the rear of the response key.
The luminance of the homogeneous field of green light was
1.80 cd/m'.

The hopper aperture (5.08 em on each side) was 8 cm beneath
the response key. When the hopper was raised, it was illuminated
from above by a 28-V bulb (GE 1829) of luminance 14.96 cd/m'.
A second bulb projected a beam of light from the right side of the
hopper onto a photocell mounted on the left side to detect entries
into the hopper when the food magazine was raised.

Each of the chambers was ventilated and contained a speaker
which transmitted white noise at 80 dB re 20 j.lN/m'. Additional
masking was provided by housing the chambers in a separate room
which attenuated sound entry by approximately 35 dB.

Programming and data collection were carried out by a PDP-8/e
computer system. One special use of the computer was recording
response durations with a Schmitt trigger. Durations were
recorded in 8-msec time bins.

Hopper Training
Prior to autoshaping, each subject was required to satisfy an

eating criterion. At the start of hopper training, a naive subject

was placed in an experimental chamber in which the response key
had been covered. The only source of illumination in the chamber
was the hopper light. Prior to placing the bird in the chamber,
a few grains of food were scattered on the floor immediately in
front of the hopper aperture. Typically, subjects ate this grain
almost immediately. Within approximately 30 sec, they then ate
from the food hopper. Whenever the subject inserted its head into
the hopper, it interrupted the beam of light directed at the photo­
cell. Three and one-half seconds later, the hopper was lowered
and the houselight illuminated the chamber. Following an interval
averaging 20 sec, the hopper was raised again.

After completion of 10 eating trials, the first session was termi­
nated upon the first sequence of 5 trials with eat latencies less than
or equal to 1.5 sec. If no such sequence occurred, the session ter­
minated after 50 eating trials. The session was also terminated if the
subject did not eat within 45 min after the hopper was raised. Every
subject was required to satisfy the latency criterion twice in no
more than four hopper training sessions. Subjects which did not
satisfy the latency criterion were excluded from the experiment.
This screening resulted in an attrition rate of about 20010.

Autoshaping
Twenty-five experimental groups, each representing a different

combination of average ITI and P value were studied. The ITI was
variable, with values selected from a geometric series of 25 inter­
vals (Catania & Reynolds, 1968). Three different series were
derived for each average ITI and stored in the computer. During
successive sessions, these series were varied irregularly. Sessions
lasted until 25 reinforcers had been delivered.

Generally, sessions were scheduled on successive days, 7 days a
week, at the same time each day. This could not be done in the
case of the ITI = 250 sec, P = .1 group. On the average, the
duration of these sessions was 18 h. Accordingly, these subjects
were kept in their cages for 1 day between sessions. They were
weighed and fed, if necessary, at the time their session was
scheduled to begin on the following day.

Acquisition of responding was defined as the first sequence of
four successive trials during which a peck occurred on at least three
trials. If a subject did not satisfy the acquisition criterion during ,
10 sessions, it was replaced. The resulting composition of each
group is shown in Table I. Seventeen of the 25 groups consisted
of 4 subjects each. The number of subjects in the remaining
groups ranged from 5 to 14.

The autoshaping procedure began I or 2 days after each sub­
ject's final hopper training session. At various intervals, the green
light was projected onto the response key for 10 sec. At the offset
of the trial, either the food hopper was raised (during which time
the houselight was turned off) or the intertrial interval began. This
sequence, ITI, trial, and reinforcement (with probability P) was
repeated until 25 reinforcements had been delivered. When P was
less than 1.0, reinforcement was programmed by a probability
generator. For any given session, the proportion of trials ending
in reinforcement varied somewhat, but the mean probability of
reinforcement over several sessions closely matched the pro­
grammed value. The hopper duration was 3.5 sec for all groups,
except ITI = 250 sec, P = .1. For this group, pilot data indicated
that 3.5-sec access to food was not sufficient to maintain eating

Table 1
Number of Subjects In Each Group that Satisfied Acquisition CriterlonlTotai Group Size

ITI(in
P(TriaIs/Session)

Seconds) .1(250) .33(76) .50(50) .75(34) 1.00(25)

15 6/ 8( 105) 4/4( 33) 4/5( 22) 5/9( 18) 4/4( 12)
30 8/14( 168) 4/4( 52) 4/4( 35) 4/4( 24) 4/4( 18)
50 4/ 4( 252) 4/4( 78) 4/4( 52) 4/6( 36) 4/4( 27)

100 4/ 4( 460) 4/4(141) 4/4( 93) 4/4( 64) 6/6( 47)

250 4/ 4(1085)* 4/4(331) 4/4(218) 6/6(149) 6/6(110)

Note-Average trials per session are indicated beside each P value in parentheses, and average session durations (in minutes) are
indicated by each cell entry in parentheses. "Hopper duration = 10 sec.



during the 18-h session. Therefore, this group was given 10-sec
access to food.'

In contrast to the procedure followed during the hopper training
sessions, the duration of each of the 25 reinforcments was inde­
pendent of the subject's behavior. Because subjects did not always
eat when the hopper was raised, the actual number of reinforce­
ments consumed was monitored via the photocell apparatus. If a
subject did not eat on at least 12 of the 25 reinforcement occa­
sions for two successive sessions before satisfying the acquisition
criterion, it was replaced.

Subjects were exposed to the autoshaping procedure for 15
maintenance sessions following the first session on which the
acquisition criterion was met. Deviations from this plan were
occasionally necessitated by the requirement that subjects of a
particular experimental group begin each phase of the experiment
at the same time. In 14 instances, subjects received either 14 (N = 2)
or 16 (N == 12) maintenance sessions.

Extinction
Following autoshaping, each subject was given 10 sessions of

extinction. Extinction sessions differed from the autoshaping ses­
sions only in that reinforcement and the visual stimuli associated
with reinforcement were omitted during the 25 reinforcement
periods selected by the probability generator. Thus, at the offset
of the trial with probability P, there occurred a brief interval which
was indistinguishable from the IT!. Each extinction session termi­
nated after 25 reinforcements would have occurred. Consequently,
the average duration of an extinction session was the same as that
of an autoshaping session.

Pseudoconditioning Control Groups
Pseudoconditioning control groups were studied at each of the

five values of the IT! (N = 5 in each case). Each subject was first
required to satisfy the hopper-training criterion described earlier.
Pseudoconditioning sessions were identical to extinction sessions
programmed with a P value of .10. Thus, approximately 250 trials
occurred during each pseudoconditioning session. The number of
sessions given each group approximated the number of sessions
that occurred before a peck was observed in the case of the cor­
responding autoshaping groups.

RESULTS

Acquisition
Pseudoconditioning. Little pecking occurred in the

pseudoconditioning control groups. Of the 20 sub­
jects, 9 showed some responding, and of these,
6 showed some trial responding. In all cases, respond­
ing to the key was sporadic and never achieved
consistent levels. None of the subjects met the 3/4
acquisition criterion. When trial responding did
occur, it tended to occur in the first session, and so
the number of trials prior to the first trial response
was relatively low. Responding was somewhat more
frequent with the longer IT! groups, but not relia­
bly so. These data therefore suggest nonzero, but
very low, levels of nonassociative keypecking engen­
dered by food previously given in the context of the
experimental chamber.

Autoshaping. The results of principal interest are
presented in Figure 1. The median number of trials
required to satisfy the acquisition criterion is shown
as a function of the probability of reinforcement in
the panel on the left. The panel on the right shows
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Figure 1. Log median number of trials (left panel) and rein­
forcments (right panel) to satisfy the acquisition criterion as a
function of probability of reinforcment. The linear functions are
least-squares regressions, and the parameter is ITI duration.

the median number of reinforcers prior to satisfying
the acquisition criterion as a function of probability
of reinforcement. The ordinate is logged and the
linear functions are least squares best fits for each
IT! value. For both measures of acquisition, IT!
has a clear effect on the speed with which responding
emerges. The linear functions for increasing IT! are
displaced downward, indicating more rapid overall
acquisition levels, consonant with earlier findings
(Gibbon et al., 1977; Terrace et al., 1975). The
data in the left panel show that the number of
trials to acquisition decreased with increasing prob­
ability of reinforcement per trial. When examined in
terms of the number of reinforcers required before
responding emerges, however, the effect of reinforce­
ment probability is greatly reduced. Regression anal­
ysis of the logged medians displayed in the right
panel revealed that the slopes did not differ from
each other and the combined slope differed (mar­
ginally) from zero [F(1I15) = 5.14, .025 < p < .05].
The comparable analysis of log median trials to
acquisition showed no difference between slopes for
different ITIs, but the combined slope differed very
substantially from zero [F(l/15) = 26.77, p < .001].

The acquisition data for reinforcers to acquisition
were subjected to an analysis of variance. A log
transform was used to reduce an otherwise substan­
tial covariation of standard deviation and mean. The
results showed a large IT! effect [F(4/87) = 27.64,
p < .001] but no effect for probability of reinforce­
ment or interaction. When all the data from indi­
viduals were analyzed, variability within groups was
sufficient to obscure the marginal probability of rein­
forcement effect. Evidently, only the IT! variable is
a significant factor in the speed of acquisition when
acquisition is examined in terms of the number of
reinforcers rather than the number of trials before
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Figure 3. Median normalized response rate during the first 250
trials of extinction as a function of probability of reinforcement.
Each point represents response rate as a proportion of rate at the
end of maintenance training. A value of 1.0, therefore, represents
a rate equal to maintenance performance. Each curve represents a
different intertrial interval, with points within each curve repre­
senting different probability groups. Greater resistance to extinc­
tion is indicated by higher function levels.

probability levels comparable to intermittent groups.
This difference between rate and probability may be
related to the temporal distribution of responding
over the trial, discussed later.

Extinction. Following the 15 sessions of mainten­
ance, all subjects were exposed to 10 sessions of
extinction, with the same number of trials per session
as during conditioning. Thus, the P == 1.0 groups
experienced 10 sessions of 25 trials each, or 250
trials; while the P == .10 groups experienced 10
sessions of 250 trials each, or 2,500 trials. Extinc­
tion responding was analyzed by normalizing the
response rate for each subject by dividing the rate
in successive extinction sessions by the average
response rate during the last 3 maintenance sessions.
This normalization procedure was used because of
the variability among the probability groups during
maintenance, evident in Figure 2. Without normaliz­
ing the data, the strongest extinction effect is that
subjects with lower rates at the end of maintenance
training, appear to extinguish faster, thus potentially
obscuring a graded effect of probability of reinforce­
ment.

Extinction responding was first analyzed by com­
paring groups during their first 250 extinction trials.
Group median normalized response rate is shown
in Figure 3 as a function of probability of reinforce-
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Maintenance and Extinction
Response rate. Responding after the first response

in a trial (running rate) for each group is shown for
the 15 postacquisition sessions in Figure 2. Each
panel represents a different ITI, and the five func­
tions within each panel represent distinct probability
groups. The first point to note is that responding is
acquired more slowly when the ITI is short, as with
the acquisition measures. This is particularly true for
the l5-sec ITI groups. Responding also generally
achieves higher terminal levels with the longer ITI
groups, with the exception of the 250-sec IT!.

Reinforcement probability less than 1.0 results in
elevated response rates within each IT!. The continu­
ous reinforcement groups (open triangles) show sub­
stantially lower rate functions. However, within the
partial groups, a graded effect is not evident. Analy­
sis of variance of the average of the median rates
during the last three sessions of maintenance training
confirmed the large effect of ITI [F(4/92) == 5.48,
p < .001] and a smaller effect of probability of rein­
forcement [F(4/92) == 3.65, p < .01].3

The relative frequency of trials with at least one
response (response probability) during maintenance
showed a similar trend, with a somewhat more rapid
increase in response probability with long intertrial
intervals. However, response probability attained
generally high levels during maintenance training for
all groups, and a graded effect for P was not present.
Continuous reinforcement groups showed response

responding emerges." This point will come in for
more discussion later.

2 4 6 8 10 12 14 2 4 6 8 10 12 14

POST ACQUISITION SESSION
Figure 2. Median response rate over successivesesSions beyond

the first in which responding met the acquisition criterion. Each
panel represents a different ITI, and the functions within each
panel represent different probability of reinforcment groups.
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Figure 4. Median normalized response rate as a function of the
log of extinction trials. Each point represents performance in
blocks comprising 2S scheduled reinforcers omitted (one session).
Successivepanels, left to right and top to bottom, represent differ­
ent increasing ITI groups, and within each panel, linear regressions
are shown for the first four data points (sessions) for each proba­
billty of reinforcement group. The functions generally order them­
selves from left to right, with decreasing probability, and are
labeled when this order is not clear. The steeper the slope of the
regression function, the more rapid is extinction (the less resistance
to extinction is evident).

ment with ITI as a parameter. When looked at from
the perspective of the first 250 trials of extinction,
there is a clear partial reinforcement effect. More
responding in extinction is generated by lower rein­
forcement probabilities during conditioning. The
effect is graded with reinforcement probability at the
shorter ITIs, and tends to be restricted to the lowest
probability value (P = .10) at the two longest ITI
values. An analysis of variance revealed a large effect
for probability of reinforcement [F(4/92) = 11.18,
p < .001]. Somewhat greater resistance to extinction
with longer ITIs was also found [F(4/92) = 2.90,
p < .05], and the ITI by P interaction was not sig­
nificant. In terms of an absolute number of extinc­
tion trials, then, intermittent reinforcement sustains
responding longer than regular reinforcement.

An alternative view of extinction after partial rein­
forcement might look at extinction responding as a
function of the "expected" number of reinforcers
omitted. That is, intermittent reinforcement in condi­
tioning may engender an expectancy of reinforcement
in extinction that is very different from regular rein­
forcement training. It was with this possibility in
mind that extinction sessions were conducted with
the same number of trials as during conditioning.
Thus, each session represented the omission of 25
"expected" reinforcers. One may ask, then, whether
responding declines less rapidly for the low-proba­
bility groups after an equivalent number of omissions
of "expected" reinforcers. One way to answer this
question is shown in Figure 4. Median normalized

rates over successivesessions are shown as a function
of extinction trials on a logarithmic scale. A given
distance at any point on this scale represents an
equivalent number of "expected" reinforcers omit­
ted for each group. For example, 10 sessions of
extinction training for the P = 1.0 groups span the
range from 25 trials (lst session) through 250 trials
(10th session). This abscissa distance is the same as
that spanned by the P = .10 groups, which ranges
from 250 trials (lst session) to 2,500 trials (10th
session). Each panel represents a different ITI, and
within each panel five sets of data are shown cor­
responding to the five probability groups. The
straight lines are least squares fits to the first four
data points (sessions). These regression lines describe
the rate at which responding declines in extinction
when extinction trials are equated for the frequency
of reinforcement delivered in training." The regression
slopes characterize the decline of responding surpris­
ingly well. The lowest correlation coefficient is .73,
and all but one of the remaining correlations exceed
.9. The slopes are quite comparable within panels,
indicating that extinction progresses at about the
same rate independently of probability of reinforce­
ment. A small, but reliable, trend is discernible
across panels, with the longer ITI groups showing
shallower slopes and, thus, greater resistance to
extinction.

The slopes in Figure 4 were subjected to an
analysis of variance," The result was a reliable effect
of ITI [F(4/16) = 4.38, p < .025] and no effect
of probability of reinforcment.

Response probability data for extinction showed
the same trends as seen in Figures 3 and 4. A partial
reinforcement effect was obtained when response
probability over the first 250 trials of extinction was
analyzed, and there was no effect of probability of
reinforcement when the data were examined in terms
of sessions, as in Figure 4. The response probability
data were more variable than the response rate data,
however, and the ITI effect observed in Figure 4
was not reliable for response probability.

In summary, this extinction analysis shows that,
while intermittent reinforcement generates more
extinction responding per trial, it does not do so per
"expected" reinforcer. When looked at from the
perspective of an equivalent number of reinforcers
omitted, the decline of responding over extinction is
comparable across different probabilities of rein­
forcement within a given IT!. The ITI variable, in
contrast, exerts a reliable effect on extinction respond­
ing. Long ITIs generate greater resistance to extinc­
tion just as they generate more rapid conditioning.

Timing. Following acquisition, a reliable temporal
pattern of responding over the trial was observed for
all groups. Figure 5 shows the mean proportion of
responses occurring in successive fifths of the trial
during the 1st session with at least 25 responses (top
row), during the 15th session of maintenance (middle
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Figure 5. Proportion of total responses in successive fiftbs of
tbe trial during tbe lst day on wblcb at least 15 responses were
made (top row), tbe 15tb session of maintenance training (middle
row), and tbe last extinction session wltb at least 15 responses
(bottom row). Tbe five functions wltbin eacb panel represent tbe
five probability groups for a given ITI, and successive panels
(columns) represent IncreasingITI values.

row), and during the last extinction session with at
least 2S responses (bottom row). Within each panel,
the five functions represent the five probability
groups for a given IT!. Points within each function
represent successive fifths of the trial. A flat func­
tion would represent no temporal discrimination of
trial duration. This form is approximated early in

.training. With the exception of the first fifth of the
trial, particularly for the long ITI groups, responding
is distributed approximately uniformly over the
remainder of the trial duration.

By the end of training, acceleration of responding
during the trial is evident for most of the groups
(middle row). Responding is low at the outset of the
trial and increases as the trial interval elapses. The
temporal gradient is sharper for low probability of
reinforcement and tends to flatten at high proba­
bilities of reinforcement. Frequently, the P = 1.0
groups even show an inverted V shape, with peak
rates in the middle of the trial. Compare, for
example, the functions for continuous reinforcement
in the 100- and 2S0-sec ITI groups with those for
intermittent reinforcement. This finding of apparent
lack of temporal control as reinforcement probability

increases is most pronounced with the long ITI
groups and less clear at the shorter ITI values. For
example, a very sharp gradient is obtained for P =
.10 and .33 at the 2S0-sec ITI, but responding is
low only for the first fifth of the trial for the higher
probability groups at this IT!. For the IS-sec ITI,
in contrast, the temporal gradient is quite sharp for
all groups except the regular reinforcement group.

These data suggest that, after prolonged training,
timing the trial duration is paradoxically less precise
when reinforcement is more predictable at its end.
However, data from the extinction sessions in the
bottom row argue for an alternative view. When rein­
forcement was no longer forthcoming at the end of
any trial, the depressed responding observed at the
end of the trial for high-probability groups disap­
peared. The P = 1.0 groups during extinction
responded at the end of the trial about as the inter­
mittent groups responded at the end of the trial
during training and extinction. This suggests that the
flattening of the timing functions during training
was a result of anticipation of food. Timing of the
trial duration may have been just as precise for the
continuous reinforcement groups, but the response
distribution reflected this temporal discrimination
differently. When food was always delivered at the
end of the trial, the subjects may have engaged in
more hopper-directed activity, thus reducing ter­
minal response rates.

The depressed responding at the end of the trial
for the continuous reinforcement groups is probably
implicated in the finding of lower overall response
rate for these groups at the end of maintenance
training. If the lower response rate at the end of the
trial under continuous reinforcement is ascribable to
timing (Figure 5), the failure to find an effect of
probability of reinforcement on response probability
is not surprising. Probability of reinforcement evi­
dently does not determine whether or not responding
will occur in a trial, but rather whether, during the
trial, responding will accelerate.

Response latency. The latency of the first response
in a trial generally decreased with extended training
and increased during extinction. Mean latency during
the first three sessions of acquisition, the last three
sessions of maintenance training, and the first three
sessions of extinction is shown in Figure 6. Each row
represents a given probability value, and each column
a given IT!. Within each panel, the first three con­
nected points are mean latencies for the first three
sessions of acquisition, the next three points are
latencies during the last three sessions of maintenance
training, and the three points to the right of the
dashed line are latencies during the first three ses- .
sions of extinction. Latency effects may be observed
for both independent variables. As probability of
reinforcement increases, latencyis reduced. Increasing



Figure 6. Mean latency of the first response in the trial during
the first three sessions of acquisition, the last three sessions of
maintenance training, and the first three sessions of extinction.
Columns represent different ITI groups, and rows different proba­
bility groups. Latencies during extinction are shown to the right
of the dashed line in each panel, and open points represent approx­
imately the first 75 extinction trials.

ITI also is associated with somewhat shorter laten­
cies, though the effect is not large and is not clear
at all P values. The ITI effect appears to be restricted
to maintenance training, while the probability effect
is apparent early in acquisition as well. An analysis
of variance of the data from the last maintenance
session showed a significant P effect [F(4/88) =
4.60, p < .01] and ITI effect [F(4/88) = 3.45,
p < .01] and no interaction.

During extinction, latencies increased rapidly. The
increase did not vary systematically with either ITI
or P when analyzed in terms of sessions. Note that,
as with the response rate analysis, these data may
be thought of as latency per 25 omitted reinforcers.
Thus the failure to find an effect when the data are
looked at over sessions suggests that there may be a
partial reinforcment effect when the data are exa­
mined over trials. This is shown graphically in
Figure 6 as the difference between open points in the
extinction functions for successive rows. The three
open points on the bottom row represent the first
75 extinction trials for the P = 1.00 groups; the two
open points in the next row represent the first 66
trials for the P = .75 groups; the first 1.5 open
points in the middle row represent the first 75 trials
for the P = .50 groups; and the first point in the
second row represents the first 75 trials for the
P = .33 groups. Looking just at the open points,
it is clear that there is a substantial increase in latency
during extinction for the continuous groups in the
bottom row. This increase is smaller in the P = .75
groups, and not evident at all for the first 75 trials
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in the other groups. The increase in latency reflects
more rapid extinction for the continuous reinforce­
ment groups than for the intermittent reinforcement
groups, when examined at a comparable number of
trials. Again, therefore, a partial reinforcement
extinction effect is evident on a per-trial, but not a
per-session, basis.

The latency effects were small in absolute size.
Latency ranged from about 1.5 sec at the long ITIs
and high probabilities to about 3 sec at the short
ITIs. Since the longest latencies averaged about
3 sec and since the trials were 10 sec long, latency
effects would be largely restricted to the first third
of the trial. This means that the timing distributions
in Figure 5 do not reflect the development of long
latencies during maintenance training. In any case,
maintenance training tended to increase response
speed. Just the reverse appears in the timing distribu­
tions, with response rates early in the trial becoming
reduced with training rather than increasing, as
shortened latencies would predict. Evidently the
short-latency control over the first response in a trial
is not matched by short interresponse times for sub­
sequent responding.

Response duration. Response durations also
changed over the course of training. Early in train­
ing, response durations were low, during maintenance
they increased, and during extinction they again
decreased. Analysis of variance revealed a very large
effect of training [F(21150) = 109.3, p < .001] and
no effect for probability of reinforcement, ITI, or
any interaction. The median response duration aver­
aged over ITI and P was: 30.2 msec (SD = 18.7)
for the 1st session on which the acquisition criterion
was met, 55.4 msec (SD = 28.7) for the 15th session
of training, and 35.1 msec (SD = 17.9) for the first
3 sessions of extinction. It is noteworthy that the
timing of the trial, which only developed over extend­
ed training, was maintained in extinction, while the
long peck durations, which also developed during
maintenance, disappeared rapidly during extinction.

DISCUSSION

Acquisition
The intertrial interval in this experiment exerted a

powerful and uniform effect on the speed with which
autoshaped keypecking emerged. This finding is con­
sonant with our previous results (Gibbon et aI., 1977;
Terrace et aI., 1975) and with the spaced vs. massed
training effects common in classical conditioning
procedures (Gormezano & Moore, 1969; Kimble,
1961; Terrace, 1973). The intertrial interval effect
is not surprising in the light of previous work, and
it is evident whether one regards the appropriate
measure of acquisition as the number of trials or the
number of reinforcers before keypecking emerges.
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Both measures decrease with increasing IT! in about
the same ratio independently of probability of rein­
forcement (Figure 1).

The probability of reinforcement variable exerted a
retarding effect on acquisition speed when that speed
was assessed in terms of the number of trials required
before reliable responding occurred. However, when
acquisition speed was assessed in terms of the
number of reinforced trials required before respond­
ing, little or no effect was evident. This finding is
consonant with some data in the autoshaping litera­
ture in which both acquisition measures are reported
(or inferable). Gonzalez (1973) reported autoshaping
acquisition for two groups of birds exposed to 100010
reinforcement and 25010 reinforcement. His procedure
was comparable to the present procedure, in that a
fixed number of reinforcers (100) per session were
programmed for each group. The 100010 birds received
100 trials per session and the 25010 group received 400
trials per session. The intertrial interval was the same
for each group. The groups were small (N = 3 each)
and statistical comparisons were not reported, but
the median number of trials to the first peck was 172
for the 100010 group and 263 for the 25010 group,
suggesting retarded acquisition per-trial under par­
tial reinforcement. However, the median number of
reinforcers for the 25010 group was 66-/ower than
the median reinforcers to the first peck for the 100010
group. It is likely from Gonzalez's report that a cri­
terion measure would have equated the two groups in
terms of reinforcers to acquisition, since the partial
group appeared to achieve asymptote more slowly
than the 100010 group.

Wasserman, Hunter, Gutowski, and Bader (1975)
reported acquisition scores for chicks responding to a
key-light signal paired with heat reinforcement. They
found that the median number of trials before the
first response was 36, 23, and 13.5 for groups
receiving probabilities of P = .33, .67, and 1.0,
respectively. The number of reinforcers to acquisi­
tion were therefore about 13 (11.5, 15.0 and 13.5,
respectively, as reported in Wasserman, Deich,
Hunter, and Nagamatsu, 1977, from a reanalysis of
these data).

In both of these experiments and in the procedures
we report here, IT! was held constant across proba­
bility groups. In the Gonzalez (1973) experiment
this was effected by increasing session duration (as
in the present report), while in the Wasserman et al.
(1975) experiment this was accomplished by reducing
the number of reinforcers delivered in each session,
holding session duration constant. Evidently, the two
procedures produce comparable results: a per-trial,
but no per-reinforcer, effect for probability of rein­
forcement.

An alternative procedure for programming inter­
mittent reinforcers has been studied in a provocative

series of experiments by Wasserman et al. (1977).
In their procedure, the number of reinforcers and the
session duration were held constant, but intermittent
groups received added signals which were unrein­
forced. This results in a decrease in intertrial interval.
In their Experiment 3, for example, two groups
received 50010 reinforcement procedures, one with 5
paired (and 5 unpaired) trials per day and another
with 10 paired (and 10 unpaired) trials per day. The
comparable continuous reinforcement groups received
only the 5 or 10 paired trials per day. The results
showed some retardation for the 50010 group with
10 pairings per day and a slight facilitation for the
50010 group with 5 pairings per day. Overall, there
was no reliable partial reinforcement effect. This
means that, even though both partial groups experi­
enced a reduced intertrial interval, retardation of
acquisition was not observed. A subsequent experi­
ment, which added many more unpaired signals to
groups receiving 5 paired trials per day, revealed a
retardation at partial reinforcement values of P ~ .20.
The procedure for these latter groups is not detailed,
but presumably they also involved a decrease in inter­
trial interval. In light of the results reported here and
elsewhere on the power of the ITI variable to modu­
late conditioning speed, the retardation observed at
low probabilities might equally well be attributed to
reduction in the intertrial interval. Two later experi­
ments in this series confirmed the lack of an effect
for a 50010 partial schedule, again when the inter­
trial interval was also reduced (compare Groups 20-0
with Groups 0-0 in Experiments 4 and 5). The
measure of conditioning speed in these experiments
was percent CRs. This index is different from the one
reported here, and may have different properties.
However, the data seem quite clear that, at best,
there is no discernible effect of intermittent rein­
forcement on the speed of acquisition when acquisi­
tion is accessed per reinforced trial and trial spacing
is held constant.

The classical conditioning literature on acquisition
in other preparations with pigeons is in accord with
these findings. Two studies of activity in the pigeon
using Pavlovian procedures with either food (Slivka
& Bitterman, 1966) or shock (Longo, Milstein, &
Bitterman, 1962) also found no per-reinforcer acqui­
sition effect. In the Slivka and Bitterman (1966)
study, there was as well no per-trial effect, while in
the Longo et al. work with shock, acquisition of
activity responding was retarded by intermittent rein­
forcement on a per-trial, but not on a per-reinforcer,
measure.

In the literature on other infrahuman species, the
effects of partial reinforcement on acquisition are
mixed. Studies of rabbit eyelid (Thomas & Wagner,
1964) or nictitating membrane conditioning
(Gormezano & Coleman, 1975); rat CER condition-



ing (Brimer & Dockrill, 1966); conditioned salivation
(Fitzgerald, 1963; Sadler, 1968)and heart rate in the
dog (Fitzgerald, Vardaris, & Teyler, 1966); and
activity in the fish (Berger, Yarczower, & Bitterman,
1965; Gonzalez, Eskin, & Bitterman, 1963; Gonzalez,
Longo, & Bitterman, 1961; Gonzalez, Milstein, &
Bitterman, 1962), have found somewhat slower
acquisition for P < 1.0 when acquisition was assessed
on a per-trial basis. Other studies, as well as some of
the experiments within the studies cited above, have
reported no retardation on a per-trial basis (Fitzgerald,
Vardaris, & Brown, 1966; Vardaris & Fitzgerald,
1969).

A surveyof this literature is summarized in Table 2.
The studies are grouped by species and preparation,
identified in the first four columns on the left. The
right four columns indicate partial reinforcement
findings for acquisition and extinction. A plus (+)
represents a report of retardation due to partial rein­
forcement, a zero (0) represents no effect, and a
minus (-) represents facilitation. An asterisk (*)
indicates statistical reliability. For example, the top
row shows that in the present experiment signifi­
cantly retarded acquisition for P < 1.0 was found on
a per-trial (+ *), but not on a per-reinforcer (0),
basis."

Most frequently in this literature, retardation
effects were reported on a per-trial basis. The effects
indicated in the "per US" columns generally repre­
sent our reanalysis of the per-trial data. A minus in
these columns means that all of the partial reinforce­
ment data represent facilitation relative to continu­
ous groups at the same number of reinforcement
experiences (or omissions, for the extinction column).
A zero means that there was some overlap between
partial and continuous groups. If less than one-half
of the partial reinforcement data was facilitated
relative to the corresponding continuous reinforce­
ment data, "(E)", for estimate, is placed next to the
symbol. A plus means that all of the partial rein­
forcement groups remained retarded even when
compared to continuous groups at comparable
numbers of reinforcers.

When the partial reinforcement manipulation
reduced the ITI, as in the Wasserman et al. (1977)
procedure, "(I)" is placed next to the symbol to
indicate this confound. In the per-reinforcer column
for acquisition, this confound appears in four of the
six cases of reported retardation. Thus, of the 24
experiments reviewed, 14 reported reliable retarded
acquisition per trial, but only two (Fitzgerald, 1963,
salivation in the dog; Gonzalez et al., 1963, activity
in the mouth-breeder) showed unambiguous retarda­
tion per reinforcer. It is noteworthy that this fre­
quency (2124) is in the neighborhood of traditional
Type I error levels. In fact, this correspondence may
be closer than indicated, since no-effect findings
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from several experiments within the same studies
have been combined in Table 2.

Maintenance
Over the course of maintenance training, response

rates in the trial gradually increased, with responding
being somewhat more rapid for long ITIs than for
short ITls. The ITI effect was observable both at
asymptote and as response rates approached their
final levels (Figure 2). Probability of reinforcement
exerted an effect on response rates primarily late in
training, with lower reinforcement probabilities
associated with faster responding.

A comparison of our maintenance findings with
data from other infrahuman partial reinforcement
classical conditioning studies is difficult on several
grounds. First, the measure of response strength
usually reported in this literature is percent CRs. In
our data, and in the rest of the literature, percent
CRs frequently do not show a difference between
partially reinforced and continuously reinforced
groups (Coleman & Gormezano, unpublished work
as reported in Gormezano & Moore, 1969;Thomas &
Wagner, 1964). We will argue below that the differ­
ence between the rate measure and the probability of
response or percentoCR measure is important, and
that the higher rates found in intermittent reinforce­
ment groups here depend upon responses after the
first response on any trial. A second difficulty derives
from the fact that our higher rates developed after
rather long maintenance training (375 trials). Gen­
erally, the focus in the partial-reinforcement classical
conditioning literature is on PRE effects in acquisi­
tion or extinction, and it is rare to find long main­
tenance training. Those studies with extended train­
ing sometimes report no effect on asymptotic strength
(e.g., Slivka & Bitterman, 1966) and sometimes a
lower asymptote (e.g., Berger et aI., 1965) under
intermittent reinforcement (cf. review in Mackintosh,
1974). Thus, while the literature is mixed on whether
a reduction in response strength is produced by par­
tial reinforcement, our finding of an increase in
response rate appears to be unique.

Temporal discrimination of the trial duration,
which emerged gradually over training, is probably
implicated in the partial reinforcement effect on
overall rates. By the end of maintenance training,
birds in the low-probability groups showed an accel­
erated response rate over the trial. High-probability
subjects, however, tended to slow their rates of key­
pecking as the end of the trial approached. This
inverted U-shaped temporal gradient may be inter­
preted as showing control by anticipation of food at
the end of the trial for high-probability groups. The
temporal discrimination of reinforcement time in the
high-probability groups may have "released" a con­
summatory behavior pattern directed at the hopper,
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which was ethologically more appropriate to the
imminent consumption of grain. Evidence in support
of this interpretation is the uniform acceleration over
the trial observed in all probability groups when food
was omitted during extinction. Thus, subjects may
have "known" when the trial would end, both in
extinction and in maintenance training, but expressed
that knowledge differently when food was forth­
coming rarely or frequently at the end of the trial.
This interpretation is consonant with the overall rate
reduction in the P = 1.0 groups also, since inhibi­
tion of keypecking toward the end of the trial would
lower average rates. It is not presently clear, however,
whether the temporal gradient differences account
for all of the rate differences or whether intermit­
tency per se generates more vigorous responding.

A speculative, though intriguing, possibility with
respect to the timing data parallels a well-established
finding for partial reinforcement in instrumental alley­
running behavior of rats. Rats run faster during the
early portions of an alley under intermittent than
under continuous reinforcement (Amsel, MacKinnon,
Rashotte, & Surridge, 1964; Goodrich, 1959; Wagner,
1961; Weinstock, 1958). In the terminal section of
the alley, running speeds tend to be lower for par­
tial than for continuous groups. In the present
experiment, if we equate early portions of an alley
with early portions of the trial duration, then
increased vigor in this section of the "temporal
runway" is consonant with the partial reinforcement
effect in the alley. Later portions of the trial dura­
tion were associated with decreasing response rates
when reinforcement probability was high. This is the
reverse of the increased vigor observed for high
probability in the runway situation. This discrepancy
is resolved, however, in terms of the postulated
anticipatory, hopper-directed behavior. Continuous
reinforcement in the autoshaping situation may
increase the strength of anticipatory responses as
opposed to, and perhaps incompatible with, key­
pecking near the end of the "temporal runway."

Overall running rate and temporal discrimination
are both reflections of multiple responses in a trial.
Two of the measures we have reported here reflect
only the first response in each trial, namely its latency
and its relative frequency or probability. These two
measures covary, but show a different pattern of
results than the timing and response rate indexes.
The speed with which the first response in a trial
is made (l/latency) was found to increase with long
ITIs and increasing probability of reinforcement.
The relative frequency of making at least one response
per trial showed a similar pattern of increasing
strength with long ITIs, and no reduction in strength
with high reinforcement probability. Thus, the high
response rates observed for the partial groups once
responding had begun in a trial were not reflected in
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the probability or latency with which the first
response was made. Put another way, the strength
of the first response in a trial increased with increas­
ing probability of reinforcement, while the strength,
or at least the frequency, of later responses in the
trial decreased with increasing probability of rein­
forcement. However, if the decrement in rates late in
the trial reflects an increment in anticipatory behav­
ior, then this response also increased in strength
with increasing P.

Response durations did not show reliable effects of
either partial reinforcement or intertrial interval,
though they confirmed Schwartz and William's (1972)
and Schwartz's (Note 1) finding that duration of
autoshaped pecks increases with extended training.
These and related findings have prompted Schwartz
to hypothesize that pecks of short duration are
"reflexive" and controlled by the contingency
between key light and food, while pecks of long
duration are "operant" and controlled by instrumen­
tal relationships between responding and food that
the autoshaping procedure permits after long training.

An alternative view of response duration effects
has been proposed by Ziriax and Silberberg (1978).
They argue that the data adduced in favor of the
two-process account of short- and long-duration
pecks are equally susceptible to an interpretation
in terms of variations in response strength from low
to high. The present data do not bear directly on
this issue. Durations were short in acquisition, longer
during maintenance, and again short in extinction.
In terms of the Schwartz interpretation, these find­
ings might reflect signal contingency predominance
in acquisition and operant relationships in mainte­
nance. However, it is not at all clear why extinction
should reflect primarily the signal-food contingency
established in training. Certainly, if adventitious
response-reinforcer relationships were responsible
for the increased durations in maintenance training,
these relationships must also extinguish when rein­
forcement is omitted. Our data would then require
that the adventitious response-reinforcer relationships
be weaker and extinguish faster than the signal-food
relationship.

On the other hand, an interpretation of these data
in terms of Ziriax and Silberberg's proposal is
straightforward. Responding is weak early in train­
ing, gains in strength in maintenance, and loses
strength in extinction. Thus, the main effects are
consonant with either view, though the response
strength account seems more parsimonious.

Extinction
A persistent view of the presumed difference

between classical and instrumental conditioning has
been that partial reinforcement may distinguish the
two. Partial reinforcement is claimed to have little
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effect on resistance to extinction of classical Pavlovian
CRs (Gray, 1975; Kimble, 1961, 1964; Terrace,
1973), in contrast to the greater resistance to extinc­
tion after partial reinforcement of instrumental
responses (Amsel, 1958; Amsel, Rashotte, &
MacKinnon, 1966; Felton & Lyon, 1966).

Our study is the first that we know of to report
extinction of autoshaped keypecking after partial re­
inforcement training. In other infrahuman classical
conditioning preparations, the literature is mixed on
whether partial reinforcement retards extinction,
assessed on a per-trial basis. Several studies have
found little or no effect (Longo et al., 1962; Slivka &
Bitterman, 1966, activity in the pigeon; Thomas &
Wagner, 1964, rabbit eyelid; Gormezano & Coleman,
1975, rabbit nictitating membrane; Wagner et al.,
1967, CER in the rat, Experiment 2; Fitzgerald,
Vardaris, & Brown, 1966, heart rate in the rat;
Sadler, 1968, salivation in the dog; Vardaris &
Fitzgerald, 1969, eyeblink in the dog; Berger et aI.,
1965, Gonzalez et al., 1961, and Gonzalez et aI.,
1962, activity in the goldfish).

Several other studies have found a per-trial retar­
dation (Gibbs, Latham, & Gormezano, 1978, rabbit
nictitating membrane; Brimer & Dockrill, 1966;
Wagner et al., 1967, CER in the rat; Fitzgerald,
1963; Wagner, Siegel, Thomas, & Ellison, 1964,
salivation in the dog; Fitzgerald, Vardaris, & Teyler,
1966, heart rate in the dog; Gonzalez et al., 1963,
activity in the mouth breeder).

Our survey of these effects is summarized in the
two right-hand columns of Table 2. Nine of the 26
experiments reported retarded extinction (greater
resistance to extinction) after intermittent reinforce­
ment training. When examined at equivalent fre­
quencies of reinforcers omitted, however, most of
these studies showed facilitated extinction (17/26)
or no effect (7/26). In only two cases did a partial
reinforcement extinction effect remain when assessed
per scheduled reinforcer. One of these was the study
by Brimer and Dockrill (1966), in which a retarded
extinction was found after CER training in the rat
when continuous groups receiving an equivalent
number of reinforced trials in training were compared
in extinction to experimental groups on a 50010
schedule. Retardation was found only when a 100%
group was compared to a 50% group with added
unreinforced trials. This is the same confound with
shortened intertrial interval (I) as obtained in several
of the acquisition reports. When a comparison was
made on a per-reinforcer basis between groups for
which the ITI remained constant (Experiment I, E
vs. C4; Experiment 2, E vs. C4), the partial rein­
forcement extinction effect disappeared.

The other exception is the study by Gibbs et al.
(1978), which used the rabbit nictitating membrane
preparation. They found an inverted V-shaped resis­
tance to extinction function on a per-trial basis,
with extinction fastest when probability of reinforce-

ment was either low or high. A per-reinforcer effect
is questionable here also, however, since response
levels prior to extinction differed greatly across
probability of reinforcement groups. The response
level confound (Hartman & Grant, 1962), indicated
by "(R)" in Table 2, complicates an assessment of
resistance to extinction.

Finally, at least one study has documented a
reverse resistance to extinction effect per trial.
Rescorla (1968) studied resistance to extinction after
CER training in the rat off the baseline. He found
that partial reinforcement schedules significantly
reduced, rather than enhanced, resistance to extinc­
tion (Experiment 2, .4-0 vs..2-0 and .1-0).

In summary, approximately one-third of the exper­
iments we have reviewed find some retardation of
extinction per trial after partial reinforcement train­
ing. With the possible exception of the V-shaped
function obtained by Gibbs et al. (1978), retardation
was not observed after partial reinforcement training
on a per-scheduled-reinforcer basis. The present
study fits nicely in this context, with a per-trial, but
no per-reinforcer, effect.

The per-reinforcer perspective on extinction
responding is conceptually similar to the "unit
hypothesis" of extinction after partial reinforcement
of instrumental behavior (Mowrer & Jones, 1945;
Weissman & Crossman, 1966). The core of this view
is that partial reinforcement establishes an expecta­
tion of a rate of reinforcement, or number of trials
per reinforcement, which is different for different
probability groups. When responding declines in
extinction, it does so relative to this expected rate of
reinforcement. We have not surveyed here the
voluminous instrumental partial-reinforcement extinc­
tion literature (see Mackintosh, 1974, fOT an excel­
lent review). In the present analysis, the decline in
responding was taken relative to the preextinction
response levels. The importance of this transform
for obtaining monotone extinction effects rather
than a V-shaped relation (cf. Grant & Schipper,
1952; Hartman & Grant, 1962) is presently not
known. However, there is evidence in the instrumen­
tal literature that transforming to relative scores does
not eliminate the partial-reinforcement extinction
effect (e.g., Wagner, 1961). Also, interpolating con­
tinuous reinforcement prior to extinction eliminates
the response level confound, yet the retardation of
extinction for partial reinforcement subjects persists
(Jenkins, 1962; Theios, 1962). Thus, while a "unit
hypothesis" analysis will, perforce, attenuate the
retardation effect in the instrumental case, it may not
eliminate it entirely.

Role of Unreinforced Trials
Theoretical accounts of the conditioning process

quite generally ascribe some special effects to unrein­
forced trial signals. In some accounts (e.g., Amsel,



1962; Capaldi, 1966), unreinforced trials generate
effects via frustrative nonreward or via schedule­
induced contextual cues (e.g., Neely & Wagner, 1974),
which then become conditioned excitors in a manner
similar to the nominal trial signal.

The influential theoretical account of conditioning
offered by Rescorla and Wagner (1972) at one level
regards unreinforced trial episodes as extinction
occasions for the conditioned strength of both the
signal and the background context cues. The result
is a lower asymptotic strength for the signal, which
depends directly on P. 7 Similarly, contingency theory
(Gibbon, Berryman, & Thompson, 1974; Rescorla,
1967) regards the role of unreinforced trial signals
as equally important in that they reduce the corre­
lation of the CS with the US.

In all of these conceptualizations, unreinforced
trials play an important role in what is learned in a
partial schedule, and effects may be expected to
appear both in maintenance training and in extinc
tion. The effects we have observed, assessed per
trial, are consonant with these theoretical perspec­
tives. The data show that partial reinforcement
retards acquisition and retards extinction. However,
the failure to find partial reinforcement effects when
assessed per scheduled reinforcer poses a problem for
all of these views. One would have to argue that the
retarding effect of a given number of unreinforced
trial signals is nicely balanced by the excitation ac­
cruing to endogenous, frustration-induced stimuli
so that in extinction the two effects just counter­
balance. It is less clear, however, why acquisition
of conditioned strength is not retarded per reinforcer.
Perhaps intermittent reinforcement generates schedule­
induced cues only later in training, and early unrein­
forced trial episodes are in some sense "ignored"
(cf. Amsel, 1958).

The present data suggest a potentially simpler view
of the role of unreinforced trial signals in acquisi­
tion and extinction. This view stems from our prior
finding of strong control by the ratio of the trial
duration to the intertrial duration (Gibbon et aI.,
1977). Responding in the autoshaping situation was
acquired after about the same number of reinforce­
ments, when subjects were studied at widely different
absolute trial and intertrial durations which main­
tained the same ratio. If one regards subjects as
treating the entire period between reinforcers as a
single conditioning episode, then partial reinforce­
ment schedules result in the same ratio of trial-to­
intertrial time as continuous reinforcement schedules.
For example, 50070 reinforcement at a lO-sec trial
and 50-sec ITI results in 20 sec of trial time between
reinforcers and 100 sec of ITI time between rein­
forcers-a 5 to I ratio. This ratio is readily seen to
remain constant at any value of reinforcement proba­
bility, since both trial and intertrial time are multi-
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plied by liP. On this view, subjects assess the pre­
dictive value of the signal by the ratio of the total
time that the signal appears between reinforcers to
the total time that it is off between reinforcers-or,
equivalently, total signal time to total time between
reinforcers. Of course, in this context, it is impor­
tant that at least one trial signal be contiguous with
reinforcement, since trace procedures are known
to produce severe retardation of autoshaping (Newlin
& LoLordo, 1976; Wasserman et aI., 1977, Experi­
ment 2).

The failure to find extinction effects per reinforcer
is similarly straightforward on this view. Intermit­
tent reinforcement in training establishes an expecta­
tion of a rate of reinforcement, or total signal time
per reinforcement. In extinction, the frequency with
which the expectation of reinforcement is violated is
just the frequency with which reinforcers are omit­
ted relative to the training schedule. In the present
procedures, scheduled reinforcement frequency was
the same per session in training and extinction, per­
haps maximizing the possibility that extinction rates
per scheduled reinforcer would be equivalent.

While the "expected reinforcer" analysis is sugges­
tive, a quantitative account is not presently available.
If extinction is regarded as progressing at a constant
rate per "violation of expectancy," then something
like the surprise value of omitting a scheduled rein­
forcer appears to be involved. The core of the diffi­
culty may be thought of as the spread of association
in time. Evidently, subjects and experimenters are
not always in agreement as to what constitutes a trial
in the partial reinforcement experiment.
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NOTES

I. Balsam and Payne (1979) have shown that variation in rein-
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forcement duration has little or no effect on acquisition of auto­
shaped responding.

2. The relation between these two measures is that, on the
average, number of trials to acquisition times P equals number
of reinforcers to acquisition. In a sense, then, the trials-to­
acquisition measure is confounded, since it contains the independent
variable as a multiplier of the dependent variable.

3. These rates did not show a covariation of mean and standard
deviation (r '" .04), and so the log transform was not necessary
here.

4. To accomplish equating for expected number of reinforcers,
the abscissa scale might also have been simply extinction sessions.
However, the regression fits were not as good with this variable.

5. Individual subjects' data were not used in this analysis, since
regression fits did not characterize the decline in responding of
individual subjects well. The analysis therefore did not contain
repeated measures, and the interaction term was used as the esti­
mate of error variance.

6. While no-effect findings from several experiments within the
same study have been combined in some instances, main-effect
findings (but not interactions) are, in every case, listed separately.
These distinctions have not been uniformly observed in other
literature surveys and result in some discrepancies between our
Table 2 and the review by Gormezano and Moore (1969, Table 2)
and Mackintosh (1974, p. 72). Some additional discrepancies we
are unable to reconcile. Brimer and Dockrill (1966) and Thomas
and Wagner (1964) both report reliable pertrial PREs, while
Wagner et al. (1967, Experiment 2) and Wagner et aI. (1964)
do not report acquisition data. Despite the discrepancies, these
surveys and our own present a similar overall picture.

7. The asymptotes of associative value for a partially reinforced
cue, X, superimposed on a background, A, are

where P is probability of reinforcement, and {Jh {J, are the learning
rates associated with reinforcement and extinction, respectively.
The asymptotes for reinforcement and extinction are assumed to
be 1.0 and O. There is a typographical error in the statement of
this result in Rescorla and Wagner, 1972 (p. 89) and in Rescorla,
1972 (p. 21). The denominator is a sum, not a difference.
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