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Interpretational factors in conditional reasoning

VALERIE A. THOMPSON
University ofSaskatchewan, Saskatoon, Saskatchewan, Canada

Two experiments examined the role of necessity and sufficiency relationships in conditional rea­
soning, The results indicated that perceived necessity and sufficiency predicted variability in rea­
soning performance for four pragmatic relations (permission, obligation, causation, and definition),
for both determinant and indeterminant syntactic forms, and for both a conditional arguments and a
truth table evaluation task, as well as when the temporal relationship between the antecedent and
consequent events was reversed. These data support the general utility of perceived necessity and
sufficiency in the interpretation and evaluation of conditional relationships. However, the effects of
necessity and sufficiency were smaller for reversed than for forward statements, which suggests that
necessity/sufficiency-based interpretations may be more useful for evaluating some types of condi­
tional relations than others. In addition, people were more likely to accept valid rather than invalid
arguments, regardless of necessity/sufficiency relations, a finding that suggests that abstract, con­
tent-free representations may playa functional role in conditional reasoning.

Conditional reasoning entails drawing inferences
about situations in which the occurrence of one event is
conditional or contingent upon the occurrence ofanother
event. The apparent simplicity ofthis task is belied by the
complexity of the empirical findings regarding it. For ex­
ample, much recent research has shown that people's in­
ferences are influenced by the content of their premises,
even when the logical requirements of the conditional
reasoning task are held constant (Byrne, 1989; Cummins,
Lubart, Alksnis, & Rist, 1991; Thompson, in press; Ward,
Bymes, & Overton, 1990). Moreover, these content effects
vary as a function of the task used to measure reasoning,
in such a way that content that facilitates performance on
one task will not necessarily facilitate performance on
another, logically equivalent, task (Markovits & Savary,
1992; Thompson, in press). These observations highlight
the importance of interpretational factors in reasoning
and suggest that these factors may interact both with
each other and with other aspects of the task environ­
ment, in complex and subtle ways.

However, to date, most research has examined the ef­
fects of interpretational variables in isolation, without
pursuing the question of how these variables may inter­
act. A case in point is the research concerning neces­
sity/sufficiency relations. Although interpretations based
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on perceived necessity and sufficiency have consis­
tently been shown to be important factors in making and
evaluating conditional inferences (e.g., Cummins et al.,
1991; Digdon, 1986; Markovits, 1984, 1986; Stauden­
mayer, 1975; Thompson, in press), we do not know how
the use of necessity/sufficiency information may be mod­
ified by other interpretational variables, such as prag­
matic, contextual relations (e.g., Cheng & Holyoak, 1985)
or logical, syntactic relations. Thus, the following ex­
periments examined the role of perceived necessity and
sufficiency in the making of inferences about a variety
of pragmatic and syntactic relationships.

Conditional Reasoning
Conditional relationships are often expressed in the

generic form "if p, then q," where p and q are referred
to as the antecedent and consequent, respectively. In a
conditional reasoning task, subjects are typically asked
to make inferences about the occurrence of one event,
given the occurrence or nonoccurrence ofthe other event.
For example, in a conditional arguments task, subjects
are asked to indicate the validity of four inferences de­
rived from a conditional statement (e.g., if the car is out
of gas, then it stalls). The modus ponens (MP) inference
entails concluding q, given p (e.g., the car is out of gas;
therefore, it stalls), and modus tollens (MT) entails con­
cluding -p, given -q (e.g., the car has not stalled; there­
fore, it did not run out ofgas). The denying-the-antecedent
(DA) and affirming-the-consequent arguments (AC) in­
volve the inference from 'P to -q (e.g., ifthe car does not
run out of gas, it will not stall) and from q to p (the car
has stalled; therefore, it has run out of gas), respectively.

Logically speaking, the validity of an argument is de­
termined only by its syntactic form; by this criterion, the
MP and MT arguments are considered to be valid, and
the DA and AC arguments are considered to be fallacies
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(see, e.g., Evans, 1982). However, much research has in­
dicated that people often deviate from this ideal: they
frequently make invalid inferences (Evans, 1982; Mar­
cus & Rips, 1979; Staudenmayer, 1975; Taplin, 1971;
Taplin & Staudenmayer, 1973) and are influenced by
both the content of the conditional relationship and the
context in which it is presented (Byrne, 1989; Digdon,
1986; Griggs, 1983; Marcus & Rips, 1979; Markovits,
1984, 1986; Reich & Ruth, 1982; Rumain, Connell, &
Braine, 1983; Staudenmayer, 1975).

Necessity, Sufficiency, and Conditional Reasoning
One way to explain these types ofcontent effects is to

assume that reasoning is directly mediated by available
knowledge of the specific conditional relationship, such
as the perceived necessity and sufficiency of the rela­
tionship (e.g., Digdon, 1986; Markovits, 1984, 1986; Pol­
lard, 1982; Thompson, in press). Necessary relation­
ships are those for which the consequent event occurs
only when the antecedent event occurs (e.g., if the TV is
plugged in, then it works). Sufficient relationships are
those for which the consequent always occurs when the
antecedent occurs (e.g., ifthe car runs out ofgas, then it
stalls). Because these approaches assume that informa­
tion about necessity/sufficiency relations can be cued
from either the context or content of the conditional re­
lationship, I will refer to them collectively as contextual
cuing theories.

According to this approach, responses to all four log­
ical questions should vary systematically as a function
of the perceived necessity and sufficiency of the condi­
tional relationship (Bindra, Clarke, & Shultz, 1980;
Staudenmayer, 1975): the DA and AC inferences should
be affected by the necessity of the relationship, whereas
the MP and MT inferences should be affected by the suf­
ficiency of the relationship.

Perceived necessity and the AC/DA inferences. Ac­
cording to the contextual cuing theories, people should
be more likely to commit the AC and DA "fallacies"
when the relationship is perceived to be necessary than
when it is not, as illustrated below. For a necessary rela­
tionship, q occurs only when p does; therefore, if q has
happened, it follows that p must also have happened
(AC), and ifp did not happen, then q could not have hap­
pened either. In contrast, when the relationship is not
necessary, it is possible for q to occur without p. Thus,
the fact that q has occurred is no guarantee that p did
also (AC), nor does the absence of p guarantee the ab­
sence of q (DA). Consequently, the AC and DA infer­
ences seem less plausible for nonnecessary than for nec­
essary relationships. Consistent with this hypothesis,
several investigations have found that people are more
likely to make the AC and DA inferences for necessary
than for nonnecessary relations (Bucci, 1978; Digdon,
1986; Markovits, 1984, 1986; Staudenmayer, 1975;
Thompson, in press).

Necessary:
If the TV is plugged in, then it works.
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AC: The TV is working. Is it plugged in? (yes)
DA: The TV is not plugged in. Is it working? (no)

Nonnecessary:
If the car runs out of gas, then ,it stalls.

AC: The car has stalled. Did it run out of gas?
(maybe)

DA: The car has not run out of gas. Did it stall?
(maybe) .

Additional support for this position derives from the
observation that factors that underlie judgements ofper­
ceived necessity, such as the availability of alternative
antecedents, also affect the probability of accepting the
DA and AC inferences. Alternative antecedents are con­
ditions other than p that cause q to occur, and thus, the
presence ofalternative antecedents indicates that p is not
necessary for q (Pollard, 1982). For example, in the
"car" example above, alternative antecedents would be
other ways that a car might stall without running out of
gas (e.g., broken fanbelt, overheated engine, etc.).

Several investigations point to a relationship between
alternative antecedents and inference patterns. Markovits
(1984) demonstrated that subjects who were aware of
the possibility of alternative antecedents were less likely
to make the DA and AC inferences than those who were
not. Similarly, there is an inverse relationship between
the number of alternative antecedents cued by a condi­
tional relationship, and the probability that subjects ac­
cept the DA and AC inferences (Cummins et al., 1991;
Thompson, in press). In addition, when alternative an­
tecedents are provided by the experimenter, subjects are
less likely to commit the AC and DA fallacies (Byrne,
1989; Rumain et al., 1983).

Perceived sufficiency and the MPIMT inferences. Ac­
cording to the contextual cuing theories, people should
be more likely to "correctly" make the MP and MT in­
ferences when the relationship is sufficient than when it
is nonsufficient, as illustrated below. For sufficient re­
lationships, q always happens when p does; thus, ifp hap­
pens, then so must q (MP), and if q has not happened, it
means that p cannot have happened either (MT). How­
ever, for nonsufficient relationships, p does not guaran­
tee q, and, as a result, neither the MP nor the MT infer­
ence seems compelling for nonsufficient relationships.

Sufficient:
If the car runs out of gas, then it stalls.

MP: The car has run out of gas. Will it stall? (yes)
MT: The car has not stalled. Did it run out of gas?

(no)

Nonsufficient:
If a person smokes, then he/she gets lung cancer.

MP: A person smokes. Will he/she get lung cancer?
(maybe)

MT: A person does not have lung cancer. Does he/she
smoke? (maybe)

Although less research has been done to support the
role of perceived sufficiency in conditional inferences,
the available data support the prediction that subjects are
less likely to endorse the MP and MT inferences for non-
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sufficient than for sufficient relations (Thompson, in
press). In addition, the acceptability of the MP and MT
inferences appears to vary as a function of factors that
affect the perceived sufficiency of the rule, such as the
availability of alternative consequents. Alternative con­
sequents are situations in which p occurs without q, and
thus they indicate that the conditional relationship is
nonsufficient (i.e., because not everyone who smokes
gets lung cancer, smoking is not a sufficient condition
for getting lung cancer). Consistent with this hypothe­
sis, two recent studies have found that people are less
likely to make the MP and MT inferences when alterna­
tive consequents are available than when they are not
(Byrne, 1989; Cummins et a\., 1991).

The Generality ofNecessitylRelations in
Conditional Reasoning

Although there is much evidence to indicate that both
necessity/sufficiency relations and the availability of
counterexamples influence reasoning in a wide variety
of stimulus items and tasks, little is known about how
these factors interact with other variables known to af­
fect reasoning. Specifically, can different types ofprag­
matic (see, e.g., Cheng & Holyoak, 1985) or syntactic
relations either reduce or augment the effects of neces­
sity/sufficiency relations on reasoning performance? Al­
though no concrete evidence is available to answer this
question, some researchers have speculated that consid­
erations based on pragmatic or logical principles could
override the use ofnecessity and sufficiency information.

Necessity, sufficiency, and pragmatic relations. Con­
text-based approaches typically assume that reasoning is
mediated by a variety ofcontext-specific reasoning rules
or heuristics that apply to common inferential situations,
such as permission, causation, obligation, etc. (e.g., Cheng
& Holyoak, 1985; Cheng, Holyoak, Nisbett, & Oliver,
1986; Cosmides, 1989; Gigerenzer & Hug, 1992; see also
Fillenbaum, 1986, for related ideas); these rules capture
a pragmatic understanding ofconcepts such as causation
and obligation. For example, context-based approaches
often assume that reasoning about the social world is
mediated by different assumptions, heuristics, or infer­
ential rules than is reasoning about the physical world.
Thus, the inferences that are pragmatic for social regu­
lations, such as promises and threats (Fillenbaum, 1986),
cost-benefit transactions (Cosmides, 1989; Gigerenzer
& Hug, 1992), and permission and obligation contexts
(Cheng & Holyoak, 1985; Cheng et a\., 1986) may be dif­
ferent from the inferences that are pragmatic for dealing
with natural regularities such as contingency or covari­
ation relations, causal relations, and categorical relations.

One implication of these approaches is that the effects
of necessity and sufficiency might vary as a function of
the pragmatic relationship expressed by the conditional
statement. That is, because reasoning may be based on
pragmatic principles (e.g., Cheng & Holyoak, 1985; Cheng
et a\., 1986; Cosmides, 1989; Markovits & Savary, 1992),
the types of factors that influence reasoning about one
pragmatic relation may not influence performance for all

such relations. Indeed, Cheng and Holyoak (1985) ar­
gued that some physical relationships, such as causal
and contingency relations, might be more sensitive to an
interpretation based on perceived necessity than would
permission relations. According to Cheng and Holyoak
(1985), "Since events are sometimes perceived as hav­
ing a single cause [i.e., they are interpreted as necessary
relationships), problems evoking a causal schema are
more likely to lead to the fallacy of Affirming the Con­
sequent than problems evoking the permission schema"
(p. 398). Thus, whereas previous researchers have demon­
strated that reasoning about causal situations (Cummins
et a\., 1991; Staudenmayer, 1975) or about categorical
relationships (Bucci, 1978) is influenced by necessity/
sufficiency relationships, to what extent these factors
operate for social regulation statements is not clear, nor
whether they operate at all.

Cummins et a\. (1991) proposed a second reason for
why the effects of necessity/sufficiency relations might
vary across pragmatic contexts. They argued that the
types of counterexamples that are available will differ
from one pragmatic relationship to another. In the case
of causal relationships, for example, they defined alter­
native antecedents to be alternative causes (other events
that will produce the effect) and alternative consequents
to be disabling conditions (events that might prevent the
effect from occurring). Neither type of counterexample
would be relevant to other pragmatic relations. For ex­
ample, social regulation statements express rules con­
cerning things one should and should not do; counter­
examples to these rules are more likely to consist of
reasons for why people might violate the rule. Thus, be­
cause there may be qualitative differences among the
counterexamples elicited by different contexts, it is pos­
sible that the manner in which they are evaluated may also
differ, in such a way that necessity/sufficiency relations
would have different effects across pragmatic contexts.

In summary, necessity/sufficiency relations may be
important to the interpretation of some pragmatic rela­
tions, but not others. To test this hypothesis, the follow­
ing experiments examined reasoning performance for
four pragmatic relations (causation, definition, permis­
sion, and obligation); for each pragmatic relation, ne­
cessity/sufficiency relations were varied orthogonally.

Necessity, sufficiency, and syntax. In logic, syntax
refers to the form of an argument, independent of its
content. For example, modus tollens is an inference from
the absence of q to the absence of p, regardless of what­
ever specific concrete entities p and q refer to. Typical
conditional reasoning tasks make use of four syntactic
forms, two of which lead to valid conclusions (i.e., the
MP and MT forms), and two ofwhich yield no valid con­
clusions (i.e., the AC and DA forms). The second pur­
pose of the following experiments was to determine
whether necessity/sufficiency-based interpretations are
important regardless of the syntactic form of the ques­
tion that is asked.

To answer this question, one needs to manipulate ne­
cessity/sufficiency relations independently of the syn-



tactic form of the question that is used to measure their
effects. In the present experiments, this was accom­
plished by reversing the antecedent and consequent
clauses in the conditional statements. Because reversing
a conditional relationship changes the syntactic form of
the logical questions, but not the content of the questions
themselves, this procedure allows one to evaluate the ef­
fects of content independently of the effects of syntax,
as the example below illustrates.

Forward:
If the car is out of gas, then it stalls.

MP: The car is out of gas. Will it stall? (yes)
DA: The car is not out of gas. Will it stall? (maybe)
AC: The car has stalled. Is it out of gas? (maybe)
MT: The car has not stalled. Is it out of gas? (no)

Reversed:
If the car has stalled, then it is out of gas.

MP: The car has stalled. Is it out of gas? (maybe)
DA: The car has not stalled. Is it out of gas? (no)
AC: The car is out of gas. Will it stall? (yes)
MT: The car is not out of gas. Will it stall? (maybe)

As the example illustrates, the same question (e.g., the
car has not stalled, is it out of gas?) plays different syn­
tactic roles for the forward and reversed statements. For
the forward statement, this question is the MT question,
but for the reversed statement, it is the DA question.
Similarly, the content of the forward Mp, AC, and DA
questions corresponds to the content of the reverse AC,
Mp, and MT questions.

It follows, therefore, that ifnecessity/sufficiency-based
interpretations operate independently ofsyntax, then the
effects ofnecessity and sufficiency should be similar for
both forward and reversed forms. Responses to the for­
ward MP and MT questions should vary as a function of
the perceived sufficiency ofthe conditional relationship,
as should responses to the reversed AC and DA queries.
In addition, responses to the forward AC and DA ques­
tions, as well as their reversed MP and MT counterparts,
should be mediated by the perceived necessity of the
conditional relationship. Thus, to the extent that content
effects are independent of syntax, same-content ques­
tions should elicit the same responses, regardless of the
syntactic form of the questions.

Conversely, to the extent that syntactic relations influ­
ence reasoning independently of content, one would ex­
pect subjects to be influenced by the syntactic relation­
ship expressed by the sentence. For example, one might
expect subjects to give more "yes" and "no" responses to
the forward MP and MT questions (where it is logically
correct to do so) than to their reversed AC and DA coun­
terparts (where it is logically fallacious to do so). Simi­
larly, one might expect to observe more "maybe" re­
sponses to the forward AC and DA questions than to their
reversed MP and MT counterparts, because the former
response is logically correct while the latter is not.

Summary
It is possible that other interpretational and logical

factors, such as pragmatic and syntactic relations, could
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override interpretations based on perceived necessity
and sufficiency. Thus, the purpose of the following two
experiments was to determine whether the predicted ef­
fects of necessity/sufficiency relations would be ob­
served for both social and physical relations, as well as
for both determinant and indeterminarit syntactic forms.
This was accomplished by varying necessity/sufficiency
relations independently of both pragmatic relation and
syntactic form.

EXPERIMENT 1

In Experiment I, reasoning performance was evalu­
ated in a conditional arguments task. For this task, sub­
jects were told to evaluate the four logical questions
(MP, DA, AC, and MT) by responding "yes," "no," or
"maybe" to each question. Each subject made inferences
about 32 conditional relationships, which were chosen
for inclusion in this study on the basis ofpreviously col­
lected normative ratings. The statements were selected
to vary orthogonally with respect to necessity, suffi­
ciency, and pragmatic relationships, and they were pre­
sented in both forward and reversed form.

Method
Subjects

Forty undergraduate students from the University of Western
Ontario completed the arguments task to fulfill a requirement in
an introductory psychology course.

Materials
The items used in this experiment consisted of 32 forward con­

ditional statements and their reversed counterparts. In all the for­
ward sentences, p was the temporally prior event; in the reverse
statements, the order of the p and q clauses was reversed so that q
was the temporally prior event. These items instantiated two types
of social regulation contexts (permission and obligation) and two
natural regularities (categorical and causal relations). For each
pragmatic relation, an equal number ofsentences represented each
possible necessity by sufficiency combination.

These items were selected from a larger pool of 111 items for
which normative data was available. A brief summary of the pro­
cedure used to collect the normative data is presented below; com­
plete details are available from the author upon request. Two
groups of subjects participated in the normative study: one group
evaluated necessity/sufficiency relations, and the other evaluated
pragmatic, contextual relations. Each item in the normative pool
was evaluated by between 28 and 30 subjects.

For the necessity/sufficiency (NS) ratings, subjects were asked
to indicate, on a 7-point scale, how necessary and sufficient the
antecedent was to the consequent. The ratings questions all fol­
lowed the generic pattern illustrated below:

It is necessary for "p" to happen in order for "q" to happen.

"P" happening is enough to ensure that "q" will happen.

For this study, items were chosen whose mean ratings differed
from the overall mean by at least one standard deviation. In the few
cases in which it was not possible to meet this criterion, such as
the nonnecessary and sufficient (-N+S) permission and obliga­
tion statements, and the nonnecessary and nonsufficient (-N- S)
permission statements, sentences were chosen that were as close
as possible to the criterion boundary.

A second group of subjects was asked to determine the most ap­
propriate pragmatic interpretation for each item. To do so, they
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were asked to indicate which of the following definitions best de­
scribed the relationship expressed in the sentence.

Obligation. Obligation statements describe a situation or circumstance
that creates some degree of obligation to undertake an action.

Permission. Permission statements describe a prerequisite or a crite­
rion that a person satisfies before undertaking a course of action.

Causal. Causal statements describe a situation in which one event
causes another to occur.

Definition. Definition statements describe features that characterize
membership in a particular category.

Sentences with the highest overall rate of agreement were chosen
for inclusion in the study; for the 32 forward items, the mean
agreement was 85%. However, the category agreement for the re­
versed forms of these sentences was considerably lower (72%);
consequently, only the forward sentences were used to determine
whether the effects of necessity and sufficiency generalize across
pragmatic relations.

The 32 statements selected appear in Appendix A. There were
8 statements representing each necessity by sufficiency combina­
tion; of these 8, 2 represented each pragmatic relationship.'

Forward Sentences: Necessity and Sufficiency by
Pragmatic Relation

The responses to the four logical questions for the for­
ward statements are summarized in Figures land 2.
These responses are scored in relation to the "correct"
pattern; thus, Figure 1 represents "yes" and "no" responses
to the MP and MT questions, and Figure 2 represents
"maybe" responses to the DA and AC questions. These
data were analyzed with three-factor within-subjects
analyses of variance (ANOVAs); the source tables for
these analyses are reported in Appendix B. For these and
all subsequent ANOVAs, the degrees of freedom for the
analysis were adjusted using the Geisser-Greenhouse
correction whenever the assumption of sphericity in the
variance-covariance matrix was not met.

As is apparent from Appendix B, the three-way inter­
action was significant for each of the logical questions.
Thus, four separate two-factor (necessity X sufficiency)

Modus Ponens

Permission Obligation Cauaal Definition
Pragmatic Context

Definition

_-N-S

Obligation Causal
Pragmatic Context

Permission

NS Condition

_ -N-S _ -N-S 0 -N-S

Modus Tollens
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Figure 1. Percentage of determinant (''yes'' and "no") responses
given to the modus ponens (MP) and modus tollens (MT) questions,
as a function of necessity, sufficiency, and pragmatic relation. NS,
necessity/sufficiency: +N, necessary; +S, sufficient; - N, nonneces­
sary; - S, nonsufficient.

Results and Discussion

The effects of necessity and sufficiency on reasoning
performance were examined in two separate sets of
analyses. The first set addressed the issue of how inter­
pretations based on perceived necessity and sufficiency
generalized across pragmatic relations. As mentioned
previously, the classification agreement scores were low
for the reversed form of the statements; thus, the prag­
matic relationship variable was analyzed only for the
forward conditionals. The second set compared forward
and reversed statements in order to determine the rela­
tive contributions of syntactic form and content (i.e., ne­
cessity/sufficiency relations) to performance on the con­
ditional arguments task.

Procedure for the Reasoning Task
Each ofthe 40 subjects received all 32 reasoning problems, pre­

sented 7 to a page. Each problem consisted of an underlined con­
ditional sentence followed by four logical questions (MP,MT, AC,
and DA).2 Following each question was a space where the subject
was to indicate his/her response: "yes," "no," or "maybe." The
order of the four logical questions was randomly determined on
every trial.

For every subject, half the sentences were presented in forward
form, and the other half were presented in reversed form. The sen­
tences were divided so that each subject received one forward and
one reversed sentence in each necessity/sufficiency X pragmatic
relationship cell. The subjects were "yoked" so that the sentences
presented to the 1st subject in forward form would be presented to
the 2nd subject in reversed form. For each pair of subjects, the sen­
tences that were to be presented in forward and reversed form were
chosen randomly, and the order in which the problems were pre­
sented was random across subjects.

The instructions explained that the purpose of the study was to
examine deductive reasoning. The subjects were told to answer the
questions only on the basis of conclusions that followed logically
from the original statement. They were told to answer each ques­
tion with a "yes," a "no," or a "maybe." The "maybe" response was
to be used if the answer to the question could be either "yes" or
"no," on the basis of the information provided. The subjects were
given as much time as was necessary to complete the questionnaire
(approximately 20 min).
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Denying the Antecedent

Affirming the Consequent

Permission Obligation Causal Definition
Pragmatic Context

tional reasoning performance were observed for all the
pragmatic relationships examined here.

In addition, however, there were two nonpredicted
findings. For all pragmatic relations, there was a signif­
icant main effect ofnecessity [F(I,39) ~ 5.05,p :::; .031],
and for all but the definition statements, there was a sig­
nificant interaction between necessity and sufficiency
[F(1,39) ~ 6.65, p :::; .003]. Post hoc tests (Newman­
Keuls, ex = .05) indicated that these interaction effects
were attributable to the effects of one cell: for all prag­
matic relations, there were fewer determinant ("yes" and
"no") responses to the MP and MT questions in the nec­
essary and nonsufficient (+N-S) condition than in any
of the other NS conditions.

These findings indicate that some unanticipated as­
pect of the items in the -S conditions increased the per­
ceived sufficiency of the - N - S statements relative to the
+N- S statements. One hypothesis has to do with the
fact that the - N- S·statements were the only ones used
that expressed a noncontingent relationship between p
and q. Because the "if then" syntax usually denotes
some type ofcontingency between p and q, subjects may
have had difficulty making an appropriate interpretation
of the - N - S statements. To provide a sensible interpre­
tation, they may have settled on a default interpretation
consistent with the formal meaning of"ifthen"-namely,
that q is contingent upon p. Under this interpretation, q
always occurs when p does, and therefore, such an in­
terpretation would lead to determinant responses to the
MP and MT questions. Thus, if subjects were more
likely to use the default interpretation of"ifthen" for the
- N - S statements than for the +N - S statements, there
would be more determinant responses on the MP and
MT questions for the former than for the latter.

Responses to the DA and AC questions. As was the
case with the MP and MT questions, the three-factor in­
teraction was significant for both the DA and AC ques­
tions. Consequently, the effects of necessity and suffi­
ciency were examined individually for each pragmatic
relation. For both questions, the expected main effect
of necessity emerged for all four pragmatic relations
[F(1,39) ~ 34.20, p < .001]. As depicted in Figure 2,
this finding is clearly interpreted to mean that more
"maybe" responses were given to these questions for
nonnecessary than for necessary relations. Thus, the pre­
dicted effects of perceived necessity emerged for all of
the pragmatic relations tested here.

In addition, for some ofthe pragmatic relations, there
was a significant interaction between necessity and suf­
ficiency. Specifically, for the DA question, the necessity
X sufficiency interaction was significant for the defi­
nition and obligation statements [F(1,39) ~ 5.01, »<
.03]; for the AC questions, it was significant for the
causal and definition questions [F(1,39) ~ 5.03, P :::;
.03]. Post hoc tests (Newman-Keuls, ex = .05) revealed
that the form of this interaction varied across pragmatic
relations. For example, in the case of the DA question,
there were more "maybe" responses given to the - N+S
definition statements than to the - N - S statements, but

Figure 2. Percentage ofindeterminant ("maybe") responses given
to the afflrmtng-the-consequent and denying-the-antecedent ques­
tions, as a function of necessity,sufficiency,and pragmatic relation.
NS, necessity/sufficiency: +N, necessary; +S, sufficient; - N, non­
necessary; - S, nonsufflcient,

Permission Obligation Causal Definition
Pragmatic Context

analyses were conducted in order to determine whether
the predicted effects of necessity and sufficiency would
be observed for all four pragmatic relations. To simplify
the reporting of the analyses, the analyses of the MP and
MT questions will be presented together here, as will the
analyses of the DA and AC questions.

Responses to the MP and MT questions. For the MP
and MT responses, the contextual cuing theories pre­
dicted that more "yes" and "no" responses should be
given to sufficient than to nonsufficient relationships.
As is apparent in Figure I, this general pattern was ob­
served; statistical analyses also supported this predic­
tion. Two-factor(necessity X sufficiency) within-subjects
ANOVAs of the responses within each pragmatic con­
text revealed that there was a main effect of sufficiency
for both MP and MT questions for all pragmatic rela­
tions [F(I,39) ~ 10.64, p:::; .002]. These findings con­
firm that the predicted effects of sufficiency on condi-
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Figure 3. Responses to the logical questions, as a function of ne­
cessity,sufficiency, and syntactic form. NS, necessity/sufficiency: +N,
necessary; +S, sufficient; - N, nonnecessary; - S, nonsufficient

would appear that the difference between sufficient and
nonsufficient statement was constant for both the MT
and DA syntax. In addition, there was an interaction be­
tween necessity and sufficiency. This interaction had the
same form as it did in the previous section-namely,
there were fewer determinant responses made in the
+N-S condition than in the -N-S condition. Again,
there was no higher order interaction with syntactic
form, indicating that this effect was similar for both the
forward MT and the reversed DA questions.

The analysis of the forward MP/reversed AC ques­
tions was somewhat more complex, because in addition
to the effects obtained for the MTIDA analysis, there
was also a significant three-factor interaction between
necessity, sufficiency, and syntactic form. This indicated
that differences among NS conditions varied for the MP
and AC questions. However, the presence of ceiling ef­
fects for the forward MP responses make the interpreta­
tion of this interaction difficult. Specifically, the differ­
ence between sufficient and nonsufficient forms may

Reversed Sentences: Necessity,Sufficiency, and
Syntactic Form

A comparison for forward and reversed sentences pro­
vided an opportunity to examine the effects of necessity
and sufficiency on reasoning independently of the ef­
fects of the syntactic form of the question. This is be­
cause the logical questions for the reversed sentences
had the same content as the forward sentences had, but
they had different syntactic structures. Specifically, the
MP and MT questions for the forward problems had the
same content as did the AC and DA questions for the re­
versed problems. Similarly, the forward AC and DA
questions had the same content as did the reversed MP
and MT questions. Therefore, to the extent that re­
sponses are mediated by content, one would expect the
same responses to have been given to the forward ques­
tions and their reversed counterparts. In contrast, to the
extent that responses are mediated by syntactic form,
subjects should have been more likely to give determi­
nant (yes and no) responses to the MP and MT questions
than to their AC and DA counterparts, because "yes" and
"no" responses are logically correct only for the MP and
MT questions. The response patterns for the forward and
reversed statements are summarized as a function of
necessity/sufficiency (NS) relations in Figure 3; ques­
tions having the same content, but different syntactic
forms, are vertically aligned.

Responses to the forward MPIMf and reverse ACIDA
questions. The first set of analyses compared the propor­
tion ofdeterminant ("yes" and "no") responses made for
the forward MP and MT questions to their reversed AC
and DA counterparts using two three-factor (necessity X
sufficiency X syntactic form) within-subjects ANOVAs
(source tables for the ANOVAs are presented in Appen­
dix B). Because the three-factor interaction was signifi­
cant for the MP/AC analysis, but not the MTIDA analy­
sis, these analyses are discussed separately.

The analysis of the forward MT questions and their
reversed DA counterparts permitted a straightforward
interpretation of the findings. As predicted, there was a
significant main effect of sufficiency, which indicated
that there were more determinant responses to these ques­
tions for sufficient than for nonsufficient relations. Be­
cause sufficiency did not interact with syntactic form, it

the direction of this difference was reversed for the
obligation statements. In all, there did not appear to be
a consistent pattern to these interaction effects.

Summary. Overall, necessity and sufficiency predicted
responses to alI four logical questions. Responses to the
MP and MT questions varied as a function of the suffi­
ciency of the conditional relationship, and responses to
the DA and AC questions varied as a function of the ne­
cessity of the relationship. Moreover, this pattern was
observed for alI of the pragmatic relations examined
here, a finding that supports the conclusion that neces­
sity and sufficiency are interpretational variables whose
effects generalize across a range of pragmatic, contex­
tual relations.



have been smaller for the MP question than the AC ques­
tion (42% vs. 50%) because of the effects of syntax, or
because ceiling effects prevented a larger range for the
MP question. Finally, there was a main effect of syntac­
tic form in this analysis. Because this factor interacted
with necessity and sufficiency, paired-difference t tests
compared MP and AC responses in each of the four NS
conditions (ex = .05/4). Significant differences between
the two syntactic forms are marked with asterisks in Fig­
ure 3. Although not all the comparisons were signifi­
cant, the significant comparisons were all in the pre­
dicted direction: subjects were more likely to give "yes"
responses to the MP questions, where it was logically cor­
rect to do so, than to the AC questions, where it was not.

In summary, perceived sufficiency affected responses
regardless ofthe syntactic form ofthe question: subjects
gave more determinant responses to sufficient than to
nonsufficient relations. In contrast, the evidence regard­
ing the effects of syntactic form was mixed; there was
no effect of syntactic form in the MT/DA analysis, but
there were some effects in the MP/AC analysis. Thus,
there was some evidence to suggest that responses to the
logical questions were mediated by syntactic, logical
relationships.

Responses to the forward ACIDA and the reverse
MP/MTquestions. The second set of analyses compared
the percentage of "maybe" responses given to the for­
ward AC and DA questions to their reversed MP and MT
counterparts (source tables for the ANOVAs are pre­
sented in Appendix B). The three-factor interaction be­
tween syntactic form, necessity, and sufficiency was sig­
nificant for both the ACIMP and DAIMT analyses. Again,
however, caution must be exercised in interpreting this
interaction, this time because of floor effects for the re­
versed MP and MT questions.

The prediction derived from the contextual cuing
theories-namely, that responses to all four questions
should vary as a function of perceived necessity-was
confirmed by a significant main effect of necessity in
both the AC/MP and the DA/MT analyses. Because of
the three-factor interaction, separate analyses of neces­
sity and sufficiency were performed for each of the log­
ical questions; the main effect of necessity emerged for
all four questions [F(l,39);::: 27.06,p < .001].

In addition, there was a main effect of syntactic form
for both analyses. Paired-difference t tests (ex = .05/4)
were computed to compare "maybe" responses to the AC
and DA questions to their reversed MP and MT counter­
parts within each of the four NS conditions; as before,
significant differences are represented by asterisks in
Figure 3. Again, however, because of the floor effects,
caution must be exercised in interpreting the presence
and absence of differences. Where the differences were
reliable, they indicated that subjects were less likely to
give indeterminant (maybe) responses to the reversed
MP and MT problems than to their forward AC and DA
counterparts. In other words, subjects were more likely
to give indeterminant responses when it was logically
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correct to do so (for the DA and AC questions) than
when it was not (for the MP and MT questions).

Conclusions
Necessity/sufficiency relations were found to be im­

portant for interpreting both social and physical regula­
tions; and the effects of perceived necessity/sufficiency
were observed for all four logical questions, as well as
for the forward and reversed forms. These data indicate
that necessity/sufficiency relations are of general utility
in the interpretion of conditional relations. In addition,
some evidence was obtained which suggested that re­
sponses were influenced by syntactic relations in such a
way that questions that had the same content, but differ­
ent syntactic relations, elicited different responses. This
sensitivity to syntactic form suggests a role for content­
free inferential processes (see, e.g., Braine & O'Brien,
1991; Johnson-Laird, Byrne, & Shaeken, 1992) in mak­
ing and evaluating conditional inferences.

EXPERIMENT 2

The purpose of this experiment was to extend the gen­
eral utility of the necessity/sufficiency approach by
replicating the findings of Experiment I using the truth­
table evaluation task (Evans, 1983). The truth-table eval­
uation task requires subjects to determine which of the
four truth-table contingencies (p & q, P & -q, -p & q, "P
& -q) are inconsistent with the conditional rule. For ex­
ample, subjects would be asked to indicate which ofthe
following four contingencies was inconsistent with the
rule: "if the car is out of gas, then it will stall."

The car is out of gas and it stalls. (p & q)

The car is out of gas and it does not stall. (p & -q)

The car is not out of gas and it stalls. (-p & q)

The car is not out of gas and it does not stall. (-p & -q)

None of the above is inconsistent with the rule.

The contextual cuing theories generate precise pre­
dictions regarding the effects of necessity/sufficiency
relations on responses to this task. For sufficient rela­
tionships, the p & -q contingency should be perceived to
contradict the rule. This is because a sufficient relation­
ship is one in which the occurrence of p guarantees the
occurrence ofq; thus, the occurrence ofp without q con­
tradicts the rule. For necessary relationships, the "p & q
contingency should be seen as inconsistent with the rule.
Because a necessary relationship is one in which the ab­
sence of p guarantees the absence of q, a situation in
which p does not occur, but q does, is inconsistent with
the rule. Consequently, for +N+S statements, both the p
& -q and "P & q contingencies should be perceived to
contradict the conditional rule. For - N+S relationships,
the p & -q contingency should be perceived as inconsis­
tent, and for +N - S statements, the "p & q contingency
should be seen to contradict the rule. For - N - S relation­
ships, the "none of the above" option should be chosen.
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These response patterns are logically related to the re­
sponse patterns discussed in Experiment 1. Specifically,
making the p & -q response is logically equivalent to
making the MP and MT inferences, and the "P & q re­
sponse corresponds to the DA and AC inferences. In ad­
dition, the mapping between forward and reverse forms
is conceptually similar to that observed in Experiment 1.
Specifically, the content of the forward p & -q and re­
verse "p & q responses is the same, as is the content of
the forward "P & q and reverse p & -q responses.

Method
Subjects

Forty undergraduate students from the University of Western
Ontario participated to fulfill a course requirement in an intro­
ductory psychology course. One subject's data were discarded be­
cause the subject failed to follow instructions.

Materials
The 32 forward sentences used in Experiment 1, as well as their

reversed counterparts, constituted the materials for this experi­
ment. For each of these 64 sentences, four scenarios correspond­
ing to the p & q, p & "q, "p & q, and the "P & -q contingencies
were constructed in the manner illustrated by the example above.

Procedure
Apart from the exceptions noted below, the procedure for this

experiment was the same as for Experiment 1. As in Experiment 1,
the conditional sentences were presented seven to a page. For each
question, the conditional statement was underlined, and was fol­
lowed by the four p and q scenarios. These scenarios were pre­
sented in a different random order for every item. Following the
four scenarios was the statement, "None of the above are incon­
sistent with the rule." The counterbalancing of the conditional
statements was the same as in 'Experiment 1.

The instructions explained that the purpose of the study was to
examine deductive reasoning. Of the four scenarios that followed
each conditional rule, the subjects were told to indicate only those
which contradicted the rule. Ifnone of the scenarios were contra­
dictory, they were to select the "none ofthe above" option. The sub­
jects were told to choose the appropriate scenarios only on the basis
of conclusions that followed logically from the original statement.

Results and Discussion

"Error" Responses
Neither the p & q scenario nor the "P & "q scenario is

inconsistent with either necessary or sufficient relation­
ships; consequently, neither response was expected to
vary systematically as a function of perceived necessity
and sufficiency. Overall, the percentage of subjects se­
lecting these responses was too low (I I% and 8%, re­
spectively) to satisfy the assumptions of normality and
heterogeneity of variance required for the ANOVA.
However, although statistical analysis of these responses
was not possible, there did not seem to be any system­
atic variability in the percentage ofpeople who selected
each response. For the p & q responses, the difference in
overall selection rates between forward and reversed
forms was only 1%, and the range of values among the
four NS conditions was between 10% and 12% for for­
ward statements, and between 10% and 1I% for reverse
statements. Similarly, for the "P & "q responses, there

was no difference between forward and reverse forms,
and the range of values among the NS cells was 3% for
the forward statements and 4% for the reverse state­
ments.

Forward Sentences: Necessity and Sufficiency by
Pragmatic Relation

As was the case in Experiment 1, only the forward state­
ments were used to test the extent to which the effects of
perceived necessity and sufficiency generalized across
pragmatic relations. The following sections summarize
the analyses of the p & "q and"p & q responses. Because
the "none of the above" option was chosen on only 7%
of all trials, these responses were not analyzed in detail.
However, consistent with the contextual cuing theories,
these responses appeared to be more common for non­
sufficient than for sufficient relations (13% vs. 1%). In
addition, selection of the "none" option seemed to vary
by pragmatic relation. For the nonsufficient relations,
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Figure 4. Percentage ofp &"q and "P& q responses, as a function
of necessity,sufficiency, and pragmatic relation. NS, necessity/suffi­
ciency: +N, necessary; +S, sufficient; - N, nonnecessary; - S, non­
sufficient.
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Analysis of the Reversed Statements
The percentage of people who indicated that the p &

-q and "P& q scenarios contradicted the conditional rule
is summarized in Figure 5 as a function ofnecessity, suf­
ficiency, and temporal sequence; questions having the
same content, but different syntactic forms, are verti­
cally aligned.

Recall that by reversing the conditional statement, the
syntactic forms of the logical questions were changed.
Thus, the p & -q scenario for the forward sentences had
the same content as the "P & q scenario for the reverse
sentences; similarly, the "P& q scenarios for the forward
sentences had the same content as the p & -q scenarios
for the reverse sentences. Thus, if responses were based
on the content of the questions, then responses to the re-

permission and obligation statements were more likely
to elicit the "none" response than either causal or defi­
nition statements (22% vs. 8%).

The percentage of subjects indicating that the p & -q
and "p & q scenarios contradicted the conditional rules
in each necessity/sufficiency X pragmatic relation con­
dition are summarized in Figure 4. These data were an­
alyzed with three-factor (pragmatic relation X neces­
sity X sufficiency) within-subjects ANOVAs. Sourcetables
for the ANOVAs are presented in Appendix C. The re­
sults of these analyses are discussed below; the p & -q
responses are analyzed first, followed by the "P & q
responses.

p & -q responses. Analysis of p & -q responses re­
vealed a significant three-factor interaction between ne­
cessity, sufficiency, and pragmatic relation. Conse­
quently, in order to examine the effects of necessity and
sufficiency for each pragmatic relation, the percentage
ofp & -q selections for each relation was analyzed with
a two-factor (necessity X sufficiency) ANOVA. Consis­
tent with the contextual cuing theories, people were
more likely to choose the p & -q scenario for sufficient
than nonsufficient relations [F(1,38) 2:: 6.11, p ::5.018]
for all but the definition statements [F(1,38) = 3.03,
p = .09]. These findings, generally consistent with
those of Experiment 1, confirm that the effects of per­
ceived sufficiency generalize across both tasks and prag­
matic relations.

In addition, there was a significant effect ofnecessity
[F(1,38) 2:: 6.91,p::5 .012], as well as a significant ne­
cessity X sufficiency [F(l,38) 2:: 6.91,p::5 .012] for the
permission and obligation statements. The pattern for
these responses is similar to the pattern observed for the
MP and MT responses in Experiment 1: there was an es­
pecially low rate ofp & -q choices in the +N-S condi­
tion (Newman-Keuls, ex = .05). Given the similarity in
the overall pattern, these effects can probably be attrib­
uted to the same factors that affected the MP and MT re­
sponses in this condition.

"P & q responses. The analysis of the "P & q choices
was more straightforward, because none of the interac­
tion terms from the three-factor analysis was significant
(see Appendix C). Thus, the main effects can be easily
interpreted: there was no effect of pragmatic relation or
sufficiency, but there was a large effect of perceived ne­
cessity. Thus, as is consistent with the contextual cuing
theories, once all other factors have been equated, in­
stances of "P & q were seen to violate necessary rules
more often than nonnecessary rules.

Summary. These findings replicate the findings of
Experiment 1: responses on the truth table task varied
predictably as a function of the perceived necessity and
sufficiency of the conditional relationship for all the
pragmatic relations tested here. Collectively, the findings
of these two experiments suggest that effects of perceived
necessity and sufficiency are not restricted to a subset of
pragmatic relations; instead, it would appear that neces­
sity/sufficiency relations are relevant to the interpreta-
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versed scenarios should be mediated by the same factors
that predicted responses to their forward counterparts. In
addition, if responses are mediated by syntactic rela­
tions, then subjects should be more likely to select the
logically correct p & -q scenario than its -p & q counter­
part. Twosets ofanalyses tested these hypotheses. Source
tables for these analyses are presented in Appendix C.

Forward p & -q versus reversed "P & q responses. For
the first analysis, a three-factor (necessity X sufficiency X
syntactic form) within-subjects ANOVA compared the
percentage of people who indicated that the p & -q sce­
nario was inconsistent with the forward statements with
the percentage of people who indicated that the .p & q
scenario was inconsistent with the reversed statements.
As expected, there was a main effect of sufficiency, such
that the forward p & "q and reverse "P & q responses
were selected more often for sufficient than for nonsuf­
ficient relationships. In addition, there was a main effect
of necessity, and a necessity X sufficiency interaction.
As in previous analyses, this interaction can be localized
in the +N -S condition.

The effects of syntactic form are more salient in this
analysis than they were in Experiment I. There was an
overall effect of syntactic form, and despite the inter­
action between syntactic form and sufficiency, paired­
difference t tests (ex = .05/4) indicated that the logically
valid p & .q response was chosen more often than its re­
verse -p & q counterpart in each NS condition. Finally,
because of the observed interaction between sufficiency
and syntactic form, separate two-factor (necessity X
sufficiency) ANOVAs were computed for the forward
and reversed sentences; there was a significant effect of
sufficiency for both the forward p & -q responses
[F(l,38) = 33.27, MSe = 556.89,p < .001] and the re­
verse -p & q responses [F(l,38) = 14.04, MSe = 552.46,
P = .001]. Consequently, the interaction between suffi­
ciency and syntactic form should be interpreted to indi­
cate that selection of the reverse "P& q scenario was less
affected by the sufficiency of the relationship than was
selection of the forward p & -q scenario. These data sup­
port the conclusion that responses on this task were me­
diated by both the content of the question and the syn­
tactic form of the question.

Forward -p & q versus reversed p & -q responses. A
similar conclusion was reached from the comparison of
the forward "P & q responses to their reverse p & -q
counterparts. Because of the significant interaction be­
tween necessity and syntactic form, further analyses were
required for interpretation of the main effects of neces­
sity and syntactic form. Paired-difference t tests (ex =
.05/4) indicated that people were more likely to choose
the logically consistent p & -q scenario than its "P & q
counterpart in all four NS conditions. In addition, sepa­
rate two-factor (necessity X sufficiency) ANOVAs indi­
cated that selection of the forward "P & q responses
[F(l,38) = 23.27, MSe = 599.27, p < .001] and the re­
verse p & -q responses [F(l,38) = 5.46, MS e = 496.16,
p < .025] both varied as a function of the necessity of the
conditional relationship. Thus, the interaction can be taken

to mean that necessity had less ofan effect on the reverse
p & "q selections than the forward "P & q selections.

Summary. Perceived necessity and sufficiency af­
fected response patterns for both forward and reversed
statements, supporting the role of content-based inter­
pretations in reasoning. However, as was the case in Ex­
periment I, the syntactic form of the question was also
important. As is consistent with formal logic, people
were more likely to indicate that the p & -q scenario con­
tradicted the rule than they were its content-similar "P&
q counterpart. Finally, there was evidence that a third fac­
tor influenced response patterns: The differences among
the NS cells were smaller for reversed than for forward
sentences. This finding suggests that some additional in­
terpretational factor associated with the reversed sen­
tences overrode subjects' use ofnecessity/sufficiency in­
formation. Moreover, this effect was not associated with
syntactic form per se, because it was observed for both
the reversedp & -q as well as the reversed -p & q responses.

GENERAL DISCUSSION

The findings presented here have several implications
for theories of interpretational and inferential processes
in conditional reasoning. Specifically, these data address
questions concerning (1) which factors are important to
the interpretation of conditional relationships, (2) how
these factors interact with each other, and (3) how inter­
preted information interacts with logical and syntactic
processes.

Necessity,Sufficiency, and the Contextual Cuing
Theories

Consistent with the contextual cuing theories, per­
ceived necessity and sufficiency relations had robust,
predictable effects on performance on two reasoning
tasks. On the conditional arguments task, subjects were
more likely to give "yes" and "no" responses to the MP
and MT questions for sufficient than for nonsufficient
relations, and they were more likely to give "maybe" re­
sponses to nonnecessary than to necessary relations. On
the truth table task, subjects indicated that occurrences
of p & .q violated sufficient relations more often than
nonsufficient relations, and that occurrences of -p & q
violated necessary relations more often than nonneces­
sary relations. Collectively, these findings offer strong
support for the utility of necessity/sufficiency relations
in predicting conditional inference patterns.

Necessity,Sufficiency, and Pragmatic Relations
The data presented here did not support initial specu­

lations that necessity/sufficiency information would be
useful for interpreting some pragmatic relations, but not
others: perceived necessity/sufficiency predicted re­
sponses to both social (permission and obligation) as
well as physical (definition and causal) relations. More­
over, even though the different pragmatic relations pre­
sumably cued different types ofcounterexamples, the ef­
fects of perceived necessity and sufficiency were still



observed for all the pragmatic relations tested. This
finding suggests that the presence or absence of alter­
native antecedents and consequents per se can determine
the acceptability of inferences, regardless of whether
these counterexamples instantiate "rule violators" or
"alternative causes."

However, it is possible that differences in counter­
examples could interact with task demands in such a way
that differences relatively unimportant to some tasks,
such as the conditional arguments and truth tables task,
might be crucially important to other tasks, such as the
Wason selection task. On the Wason four-card selection
task, subjects are required to discover potentially falsi­
fying cases to the conditional rule; some types of coun­
terexamples may be more helpful to this process than
others. For example, if counterexamples to the rule
could be interpreted in terms of"cheaters" or other types
of rule violations, they may cue a strategy, such as the
"look for cheaters" strategy, that directs attention to fal­
sifying instances (Cosmides, 1989; Gigerenzer & Hug,
1992). Thus, whereas differences in counterexamples
may be of relatively small importance for determining
whether an argument is acceptable, as is required by the
conditional arguments task, these differences may be
very salient for identifying falsifying cases, as is re­
quired by the Wason task.

Necessity, Sufficiency, and Temporal Sequence
The interactions between necessity, sufficiency, and

temporal sequence observed in Experiment 2 indicated
that the effects ofboth necessity and sufficiency were re­
duced for reversed relative to forward sentences. More­
over, this finding was observed for both the p & -q as
well as the "P & q syntactic forms. Similar interactions
were also observed when the forward AC and DA re­
sponses were compared with their reversed MP and MT
counterparts in Experiment 1, although interpretation of
those findings was difficult, given the presence of floor
effects. These interactions indicate that interpretations
based on the temporal relationship of the antecedent and
consequent events per se can override or reduce the im­
portance ofinterpretations based on necessity/sufficiency
information.

One possible explanation for this result concerns the
nature of the relationship expressed by the forward and
reversed sentences. As illustrated below, whereas infer­
ences based on forward sentences are primarily about
the relationship between two events, inferences about re­
versed sentences are based primarily on epistemic rela­
tionships--that is, on relationships between two states of
knowledge (Fillmore, 1987; Gibbard, 1980). For exam­
ple, the forward statement below clearly implies that the
consequent event (flag at half mast) is contingent upon
the antecedent event (someone important dying). How­
ever, in the case of the reversed sentence, the contin­
gency expressed is between two states of knowledge:
Knowing that the flag is at half mast is grounds for con­
cluding that someone important has died.
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Forward:
Ifsomeone important dies, then the flag is flown at half
mast.

Reversed:
If the flag is at half mast, then someone important has
died.

This difference between event and epistemic relations
potentially explains the interactions between necessity/
sufficiency and temporal sequence. Specifically, because
the measures of necessity and sufficiency used here
measured the necessity and sufficiency of one event for
another, they may not have been as useful in predicting
inferences about epistemic contingencies. Other types of
measures, specifically designed to measure the necessity
and sufficiency of epistemic relationships, might have
been better suited to predicting inference patterns with
the reversed sentences.

Necessity, Sufficiency, and Syntax
The findings from both experiments indicated that ne­

cessity/sufficiency relations predicted response patterns
for all syntactic forms. Similarly, syntactic form also af­
fected responses for all necessity/sufficiency relations.
These data support two main conclusions regarding the re­
lationship between interpretational and inferential
processes.

First, they suggest that performance on the arguments
and truth-tables task was not mediated only by content­
based factors. Instead, these data are consistent with the
supposition that conditional relationships are repre­
sented at an abstract level, and that this abstract repre­
sentation has a constant form regardless of the content
of the conditional statement. Current theorizing on this
issue proposes that this abstraction represents the con­
tingent relationship between the antecedent and conse­
quent, either as an inference rule (Braine & O'Brien,
1991) or as a mental model (Johnson-Laird et aI., 1992).
Although both approaches postulate that the initial rep­
resentation is little more than a license to make the MP
inference, they also postulate more complex procedures
for making MT inferences that are derived from this rep­
resentation. Consequently, these theories suggest that
both the MP and MT inferences are mediated to some
extent by content-free factors that do not mediate either
the DA or the AC inferences. These assumptions suffice
to explain why subjects were more likely to give deter­
minant responses to the MP and MT questions than to
the AC and DA questions, even when the content of the
former questions was the same as the content of the lat­
ter questions.

Second, these findings also suggest that the processes
by which the content of an inference is evaluated and in­
terpreted are, to some extent, independent of the form of
that inference. That is, interpretations based on necessity/
sufficiency relations appeared to operate in qualita­
tively similar ways for all syntactic relations. This sug­
gests that content-based interpretations of conditional
relations are represented and evaluated regardless of the
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syntactic structure of the inferences that is being con­
sidered. Indeed, these content-based interpretations can
override considerations derived from syntactic form:
even the straightforward MP inference varied greatly as
a function ofthe perceived sufficiency ofthe conditional
relationship (see Evans, Barston, & Pollard, 1983; New­
stead, Pollard, Evans, & Allen, 1992; Oakhill, Johnson­
Laird, & Garnham, 1989, for a related discussion).

Conclusions
The emphasis in this paper has been on the role of

contextual and interpretive factors in reasoning. To­
gether with previous findings (e.g., those of Cummins
et aI., 1991; Markovits, 1984; Markovits & Nantel, 1989;
Thompson, in press), these data suggest that preexisting
knowledge exerts a powerful influence on the inferences
people make, even to the extent of overriding consider­
ations based on logical validity. Moreover, the inter­
actions observed between problem content and syntax
stress the importance of developing a well-formulated
model of how the interpretive phase of reasoning is in­
tegrated with the underlying inferential processes. Indeed,
the absence ofsuch a theory has important implications
for current models of conditional reasoning. Specifi­
cally, without a well-developed explanation of interpre­
tation, reasoning theories become overly powerful and
untestable, because any unexplained variability can al­
ways be attributed to either the working or the failure of
an "interpretive" component. Thus, in order to escape cir­
cularity, it is important to determine which factors can in­
fluence the interpretation ofconditional relationships, and
to specify the relationship between these interpretations
and the processes used to make and evaluate inferences.
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NOTES

I. Note that in order to develop both sufficient and nonsufficient
permission relations, it was necessary to create two types of nonna­
tive ratings questions for the permission items. The first dealt with ac­
quired rights, and the second dealt with desired actions. Take the
drinking-age rule, for example (i.e., if a customer is drinking alcohol,
then he/she must be over 19). In this case, being over 19 is sufficient
to have the right to drink, but it is not sufficient to guarantee that some­
one will have a drink. Thus, whether or not the relation is sufficient



depends on whether one thinks in terms of actions or rights. The nor­
mative questions reflected this property of permission statements:
those in the +sufficiency cells addressed acquired rights, and those in
the - sufficiency cells addressed desired actions.
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2. For the permission statements, the form of the logical questions
paralleled the ratings questions. Thus, if the ratings questions addressed
acquired rights, so did the logical questions. Conversely, if the ratings
questions addressed desired actions, so did the logical questions.

APPENDIX A

The following 32 statements are the items used in Experiments 1 and 2. An "a" preceding an item desig­
nates the forward temporal sequence; a "b," the reverse temporal sequence. The "R" indicates items for which
the questions were based on acquired rights.

Pragmatic Temporal
NS Type Context Sequence Statement

+N+S Causal a If butter is heated, then it melts.

b If butter melts, then it has been heated.

a If water is heated to 100 degrees centigrade, then it boils.

b If water boils, then it has been heated to 100 degrees centigrade.

Permission a If the planning board gives its approval, then an owner has the right to change his
building to commercial use. (R)

b If an owner has the right to change his building to commercial use, then the planning
board has given its approval. (R)

a lithe licensing board grants them a license, then a restaurant is allowed to sell liquor.
(R)

b If a restaurant is allowed to sell liquor, then the licensing board has granted them a
license. (R)

Definition a If an animal is warm-blooded, then it is a mammal.

b If an animal is a mammal, then it is warm-blooded.

a If a person is someone's mother's mother, then she is that person's maternal grand-
mother.

b If a person is someone's maternal grandmother, then she is that person's mother's
mother.

Obligation a If a Canadian citizen is over 65, then the government must pay them an old age pen-
sion.

b If the government must pay a Canadian citizen an old age pension, then they are
over 65.

a If an injured person arrives at "Emergency," then the emergency staff must treat
them.

b If the emergency staffmust treat someone, then an injured person has arrived at "Emer-
gency,"

-N+S Causal a If the car is out of gas, then it stalls.

b If the car stalls, then it is out of gas.

a If the dog tracks mud on the floor, then the floor is dirty.

b If the floor is dirty, then the dog has tracked mud on it.

Permission a If a person has a PhD in astrophysics, then they are qualified to teach at a univer-
sity. (R)

b If a person is qualified to teach at a university, then they have a PhD in astrophysics.
(R)

a If a person has a validVisa card, then they are able to make a purchase in a department
store. (R)

b If a person is able to make a purchase in a department store, then they have a valid
Visa card. (R)

Definition a If an animal is a robin, then it is a bird.

b If an animal is a bird, then it is a robin.

a If a card has a jack on it, then it is a face card.

b If a card is a face card, then it has a jack on it.
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Pragmatic Temporal
NS Type Context Sequence

Obligation a

b

a

b

+N-S Causal a

b
a

b

Permission a
b

a

b

Definition a

b

a

b
Obligation a

b

a

b

-N-S Causal a

b

a

b
Permission a

b

a

b
Definition a

b

a

b
Obligation a

b

a

b

APPENDIX A (Continued)

Statement

If a person is a nurse, then they must care for the sick.

If a person must care for the sick, then they are a nurse.

If a urithium miner gets throat cancer, then the company must pay him compensa­
tion.

If the company must pay a urithium miner compensation, then he has gotten throat
cancer.

If the T.V. is plugged in, then it works.

Ifthe T.v. works, then it is plugged in.

If the car has gas in it, then it runs.

If the car runs, then it has gas in it.

If a person is over 19, then they are allowed to drink in bars.

If a person is allowed to drink in bars, then they are over 19.

If an athlete passes the drug test at the Olympics, then the IOC can give them a
medal.

If the IOC can give an athlete a medal, then they have passed the drug test at the
Olympics.

If a plant has roots, then it is a tree.

If a plant is a tree, then it has roots.
If a figure has 4 sides, then it is a square.

If a figure is a square, then it has 4 sides.

If a person is summoned for jury duty, then they might have to sit on a jury.

If a person might have to sit on a jury, then they have been summoned for jury duty.

If a student registers in a course, then the university might have to give them credit
for the course.

If the university might have to give a student credit for a course, then they have reg­
istered in the course.

If the weather conditions are bad, then the plane will crash.

If the plane has crashed, then the weather conditions have been bad.

If a person eats toffee, then they get cavities.

If a person gets cavities, then they eat toffee.

If a person has taken an automotives course in high school, then they can fix cars.

If a person can fix cars, then they have taken an automotives course in high school.
If the light is red, then the driver can turn right. (R)

If the driver can turn right, then the light is red. (R)

If a piece of fruit is red, then it is an apple.
If a piece of fruit is an apple, then it is red.

If a piece of furniture is made of wood, then it is a chair.

If a piece of furniture is a chair, then it is made ofwood.
If a person witnesses an accident, then they should help the victim.

If a person should help the victim, then they have witnessed an accident.

If a manufacturer produces PCB's, then they should be careful not to pollute the en­
vironment.

If a manufacturer should be careful not to pollute the environment, then he manu­
factures PCB's.
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APPENDIXB

Below is a summary of the analyses reported in Experiment I. Where the assump-
tions for the analysis have not been met, the degrees of freedom have been adjusted
with the Geisser-Greenhouse correction. An asterisk indicates tests that were signif-
icant at ex = .05.

Dependent Measure Factor F df MSe ETN

MP: Percentage "yes" PragRel 31.16* 2,82 1,005.66 .46
S 211.84* 1,37 1,213.10 .85
N 31.95* 1,37 1,042.41 .46
PragRel X S 29.59* 2,87 1,029.37 .44
PragRel X N 4.06* 3,111 695.09 .10
S X N 29.89* 1,37 925.05 .45
PragRel X S X N 12.81* 2,92 572.99 .26

AC: Percentage "maybe" PragRel .16 3,111 1,379.21 .00
S .05 1,37 1,383.36 .00
N 114.09* 1,37 3,598.86 .76
PragRel X S 3.32* 3,111 1,064.49 .08
PragRel X N .97 3,111 1,020.63 .03
SXN 1.03 1,37 1,018.85 .03
PragRel X S X N 5.14* 3,111 1,117.24 .12

DA: Percentage "maybe" PragRel 1.44 3,111 1,430.77 .04
S .06 1,37 1,079.30 .00
N 103.36* 1,37 3,111.66 .74
PragRel X S 2.89* 3,111 1,253.56 .07
PragRel X N 1.67 3,111 969.65 .04
SXN .69 1,37 862.38 .02
PragRel X S X N 8.82* 3,94 1,145.69 .19

MT: Percentage "no" PragRel 6.20* 2,82 1,201.92 .14
S 145.88* 1,38 1,716.43 .79
N 34.00* 1,38 1,640.52 .47
PragRel X S 3.34* 2,81 1,103.52 .08
PragRel X N .27 2,79 1,344.75 .01
SXN 22.42* 1,38 2,161.77 .37
PragRel X S X N 5.82* 2,75 1,155.25 .13

Forward MP and reverse SynForm 24.15* 1,39 798.14 .38
AC: Percentage "yes" S 363.23* 1,39 466.88 .46

N 32.80* 1,39 332.00 .09
SynForm X S 3.82 1,39 327.99 .07
SynForm X N 3.15 1,39 318.38 .09
sxN 25.63* 1,39 244.72 .40
SynForm X S X N 6.51* 1,39 320.05 .14

Forward MT and reverse SynForm 2.86 1,39 628.56 .06
DA: Percentage "no" S 375.04* 1,39 512.37 .91

N 20.50* 1,39 545.49 .34
SynForm X S 0.00 1,39 311.38 .00
SynForm X N 3.37 1,39 180.91 .08
sxN 22.38* 1,39 423.56 .36
SynForm X S X N 2.88 1,39 262.64 .07

Forward AC and reverse MP: SynForm 45.72* 1,39 1,030.78 .54
Percentage "maybe" S 0.34 1,39 252.40 .01

N 102.37* 1,39 980.24 .72
SynForm X S 0.01 1,39 334.67 .00
SynForm X N 51.04* 1,39 435.36 .57
SXN 0.82 1,39 306.96 .02
SynForm X S X N 1.19 1,39 210.80 .03

Forward DA and reverse MT: SynForm 9.29* 1,39 554.02 .19
Percentage "maybe" S 2.21 1,39 330.73 .05

N 111.46* 1,39 1,118.66 .74
SynForm X S 3.57 1,39 190.44 .08
SynForm X N 10.85* 1,39 327.72 .22
sxN 2.65 1,39 257.21 .06
SynForm X S X N 2.16 1,39 212.21 .05

Note-MP, modus ponens; MT, modus tollens; AC, affirming the consequent; DA, denying the
antecedent; PragRel, pragmatic relation; S, sufficiency; N, necessity; SynForm, syntactic form.
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APPENDIXC

Below is a summary of the analyses of the forward statements reported in Experi-
ment 2. Where the assumptions for the analysis have not been met, the degrees of free-
dom have been adjusted using the Geisser-Greenhouse correction. An asterisk indi-
cates tests that were significant at a = .05.

Dependent Measure Factor F df MSe ETN

p & "q: Percentage "yes" PragRel 8.99* 2,93 1,374.55 .19
S 33.27* 1,38 2,227.56 .47
N 25.10* 1,38 653.68 .40
PragRel X S 6.33* 2,93 1,099.58 .14
PragRel X N 1.80 2,84 785.26 .05
SXN 5.75* 1,38 1,114.20 .13
PragRel X S X N 4.63* 3,114 987.12 .11

-p & q: Percentage "yes" PragRel .79 3,114 886.19 .02
S .53 1,38 762.48 .01
N 23.27* 1,38 2,397.10 .38
PragRel X S 1.27 3,97 1,257.31 .03
PragRel X N .97 2,92 1,117.30 .02
SXN 1.61 1,38 804.66 .04
PragRel X S X N .87 3,114 905.87 .02

Forward p & -q SynForm 25.60* 1,38 3,129.85 .40
and reverse -p & q S 27.14* 1,38 925.90 .42

N 18.43* 1,38 210.44 .33
SynForm X S 6.29* 1,38 183.45 .10
SynForm x N 3.99 1,38 200.95 .14
SXN 13.56* 1,38 236.38 .26
SynForm X S X N 0.00 1,38 328.95 .00

Forward -p & q SynForm 30.77* 1,38 3,295.48 .45
and reverse p & -q S 0.38 1,38 132.32 .01

N 16.31* 1,38 887.63 .30
SynForm X S 0.22 1,38 231.00 .01
SynForm X N 10.50* 1,38 207.81 .22
SXN 0.01 1,38 141.81 .00
SynForm X S x N 3.53 1,38 205.06 .09

Note-PragRel, pragmatic relation; S, sufficiency; N, necessity; SynForm, syntactic form.

(Manuscript received May 20,1993;
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