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Learning in honeybees as a function of
amount and frequency of reward

GREGORY McCLELLAN BUCHANAN and M. E. BITTERMAN
University of Hawaii, Honolulu, Hawaii

In a series of four experiments with free-flying honeybees, individual foragers were trained
with targets of two different colors that contained 5 or 20 ILl of 50% sucrose solution. The two
targets were singly presented in quasi-random sequences on each visit, with the amount of re
ward to be found on each target perfectly predictable from its color.The number of training visits
(4-32) was varied both within and between experiments, and so also was the relative frequency
of trials with the 5- and 20-ILI targets (1:1,2:1, 3:1, and 9:1).At the conclusion of training under
each condition, unrewarded responses to the targets were measured in a 10-min extinction test,
with the targets presented either separately to two different groups of animals (Experiment 1)
or as a pair (Experiments 2-4). When the number of training trials with each target was the
same (Experiments 1 and 2), the animals responded more in extinction to the 20-ILI target than
to the 5-ILI target, although there was a decline in the overall level of responding to both targets
(an overlearning-extinction effect) as the number of training trials increased. After nine times
as many, or only three times as many, training trials with the 5'ILI target as with the 20-ILI tar
get, the animals responded more in extinction to the 5-ILI target (Experiment 3); after twice as
many training trials with the 5-ILI target as with the 20-ILI target, there was equal responding
to both (Experiment 4). The preferences shown in the choice tests of Experiments 2-4 could be
simulated rather accurately on the assumptions of a model previously developed to deal with
the discrete-trials choice behavior of honeybees and the further assumption that associative
strength growsat a rate increasing with amount ofreward to an asymptote independent ofamount
of reward.

In a continuing series of experiments on learning in
honeybees as compared with learning in vertebrates (Bit
terman, 1988), we tum now to the role of amount of
reward, a powerful determinant of performance in appeti
tive conditioning experiments with vertebrates (Mackin
tosh, 1974). About quality of reward (concentration of
sucrose solution in unlimited amount), we already have
some interesting information from work with free-flying
honeybees (Couvillon & Bitterman, 1984; Shinoda & Bit
terman, 1987): (1) After training with 50% sucrose on
one target and 20% sucrose on another, the 50% target
is preferred in a choice test; (2) resistance to extinction
increases at first and then decreases as a function of
the number of training visits to 50% sucrose (the
overleaming-extinction effect), but there is no hint of non
monotonicity when the training concentation is 20%; and
(3) 20% sucrose is accepted less readily on a target that
has always before contained 50% sucrose than on a tar
get that has always before contained 20% sucrose (suc
cessive negative incentive contrast). These results are per
fectly familiar, of course, from the study of vertebrate
learning, although the underlying mechanisms may well
be different. Successive negative incentive contrast, dis
covered early in mammals, has failed to appear in older
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vertebrate lines, clearly suggesting convergence (Bitter
man, 1975, 1988; Flaherty, 1982; Papini, Mustaca, &
Bitterman, 1988), which, as Simpson (1964) noted, is un
likely to be carried to the point of identity in "elaborately
polygenic" behavioral systems. A more direct indication
of a difference in mechanism-and one that may be much
more fundamental, because the results reported for honey
bees are in conflict with those for all vertebrate species
thus far studied-eornes from experiments by Menzel and
Erber (1972), who claimed that appetitive conditioning
in honeybees is entirely independent of amount of reward.

The method employed by Menzel andErber (1972) was
to reward a forager in the presence of one color, then to
give it an unreinforced choice test with that color and a
different color, then to reward it again in the presence
of the first color, test it again, and so forth. In one ex
periment, with a Y-maze, there were six rewards in an
alley of one color, each followed by a test consisting of
a series of 20 unreinforced choices between two differ
ently colored alleys. The four groups of subjects were fed
5, 10, 25, or 50 ILl of a 50% sucrose solution on each
training trial. In a second experiment, with differently
colored targets on which free-flying animals could land
and feed, there were seven rewarded training trials with
one of the colors, each followed by an unreinforced choice
test,4 min long, in which all approaches to within 2 em
of each target were counted. Three groups of subjects
were used, with the duration of feeding on the training
trials equated over groups by varying the influx velocity
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of the sucrose solution so as to provide 2.5, 9, or 25 ILl
of 30% sucrose in a 30-sec period. The performance of
the four groups in the first experiment was not signifi
cantly related to amount of reward. In the second experi
ment, there was a small mean difference in favor of the
animals trained with the lowest influx velocity that was
judged to be statistically significant on the basis of an im
proper test.

The explanation proposed by Menzel and Erber (1972)
is that each pairing of signal and food "transmits"
irrespective of the duration of feeding-a single "im
pulse" to the short-term memory system of the honey
bee, but only if the feeding is continuous. If the feeding
is interrupted repeatedly, as it was found to be with the
lowest influx velocity in the second experiment, there is,
in effect, a series of pairings on each trial, which makes
for better subsequent performance when "the act of suck
ing lasts long enough" (p. 41) after each resumption for
a transfer from short-term to long-term memory. "Long
enough, " on the basis ofearlier work by Menzel (1968),
means about 5 sec. Menzel and Erber (1972) assert that
it is the sucking behavior, not the ingested sucrose, which
is necessary for the transfer: "It is only important that
the sucking continues; its result is irrelevant" (p. 41).
This assertion seems to be based on their failure in pre
liminary experiments (which are not described) to find
any effect of sucrose concentration over the range of
15%-60%.

In our view, a more plausible explanation of Menzel
and Erber's (1972) results for amount of reward is that
the method they employed was insufficiently sensitive.
For one thing, the number of rewarded responses was
small, and the ratio of the number of unrewarded
responses in the repeated extinction tests to the number
of rewarded responses was so large that differences due
to amount of reward may have been masked. Further
more, each animal experienced only one of the several
different amounts of reward, a procedure that often has
given negative results in choice experiments with ver
tebrates; a more sensitive procedure is to have the animal
choose between stimuli that have been paired with differ
ent amounts of reward (Mackintosh, 1974). Finally, as
Menzel and Erber themselves recognized, animals trained
with the different amounts of reward were tested at differ
ent points in the foraging cycle (foragers fed large amounts
went to the hive before returning to be tested, but foragers
fed small amounts remained in the experimental situa
tion)-a confounding that should, if possible, have been
avoided. A clear indication that Menzel and Erber's nega
tive results for amount of sucrose solution cannot be taken
at face value is provided by their negative results for su
crose concentration, which we now know to be an im
portant parameter of appetitive conditioning in honeybees
(Couvillon & Bitterman, 1984). In the experiments
reported here, we show that amount of sucrose also is an
important parameter of appetitive conditioning in honey
bees, and begin to inquire into its role in the conditioning
process.

The index of associative strength in our experiments
was resistance to extinction, and it may be useful before
proceeding further to explain why we chose that index.
Two other possibilities might immediately suggest them
selves to students of vertebrate learning. One is latency
of response, which, for free-flying bees, is not very reli
able. The other is choice between two simultaneously
presented targets, which works well when there is a sin
gle self-eorrection trial with feeding to repletion as the
reward on each visit (Couvillon & Bitterman, 1985, 1986,
1987, 1988), but which pilot experiments showed to be
too erratic for our purposes; given a series of small-reward
trials on each visit, our animals often seemed to respond
impulsively, without the hesitant inspection of both al
ternatives that characteristically precedes choice when the
reward is feeding to repletion. We were compelled, there
fore, to fall back on resistance to extinction, a measure
previously put to good use (Couvillon & Bitterman, 1980,
1982), but which has two rather serious disadvantages.
One is that multiple groups are required to define the
course of acquisition; in Experiment 2, for example, ex
tinction was measured in one group of animals after 8
trials, in a second group after 16 trials, and so forth. The
procedure of Menzel (1968) and Menzel and Erber
(1972), which is to alternate training trials and extinction
tests for a single group of animals, is inadequate, because
it confounds the effects of training and extinction. Another
disadvantage of resistance to extinction as an index of as
sociative strength is that the relation is complicated by
a process reminiscent of frustration in rats (Amsel, 1958);
as has already been noted, resistance to extinction declines
in the course of prolonged training under conditions that
might be expected to produce high associative strength
(Couvillon & Bitterman, 1984). We planned the present
experiments in the realization that an understanding of
frustration might be necessary for a proper interpretation
of the results, which themselves might contribute to that
understanding.

EXPERIMENT 1

In this experiment, individual honeybees were given 32
trials with a target that always contained a 2o-ILI droplet
of sucrose solution and an equal number of trials with a
target of a different color that always contained a 5-ILI
droplet of the same solution. Trials of the two kinds were
intermixed on each visit in quasi-random fashion to
balance for position in the foraging cycle. Then there was
a single unrewarded test, with the 20-ILI target for one
group of animals and the 5-ILI target for another group,
in which resistance to extinction was measured. The test
was given at the outset of the final visit, immediately upon
return from the hive.

Method
Subjects. The subjects were 24 honeybees (Apis mellifera) from

our own hives situated near the laboratory. All were experimen
tally naive.
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EXPERIMENT 2

Again, in this experiment, honeybees were given equal
numbers of training trials with differently colored 5-ILI

Figure 1. Meancumulative I'e5JIOIII'IeS in extinction to the 2O-pJ tar
get (Group L) and the 5-pJ target (Group S) after approximately
32 training trials with each target (Experiment I),
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ditioning experiments with vertebrates, there has been lit
tle theoretical agreement as to how it works. Without paus
ing here to consider the merits of the various positions
taken with respect to the vertebrate data, we simply draw
on the vertebrate literature for some suggestions as to the
role of amount of reward in the performance of honey
bees. One possibility is that the animals learn about
amount of reward as such-that training with different
amounts of reward produces different memories or ex
pectations (Tolman, 1932), which is to say, associations
having different second terms or significates; orange may
be associated with a large reward and blue with a small
reward. For convenience, we describe this as the
representational view, although it may be stated more ob
jectively, as, for example, by Spence (1956), who con
ceived of the significates as anticipatory goal responses
of different magnitude. Another (nonrepresentational)
possibility is that the significates are the same-sucrose or
sweetness in each case-but that the associations vary in
strength as a function of amount, either asymptotically
or in their rates of approach to a common asymptote, or
even both (Rescorla & Wagner, 1972). According to the
representational theory, there was more response to the
20-JLI color than to the 5-JLI color in the present experi
ment, not because of a difference in associative strength,
but because of the greater valence of what Tolman called
the "expectandum," or, in Hull-Spence terms, because
the stronger anticipatory goal response interacted with
habit strength to produce greater reaction potential. Ac
cording to the more parsimonious nonrepresentational the
ory, the 20-JLI training simply produced greater associa
tive strength than the 5-ILI training.

Results
In Figure 1, the course of extinction in the two groups

is plotted in terms of mean cumulative frequency of
response over successive 3Q-sec intervals. Contrary to the
findings of Menzel and Erber (1972), the curves show
a clear effect of amount of reward-greater resistance to
extinction in Group L than in Group S. Analysis ofvari
ance (based on discrete, uncumulated responses) yielded
a significant groups effect[F(l ,14) = 6.94, p < .0001],
a significant effect of2.5-min blocks [F(3,42) = 46.41,
p < .0001], and a nonsignificant interaction of groups
X blocks [F(3,42) = 1.71, P = .1792].

Although, as already noted, amount of reward has been
found to bea powerful determinant of performance in con-

Procedure. Individual honeybees were pretrained to fly from hive
to laboratory and drink from a large drop (about 100 Ill) of 50%
sucrosesolutionon a target that wasset on the sill of an open labora
tory window. The target was a plastic disk, 5 cm in diameter and
I mrnthick, that was (nominally) half blue and half orange (ISO·
of each color). An animal selected at random from a group of
foragers at a feeding station equipped with a jar of 10%-15 % su
crose solution was captured in a matchbox, carried to the sill, and
placedon the target. There it was permitted to drink its fill (during
which time it was marked with a spot of lacquer) and then fly back
to the hive. Typically, the animal would return to the laboratory
in a few minutes, continuing to shuttle back and forth between the
hive and the sill as long as food was available there. If the marked
bee did not return to the sill after its first placement, it was picked
up at the feeding station(whereit usuallycouldbe found) andplaced
again on the target. The pretraining ended with the animal's sec
ond return to the sill of its own accord.

Arriving from the hive on each of 16 training visits, the animal
founda target like the pretraining target, but all blue or all orange,
containingeither a 5-1l1 or a 20-1l1 droplet of 50% sucrose solution.
After taking the sucrose, the animal would fly up from the target,
hovering over the sill while the target was quickly removed and
replaced with another target, again either blue or orange and con
taining either 5 or 20 III of the sucrose solution. The second target
was quickly replaced by a third, and so on, until the animal left
of its own accord for the hive. For 12 of the 24 subjects, the blue
targets always contained 20 J.L1 of sucrose and the orange targets
5 Ill, with the opposite true for the remaining subjects. The two
targets were presented in balanced quasi-random sequences over
the 16 training visits, during which each animal was scheduled to
have about 32 trials with each target (an average of 2 trials with
each target on each visit, with the expectedaverage intakeof about
50 J.L1). The procedurewassuch, of course, that the numberof train
ing trials with each target for each animal could not be fixed ex
actly, since it dependedon the behavior of the animal, but the ap
proximation was very close: The mean number of trials was 31.0
for the 20-ill target and 31. I trials for the 5-1l1 target.

Arriving from the hive on the 17thvisit, the animal founda fresh
blue or orange target containinga IO-ill droplet of tap water (unac
ceptable, and distinguishable from the sucrose solution only by
taste). Upon encountering the water, the animal would leave the
target, return, leave again, return again (often only briefly, with
no attempt to drink), and so forth, the interval betweensuccessive
contacts with the target increasingas the test continued. All actual
contacts with the target, however brief, during a IO-rnin extinction
period were recorded by the experimenter, who pressed a button
that activated a counter programmed to print stored frequencies at
30-sec intervals. For the 12 animals of Group L (large), the color
of the target in extinction was the 20-1l1 training color (blue for 6
of the animals and orange for the rest). For the 12 animals of
Group S (small), the 5-lll training color was used in extinction.
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Figure 2. Mean number of responses in extinction to the simulta
neously presented 2&-,d and 5-,d targets after approximately 8, 16,
32, or 64 training trials with each target (Experiment 2).

ness will increase with amount of reward. The persistence
of the preference does not, however, make it possible to
reject the equal-asymptote version of nonrepresentational
theory, because the training may not have been carried
far enough. If small rewards sustain only very low rates
of growth in associative strength, considerably more than
32 training visits-perhaps even twice that number-might
be required for definitive asymptotic information, which
would be extremely costly in view of the many distract
ing and disruptive influences to which honeybees may be
subjected in the course of 5 or 6 h of foraging. In Ex
periments 3 and 4, we looked for a more cost-effective
approach to the problem.

The progressive decline in overall level of responding
in extinction as the number of training trials increased in
the present experiment is reminiscent of the overlearning
extinction effect previously found with feeding to reple
tion on 50% (but not 20%) sucrose solution (Couvillon
& Bitterman, 1984; Shinoda & Bitterman, 1987). Again,
there are two ways to try to deal with such results on the
basis of frustration theory (Amsel, 1958), one represen
tational and the other nonrepresentational. According to
the representational view, frustration is generated by a
discrepancy between the remembered consequences of
response (in our experiments, sucrose solution of a given
volume and concentration) and the new consequences
(water). According to the nonrepresentational view, frus
tration is generated by a discrepancy between the associa
tive strength developed in training with the old conse
quences and the associative strength that can be supported
by the new ones (Daly & Daly, 1982). The present data
do not seem to yield readily to either interpretation, point
ing again to the need for a careful experimental analysis
of the overlearning-extinction effect, after training both
with single and with multiple stimuli, and in single
stimulus as well as in choice tests.
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Results
In Figure 2, the mean number of responses in extinc

tion made by the animals of each group to each target is
plotted as a function of the number of acquisition trials.
The curves show a preference for the 2o-,.d target that per
sists as the number of acquisition trials increases, along
with a decline in the overall level of responding to both
targets. Analysis of variance yielded a significant effect
of amount of reward [F(1,40) = 11.42, p = .0016], a
significant effect of number of acquisition trials [F(3,40)
= 4.42, P = .0090], and a nonsignificant interaction of
amount of reward x number of acquisition trials (F < 1).

If the preference for the 20-1£1 target had disappeared
as the number of training trials increased, we should have
been able to reject the representational theory as well as
the unequal-asymptote version of the nonrepresentational
theory, both of which predict that asymptotic attractive-

Method
Subjects. The subjects were 48 experimentally naive foragers

from our own hives. They were assigned at random to four equal
groups.

Procedure. The pretraining procedure was exactly the same as
in Experiment 1, and so also was the training procedure, except
that the number of training visits varied over groups-4 visits for
Group 4,8 visits for Group 8, 16visits for Group 16, and 32 visits
for Group 32. Again, it was expected that the animals would aver
age about two 5-111 trials and two 20-,d trials on each visit, which
meant that Group 4 would average about 8 trials with each of the
targets; Group 8, about 16 trials with each; Group 16, about 32
trialswith each; andGroup 32, about 64 trials with each. The mean
numbers of 5- and 20-111 trials actually given were 8.1 and 8.0 for
Group 4; 16.6 and 16.6 for Group 8; 31.2 and 31.1 for Group 16;
and 63.3 and 63.5 for Group 32. As before, the 5-111 target was
orange and the 20-111 target was blue for half the animals in each
group; for the rest, the color-amount relation was reversed. After
its last training visit, each animal returned from the hive to find
two fresh targets, one blue and the other orange, set 10 em apart
in a lateral arrangement on the window sill. For 6 animals in each
group, the 5-111 target (blue for 3 and orange for 3) was at left, and
the20-,d target was at right; for theremaining animals in each group,
the 20-141 target (with color balanced in the same way) was at left,
and the 5-,.1 target was at right. Each target now contained a 10-,.1
droplet of tap water, and responses to each were recorded in a 10
min period.

and 20-,tl targets, but the procedure differed from that
of Experiment I in two respects. First, the number of
training trials was varied widely over groups. Disappear
anceof an initial preference for the 2o-p.t color as the num
ber ofacquisition trials was increased would make it pos
sible to reject both the representational theory and the
unequal-asymptote version of the nonrepresentational the
ory. Second, a within-groups rather than a between-groups
extinction test was used in the second experiment; after
a given amount of training with each of the two targets
separately, both targets were presented together without
reinforcement, and the responses to each were counted.
This change in procedure was made in the interest of ef
ficiency: one group of animals, rather than two groups,
was now required at each degree of training.
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EXPERIMENT 4

Again, in this experiment, amount and frequency of re
ward were opposed. In this case, however, there were
only two trials with the 5-ILI target for each trial with the
20-1L1 target, a ratio predicted to produce equal associa
tive strengths.

Figure 3. Mean number of responsesin extinctionto thesimulta
neously presented ~,d and S-,d targets after training with both tar
gets (Experiment 3). Group 16R9, approldnultely 8~,d and 72 S
,d trials; Group 16R3, 16~,d and 48 S-,d trials; Group 32R3, 32
2Oo,d and 96 S-,d trials.

Results
In Figure 3, the course of extinction in the three groups

is plotted in terms of the mean cumulative number of
responses to each target over successive 3Q-sec intervals.
All groups responded less to the 20-1Ll target than to the
more frequently rewarded 5-ILI target, the difference be
ing greatest in Group 16R9and smallest in Group 32R3.
Analysis of variance yielded a significant effect of amount
of reward [F(1,30) = 20.26, p = .0001], a significant
groups effect [F(2,30) = 14.82, p = .0356], and an in
teraction of groups X amount of reward that is not quite
significant at the conventional 5% level [F(2,30) = 3.02,
p = .0639].

These data, together with those of Experiment 2, can
be explained without great difficulty in equal-asymptote,
nonrepresentational terms-on the assumption, specifi
cally, that associative strength approaches a common
asymptote at twice the rate when the amount of reward
is 20 ILl thanwhen it is 5 ILL Before the details of the ex
planation are given, however, it is convenient to describe
an experiment designed to test that assumption, which can
be appreciated apart from those details.

Method
Subjects. The subjects were 36 experimentally naive foragers

from our own hives. They were assigned at random to three equal
groups.

Procedure. The pretraining procedure was the same as in the
preceding experiments, and so also was the training, except for var
iations in the number of visits and the number of trials with each
target. Group 16R9had 16 training visits with a planned9: I ratio
of small to large rewards; there were to be 8 20-1£1 rewards (one
every second visit) on a target of one color (orange or blue) and
72 5-1£1 rewards (the actual mean number was 73.3) on a target of
the alternative color. Group 16R3, too, had 16 training visits, but
with a planned 3: I ratio of small to large rewards; there were to
be 1620-1£1 rewards (one on each visit) and 48 5-1£1 rewards (the
actual mean number was 47.6). Group 32R3 was trained as was
Group 16R3, with a planned3: I ratio, but it had twice the number
of visits; there were to be 32 20-1£1 rewards (one on each visit) and
96 5-1£1 rewards (the actual mean number was 97.2). As in the
preceding experiments, the larger reward was presented on a blue
target for half the animals and on an orange target for the rest. The
procedurein the Io-minextinction test (givenon eachanimal's return
after the last training visit) was the same as in Experiment 2; fresh
blueand orange targets, nowbaitedwith 10-Jt1 dropletsof tap water,
were presented in lateral arrangements that were balanced over
subjects.

In the two previous experiments. the animals had equal
numbers of training trials with the 5-1L1 and 20-1L1 targets,
but in the present experiment. amount and frequency of
reward were opposed; that is. there were more trials (three
or nine times as many) with the 5-1L1 target than with the
20-1L1 target. The purpose was to provide further infor
mation about the way in which associative strength grows
as a function of amount of reward. with special attention
to the question of asymptotic equality.



GENERAL DISCUSSION

In Experiment 1, amount of reward was found to play
a substantial role in the appetitive conditioning of honey-

with V representing associative strength, .:1V the incre
ment in associative strength produced by reward, A the
asymptotic associative strength, and 13 the learning-rate
parameter. For purposes of simplicity in this most prelimi
nary analysis, we use V to represent the total associative
strength of each target, without bothering to distinguish
between unique properties and properties common to the
two targets. The two curves are for 13=.02 and 13=.04.
with A= 1 in each case. It will be noted that the curves
originate at V= .3, which is assumed to be the associa
tive strength produced by feeding to repletion in the
pretraining; the value is provided by the work of Couvil
lon and Bitterman (1985, 1986, 1987, 1988), who have
successfully modeled the performance of honeybees in a
wide range of discrete-trials choice problems after just
such pretraining. (The results of their experiments, in
which correct choice always was rewarded by feeding to
repletion on 50% sucrose, were fitted with A= 1 and in
cremental d on the order of .2). Shown also in Figure 5
are the associative strengths of the two alternatives that
would be generated in the training of each of the nine
groups of Experiments 2-4 on the assumption that 13 =.02
for the 5-"u reward and 13=.04 for the 2G-JLI reward. From
these associative strengths, the obtained proportions of
response to the 2G-"u alternative in the extinction tests can
be predicted in the following way:

We begin with Couvillon and Bitterman's assumption
that the probability of choosing alternative A rather than
alternative B is a function of its relative associative
strength, rA =VA/(VA+ VB), where VA is the associative
strength of alternative A (here the 20-JLI target) and VB
is the associative strength of alternative B (here the 5-JLI
target). The computed RA values for Groups 4, 8, 16, and
32 of Experiment 2 at the end of training are .55, .56,
.56, and .54, respectively; for Groups 16R9, 16R3, and
32R3 of Experiment 3, .37, .46, and .47, respectively;
and for Groups 19R2 and 9R2 of Experiment 4, .50 and
.49, respectively. Next, we tum to one of a set of closely
similar choice functions-functions relating PA (the prob
ability of choosing alternative A rather than alternative
B) to rA-that were used by Couvillon and Bitterman in
the successful simulation of their discrete-trials data.
Described in terms of its scaling parameters as K=.75,
s= .625, the function is plotted in Figure 6 with only the
values for r ~ .5 shown because it is perfectly symmetri
cal for r < .5. The shape of the function is sigmoidal and

bees. In Experiments 2-4, which were designed to help
us choose among various conceptions of that role, results
were obtained that, as already noted, yield readily to an
equal-asymptote, nonrepresentational analysis.

Plotted in Figure 5 are two curves showing how the as
sociative strength of each target is assumed to grow as
a function of the number of rewarded trials. The change
is expressed by a linear equation (Bush& Mosteller, 1951)
in the familiar notation of Rescorla and Wagner (1972),

.:1V = 13(}'-V),

20

20

.. ·-e-.

15

15

10

10

30-SEC INTERVALS

30

20

~
u
z
w

10:::l
a ~w •n::
I.J.... .'
W 0>
i= 0 5
4:
-l

20:::l
~
:::l 9R2
u

10

0
0 5

252 BUCHANAN AND BmERMAN

Method
Subjects. The subjects were 16 experimentally naive foragers

from our own hives. They were assigned at random to two equal
groups.

Procedure. Thepretaining and training procedures werethesame
as in the preceding experiments, exceptfor the scheduling of train
ing visitsand trials. For the animals of Group 9R2, there were to
be nine visits with a total of 12 20-,£1 trials and 24 5-/LI trials (the
aetual mean numbers were 12.0 and 24.9). For the animals of
Group 19R2, therewereto be 19visits with a totalof25 20-/LI trials
and 50 5-/LI trials (the actual meannumbers were 24.7 and 50.9).
The extinction procedure. which involved thepresentation of fresh
orange and blue targets in balanced lateralarrangements, was the
same as in Experiments 2 and 3.

Figure 4. Mean number of respeases in extinctionto thesimulta
neously presented 2O-,d and 5-,d targets after training with both tar
gets (Experiment 4). Group 19R2, approximately 1S 16-,d and SO
5-,d trials; Group 9R2, 11 2O-,d and 14 5-,d trials.

Results
In Figure 4, the course of extinction in the two groups

is plotted in terms of the mean cumulative number of
responses to each target over successive 30-sec intervals.
As predicted, the number of responses to the two targets
was almost identical, both after the smaller number of
training visits and after the larger number of training
visits. Analysis of variance yielded a nonsignificantgroups
effect [F(l, 14) = 2.06, p = .1727}, a nonsignificant ef
fect of amount of reward (F < 1), and a nonsignificant
interaction of groups x amount of reward (F < 1).
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its steepness is considerably greater thanthatof the linear
("matching") function (K= I, s= .5) which is plotted
along with it for purposesof comparison and whichpro
vides a substantially poorer fit to Couvillon and Bitter
man's discrete-trials data. For each valueof rA, we read
thecorresponding probability of choosing the20-1£1 stimu
lus, PA , from the choice-function, and from PA we can
predict the test results if we are willing to assume that
the determinants of choiceat the outsetof extinction also
determinethedistribution of responses to the two stimuli
over the entire lo-min extinction period (during which
the associative strengths of both stimuli are changing
rapidly as a function of the choices actually made).
Figure 7 showsthat there is indeed a close correlation be
tween the predictedproportionsof responseto the 20-1£1
target in the nine extinction tests of Experiments 2-4 and
the proportions actually obtained. The Pearson coefficient
is .97.

Given this strikingagreementof theory and data, it is
perhaps necessary to emphasize that the two acquisition
functions we used were not selected on the basis of an
exhaustive parametric search. Other pairs of functions,
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growing either to a commonasymptote at different rates
or to differentasymptotes at a commonrate, mightfit our
rather sparse data just as well, although we did not spend
much time looking for them because they could hardly
have been expectedto yieldan appreciably better fit. We
are satisfied now to argue merely that equal-asymptote,
nonrepresentational theory cannot be rejected, and that
the best strategy would be to try in subsequent experi
ments to find ways of constraining it further, if only by
brute increase in the numberof training trials. What will
be required in any case is a proper moment-by-moment
theory of extinction that will predict not only choice ra
tios, but absolute levels of responding. Always in the
background of our thinking has been the possibility that
the decline in resistance to extinction with increasing fre
quency of reward that has appeared in some of our ex
perimentscan be understoodin termsof a model like that
developedby Daly and Daly (1982)to deal withan array
of what seem to be frustration-based phenomena in rats,
but the possibility may be more difficult to realize than
we imagine. The Daly model itself has thus far been
directedonly at variousqualitative features of the rat data
and has yet to be tested quantitatively.

As to how the role of reward in the learning of honey
bees maydiffer fromits role in the learning of vertebrates,
there is little to be said, not only because we know so
little about learning in honeybees, but also because we
knowso littleaboutlearning in vertebrates. Although there
have, of course, been a greatmany competent andinterest
ing experiments with vertebrates (mostly rats) on acqui
sition and extinction as a function of almost every con
ceivable reward parameter(Mackintosh, 1974),the work
hasnot been sufficiently systematic or sustained to pro-

videanybasis forchoice evenamong suchrelatively broad
conceptions as we have considered here. In a time when
the importanceof a disciplined, quantitative approach to
the problem was first coming to be appreciated (Hull,
1943, 1952),the necessary computational resourceswere
not available; now that they are, critical interest in the
problem has waned.
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