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Absolute phase uncertainty in
sinusoidal grating detection
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Spatial phase plays an important role in the characterization of images and other visual pat
terns. Despite this, relatively few experiments have investigated the role of phase per se in hu
man vision. Recent studies by Kersten (1983) and Burgess and Ghandeharian (1984) have shown
that human observers are more sensitive to sinusoidal grating patterns when they have prior
knowledge of the pattern's absolute phase than when they do not. They concluded that observers
act as phase-sensitive detectors at least some of the time. Two forced-choice sinusoidal grating
detection experiments are reported here which extend these results. Absolute signal phase was
either held constant or varied randomly across trials. On half of the random-phase trials, ob
servers were shown a sinusoidal grating cue that revealed the absolute phase of the test signal
for that trial. There were three major findings. First, detection performance in both experiments
was substantially better when phase information was provided than when it was not. This is
consistent with previous findings. Second, information about signal phase was provided equally
effectively by holding phase constant over all trials within a testing block (as in the constant
phase conditions) or by providing an explicit phase cue 250 msec before each trial. Third, a phase
cue presented 250 msec after the test pattern offset led to performance levels intermediate be
tween the superior constant-phase condition and the uncued random-phase condition. In other
words, observers were able to use phase information even when it was presented in a postcue.
The findings are discussed in terms of alternative phase-sensitive detection models.

For many years psychophysicists have been interested
in the ability of human perceivers to detect visual signals
in noise. In a traditional visual detection task, observers
are required to judge whether a well-specified visual tar
get, such as a sinusoidal grating pattern, is present on each
of a series of trials. Previous research has shown that a
wide range of signal and subjective factors can influence
the ability of an observer to detect even these simple tar
gets. For example, signal parameters, such as spatial fre
quency, spatial extent, spatial location, temporal duration,
orientation, and phase, are important (Graham, 1985), as
are subjective factors, such as condition of dark adapta
tion, age, and the observer's prior knowledge of the sig
nal. The experiments reported in this paper investigated
the role of absolute signal phase and the observer's prior
knowledge of phase in the detection of sinusoidal grating
patterns embedded in a noise background. In this context,
absolute phase refers to the alignment of the sinusoidal
pattern (the location oflight bands or peaks) within a view
ing field.

The Importance of Phase
It is obvious that spatial phase plays an important role

in the characterization of images and other visual patterns.
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For example, without phase information, a simple target
such as disk or square cannot be localized in an image.
In their well-known paper on the importance of phase,
Oppenheim and Lim (1981) demonstrated that in a Fou
rier representation of images, spectral phase alone can
often lead to a recognizable reconstruction of the image
when an analogous reconstruction from the spectral mag
nitude alone does not.

Despite the significance ofphase in visual signals, rela
tively few experiments have investigated the role of phase
per se in human vision. Research on spatial summation
in the detection of complex signals has revealed evidence
of phase sensitivity in some experiments (e.g., Lawden,
1983), but evidence of phase insensitivity in others (e.g.,
Koenderink & van Doom, 1980). Two experiments that
have investigated the role of absolute rather than relative
spatial phase have concluded that the human visual sys
tem acts as a phase-sensitive detector at least some of the
time (Burgess & Ghandeharian, 1984; Kersten, 1983).
The experiments reported here extend this previous
research on absolute phase sensitivity.

Signal Detection Under Uncertainty
In an early auditory experiment, Tanner and Norman

(1954) found that pure-tone detection fell to chance levels
when the test signal was shifted from a known frequency
to another frequency without informing the listeners.
Numerous follow-up experiments have demonstrated
reduced detectability for pure tones when the frequency
of the test tone is not predictable by the listener (Howard,
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O'Toole, Parasuraman, & Bennett, 1984). A number of
experiments have investigated an analogous frequency un
certainty effect in visual detection (Davis & Graham,
1981). The major finding from these studies is that fre
quency uncertainty introduced by selecting the target sig
nal randomly from a set of two or more spatial frequen
cies leads to a relatively small, but reliable, decrease in
signal detectability relative to the single spatial frequency
case. Uncertainty effects have also been established for
other signal parameters. For example, Davis, Kramer,
and Graham (1983) have shown comparable effects for
spatial-position and spatial-frequency uncertainty but no
effects for luminance-contrast uncertainty, and Ball and
Sekuler (1981) have reported direction-uncertainty effects
for motion detection. The spatial-position findings are also
consistent with the large body of suprathreshold, location
uncertainty, reaction time experiments carried out by Pos
ner and his colleagues (Posner, Nissen, & Ogden, 1978).

Of greatest relevance to the present experiments,
however, are two studies which have examined effects
due to signal-phase uncertainty. In one experiment, Bur
gess and Ghandeharian (1984) presented observers with
a pair of small, square, homogeneous Gaussian noise
fields on each of a series of trials. One of the fields al
ways contained a 4.6-cycle/degree (cpd) vertical sinusoi
dal grating added to the noise in random absolute phase.
In other words, the absolute position of the sinusoid within
the square was randomly determined on each trial and was
therefore unpredictable. The observer's task was to make
a forced-choice judgment indicating which of the two
noise fields contained the pattern on each trial. A refer
ence pattern, which contained a noise-free copy of the
sinusoidal test signal for that trial, was also provided be
low each noise field. Two testing conditions were inves
tigated. For test blocks with phase information, the refer
ence signal was presented at the actual phase of the test
signal, whereas for test blocks without phase information,
the reference sinusoid was always presented with zero ab
solute phase. Hence, equivalent information was provided
about the spatial frequency and spatial extent of the tar
get under both testing conditions, but only the phase
information blocks provided any information about the
phase ofthe test signal. Their results showed a clear de
tectability advantage when phase information was
presented. This finding demonstrates that absolute phase
plays a role in the detection of spatial-frequency gratings
and that phase uncertainty can lead to decreased perfor
mance, as does uncertainty about other signal parameters
such as spatial frequency and/or location.

In a similar experiment, Kersten (1983) examined the
detectability of brief-duration sinusoidal gratings under
fixed- and random-phase conditions. In the fixed-phase,
or phnse-certain, condition, signal phase was predictable,
since it was held constant over trials and since a refer
ence sinusoid preceded each forced-choice trial to illus
trate the absolute phase of the target. On the other hand,
in the random-phase, or phase-uncertain, condition, sig-
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nal phase was not predictable, since it varied randomly
at 45 0 intervals over the full period of the sinusoid. Ker
sten's findings revealed phase-uncertainty effects for low
frequency (.5-cpd) stationary sinusoids embedded in
noise, but no uncertainty effects when the same targets
were presented without noise or when they were drifted
slowly on the screen. Overall, the conclusions from this
study support those of Burgess and Ghandeharian (1984)
in demonstrating phase-uncertainty effects under "stan
dard" detection-testing conditions.

Uncertainty Reduction in Signal Detection
Given that signal parameter uncertainty can lead to

decreased detectability, a number of investigators have
examined factors that lead to reduced signal uncertainty
and, hence, improved detectability. For example, when
Davis et al. (1983) used the pitch of a pure-tone cue to
indicate the spatial frequency or spatial position of test
targets under uncertain frequency or location conditions,
detectability improved to match that of the alone, or fixed
spatial-frequency (location), condition. Interestingly, this
cuing effect occurred-albeit at a smaller magnitude
even when the tonal cue was delayed for as long as
500 msec after the offset of the test patterns (Graham,
Kramer, & Haber, 1985). Posner and his colleagues have
also shown that for suprathreshold detection, benefits (i.e.,
speeded reaction times) accompany valid location cues
whereas costs (i.e., retarded reaction times) accompany
invalid cues (Posner et al., 1978).

Burgess and Ghandeharian's (1984) use of a simulta
neous phase-reference pattern can be interpreted as sup
porting a similar uncertainty reduction for the phase
uncertainty case. These and other results (Graham et al.,
1985) establish that providing supplementary knowledge
regarding otherwise uncertain signal parameters can
reduce or eliminate the uncertainty effects described in
the previous section. The effectiveness of nonsimultane
ous phase cues is the central issue investigated in the
present study.

Models of Signal Detection
A common approach in the theoretical signal detection

literature is to compare the empirical detection perfor
mance of human observers with that of theoretical ideal
observers who respond optimally under a given set of the
oretical assumptions. Although this approach has not been
adopted in this paper, two traditional models that make
different assumptions about spatial phase will be compared
briefly to illustrate different possible roles of phase in
visual detection. A more complete theoretical develop
ment may be found in Kersten (1983), Burgess and Ghan
deharian (1984), or Caelli and Moraglia (1986).

On each trial in a two-alternative, forced-choice experi
ment (2AFC), the observer must choose between two im
age fields, one that contains a signal, S(x,Y), added to un
correlated noise, N(x,Y), Isn(x,Y) = S(x,y) + N(x,Y), and
another which contains only a noise field, In(x,y) =
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N(x,y). Both models assume that this decision is based
on a comparison of correlation integrals computed on each
of the two image alternatives.

Rsn(a,b) = lIIsn(x,y) w(x+a,y+b)dxdy

and

Rn(a,b) = lIIn(x,y) w(x+a,y+b)dxdy,

where w(x,y) is a weighting function, a and b are horizon
tal and vertical shifting factors, and the region of integra
tion extends over the two spatial dimensions of the im
age fields. The two models make different assumptions
about the weighting function, w(x,y). Specifically, the
cross-correlation model assumes that the signal
parameters are known exactly, including signal phase, and
hence the expected signal is used as the weighting func
tion. For this reason, the cross-correlation model is some
times referred to as a matched filter model. Since w(x,y)
= S(x,y), the cross-correlation integral can be determined
for the signal-plus-noise alternative by substitution

Csn(a,b) = 11 Isn(x,y) S(x+a,y+b)dxdy

= 11 S(x,y) S(x+a,y+b)dxdy

+ 11 N(x,y) S(x+a,y+b)dxdy. (1)

In contrast, for the autocorrelation model, signal phase
is not assumed to be known exactly, and hence the
presented test image serves as the weighting function,
w(x,y) = Isn(x,y) = S(x,y) + N(x,y), and for the signal
plus-noise alternative, the autocorrelation integral is

Asn(a,b) = 11 Isn(x,y) Isn(x+a,y+b)dxdy

= 11 S(x,y) S(x+a,y+b)dxdy

+ 11 S(x,y) N(x+a,y+b)dxdy

+ 11 N(x,y) S(x+a,y+b)dxdy

+ 11 N(x,y) N(x+a,y+b)dxdy. (2)

In both cases, it is assumed that the forced-choice deci
sion is based on a comparison of the correlation integrals
for the two alternatives at zero shift (that is, when
a=b=O). Furthermore, since the noise is assumed to be
homogeneous (i.e., uncorrelated with the signal), the
terms involving the cross-product of signal and noise will
vanish over repeated trials. With these assumptions, both
models discriminate between the signal-plus-noise and the
noise-alone alternatives, since, in both cases, the corre
lation integral will be larger on the average for the signal-

plus-noise alternative by an amount equivalent to the sig
nal energy.

Asn(x,y) - An(x,y) = Csn(x,y) - Cn(x,y)

= 11 S2(x,y)dxdy.

The major difference between the phase-sensitive cross
correlation model and the phase-insensitive autocorrela
tion model lies in the trial-by-trial variability of the corre
lation integrals. This difference is seen in a comparison
of Equations I and 2 above. Specifically, the noise term
is larger in the autocorrelation integral U!W(x,y)dxdy]
than in the cross-correlation integral U!N(a,b)
S(a,b)dxdy], and hence detection performance will be
somewhat poorer in the autocorrelation case. As Burgess
and Ghandeharian (1984) have pointed out, the essential
distinction between the two models lies not in their rela
tive sensitivity to the signal-both are sensitive to the sig
nal energy-but in their ability to reject noise. This illus
trates the difference between a simple coherent, or
phase-sensitive, cross-correlation and an incoherent, or
phase-insensitive, autocorrelation mechanism.

EXPERIMENT 1

As discussed above, previous results have suggested that
human observers detect sinusoidal gratings in noise bet
ter when the signal phase is known than when it is not.
This result is consistent with a coherent, or phase
sensitive, detection mechanism. The present experiment
extends this work by examining the ability of human ob
servers to use phase information presented explicitly in
phase cues that precede each trial. Three conditions were
investigated. In the first, zero-phase condition, signal
phase was predictable, since all signals within a testing
block appeared at a constant absolute phase angle of 0° .
In the second, random-phase condition, signal phase was
not predictable, since phase angle was determined ran
domly on each trial. In the third, or cued/random-phase
condition, phase was selected randomly on each trial but,
unlike the random-phase condition, a cue was presented
on each trial to inform the observer of the signal phase
for that trial.

Method
Subjects. Five student and staff volunteers were paid $25 to par

ticipate in the experiment. Each reported having normal or corrected
to-normal acuity.

Apparatus. Image preparation, control of experimental events,
and data analyses were carried out on a general-purpose labora
tory computer (Digital VAX 11/750). This computer served as the
controlling host for a Gould Imaging and Graphics IP8400 image
processing system that was used for on-line image processing,
storage, and presentation. Participants were seated in a darkened,
sound-attenuated room and viewed the test imagery on a 12-in.
(30.5-em) diagonal, monochrome monitor (Ikegami Model PMI4
3H). Standard raster frequencies and an interlaced 30-Hz frame rate
were used with a display resolution of 512 x512 8-bit pixels. With
the observers sitting at a viewing distance of 122 em, each pixel
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Figure 1. Mean response-bias free performance (d 'J for the zero-,
random-, and cued/random-phase testing conditions of Ex
periment 1.
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Observers entered their responses by pressing a key, and feed
back immediately followed the response. The next trial began when
the observer pressed the space bar on the keyboard. Each session
required about I h to complete.

2.2 2.18

Results and Discussion
Response-bias free estimates of sensitivity (d ') were de

tenmned for each testing block and observer from the cor
responding hit (correctly responding left) and false-alarm
(incorrectly responding left) rates (Macmillan & Kaplan,
1985). The mean sensitivity collapsed across observer and
block is shown in Figure 1 for the zero-, random-, and
cued/random-phase testing conditions. Examination of
Figure 1 reveals a large effect of condition, with the
random-phase trials producing considerably lower sensi
tivity (mean d' = 1.66) than either the zero- (mean d'
= 2.18) or the cued/random-phase (mean d ' = 2.15)
trials. These results were submitted to a two-way (block
X condition) analysis of variance with repeated measures
on both factors. This revealed a significant main effect
of condition [F(2,8) = 8.29, p < .025, MSe = 1.28],
with neither the main effect of block [F(2,8) < 1.0] nor
the block x condition interaction [F(4,16) = 1.24] reach
ing statistical significance.

A post hoc analysis of the condition effect was carried
out using Duncan's new multiple range test. This revealed
that the observers were more sensitive when absolute
phase was predictable (zero and cued/random conditions)
than when it was not predictable (random condition), and
that they were equally sensitive under the zero-phase and
cued/random-phase conditions. A similar pattern occurred
for each of the observers, as may be seen in the individual
data tabulated by condition in Table 1.

These findings are consistent with those of Kersten
(1983) and Burgess and Ghandeharian (1984) in arguing
for a coherent or phase-sensitive detection mechanism.
It is clear that observers are more sensitive when phase

subtended a visual angle of 0.345 mrad (1.19' of arc). Panicipants
entered their responses on a standard terminal keyboard, and graphic
feedback was displayed at the center of the monitor to indicate the
location of the correct pattern for that trial (either < for left target
or > for right target). All test stimuli were passed through an in
tensity transform look-up table in the image processor to achieve
a linear mapping of gray level onto luminance. The monitor was
adjusted to have a full-range (0-255 gray levels) contrast ratio of
.59 [(Lmax - Lmin)/(Lmax+Lmin)]. Photometric calibrations were
carried out using a Photo Research Litemate spot photometer.

Stimuli. Noise fields were generated by randomly sampling pixel
values from a Gaussian distribution with a gray-level mean of 127
and a standard deviation of 40 gray levels. The 32 x 32 pixel noise
fields were examined statistically and stored on disk for selection
and use during the experiment. Two noise fields were sampled ran
domly on each trial, and a zero-mean venical sinusoidal grating
was added to one of the two. The sinusoid had a period of 17 pixels
(frequency of2.97 cpd), and the test fields (noise alone and signal
plus noise) had a space average luminance of 162 cd/m2

• The test
fields were positioned on either side of the screen center with a
field separation of 31 pixels. Thus, at the viewing distance used,
each field subtended .63° of visual angle and the entire display (both
fields and gap) subtended 1.90° of visual angle. The two-field test
pattern for each trial, which required one video frame to display,
remained in view for 266 msec.

Procedure. The experiment began with a preliminary session to
determine individual-observer testing levels for the experiment. In
this session, six 80-trial blocks were completed in which the am
plitude of the sinusoidal target was adjusted by an up-and-down
staircase to yield a 70% correct detection level. Individual testing
levels were then based on 150% of the mean signal amplitude for
that observer over the last five preliminary blocks. The noise levels
remained constant. This procedure simplified the task relative to
threshold levels and resulted in peak sinusoidal amplitudes of 9,
ll, 12, 14, and 15 gray levels for the 5 observers, respectively.

Following this, each observer panicipated in three testing ses
sions on separate days. Each ofthe three testing sessions involved
six lOO-trial blocks (20 practice and 80 test trials), two each of the
zero-, random-, and cued/random-phase conditions. All target sig
nals in a zero-phase block were presented with a phase angle of
0°. In other words, the positive-slope, zero-erossing point of the
sinusoid occurred at the leftmost boundary of the noise field. On
the other hand, for both the random and the cuedlrandom blocks,
the sinusoidal phase angle varied randomly on each trial. Since the
instrumentation limited phase shifts to discrete, one-pixel steps, nine
different phase values were used, ranging from 0° to 180° in 20°
steps. On practice trials the signal amplitude was reduced gradu
ally from an initial high-contrast level to the final testing level. The
signal-to-noise ratio remained constant over the remaining 80 test
trials. The order of the zero, random, and cued/random conditions
was determined randomly for each session.

Trials in the zero- and random-phase blocks began with the presen
tation of a centrally located fixation cross, which remained in view
for approximately 500 msec. The fixation point was erased and,
after a 250-msec delay, the two test fields were displayed for
266 msec. For the cuedlrandom blocks, a centrally located, 32 x 32
pixel, high-contrast, sinusoidal grating at the randomly selected
phase for that trial served as the fixation. In other words, the pre
cue was exposed for 500 msec and was erased 250 msec before
the test patterns were presented. The observers were told before
the experiment that they were to determine which of the two boxes
of "speckle" contained a pattern of light and dark "bars." They
were also told to concentrate carefully on the cue provided on the
cued/random blocks, since it was "an example of the pattern they
would be looking for," and that this example should be "very help
ful" to them. No specific instructions were given concerning sig
nal phase.
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Table I
Individual Observer Data (Mean d ') by Condition, Experiment I

Phase Condition

Observer Zero Random Cued/Random Mean

I 1.71 1.66 2.01 1.79
2 1.64 .99 1.42 1.35
3 2.68 2.39 2.94 2.67
4 3.06 1.91 2.53 2.50
5 1.81 1.34 1.85 1.67

Mean 2.18 1.66 2.15 2.00

infonnation is provided than when it is not. Furthennore,
observers are equally good at using phase infonnation
whether it is provided by cuing on a trial-by-trial basis,
as in the cued/random condition, or by holding the phase
constant over trials, as in the zero-phase condition. This
indicates that observers are able to adjust their signal tem
plate or matched filter in response to phase infonnation
provided on a trial-by-trial basis. Since precise gray-level
information is required for the effective use of a matched
filter, these findings also suggest that observers are able
to maintain a relatively detailed representation of the sig
nal cue throughout the 250-msec period between the cue
offset and test signal onset.

EXPERIMENT 2

Although it is clear from the results of Experiment I
that phase infonnation is important, the experiment did
not address the question of where or at what level in
processing the phase infonnation is being used. For ex
ample, it is possible that phase is important in early
processing and that the phase of the target must be known
before the test patterns are presented (as in prior or simul
taneous cue presentation). In this view, the phase infor
mation could be incorporated into a phase-calibrated
"input-selection" filter that produces a greater cross
correlation response to the signal-plus-noise field than to
the noise-alone field. On the other hand, phase infonna
tion may become important only later in processing after
a higher order perceptual representation of the test fields
has been constructed.

These alternatives were examined in Experiment 2 by
extending the method of Experiment I to investigate the
effectiveness of a postcue in reducing phase uncertainty.
As in the first experiment, three conditions are used:
zero-, random-, and cued/random-phase. Unlike the first
experiment, however, in this experiment the phase cue
was presentedjollowing the offset of the two-field test pat
tern. If the postcue was effective in reducing phase un
certainty, then the early-processing or input-selection
model could be rejected.

Method
Subjects. Five student and staff volunteers participated in the ex

periment. None had participated in Experiment 1, and all had nor
mal or corrected-to-normal acuity. As in the first experiment, the
observers were paid a base rate of $5 for each of the five sessions.

Apparatus and Stimuli. The apparatus and stimuli were identi
cal to those used in Experiment I.

Procedure. With the exception of the use ofa postcue rather than
a precue. the procedure was identical to that used in Experiment I.
As in the uncued conditions of Experiment I, each postcue trial
began with a centrally displayed fixation cross which remained in
view for approximately 500 msec. The fixation was then erased
and, after a 250-msec delay, the test patterns were displayed for
266 msec. After another 250-msec delay, the postcue was displayed
at the central fixation point and remained in view for approximately
500 msec. Thus, each postcue trial was approximately 750 msec
longer than the precue trials of Experiment I. For this experiment,
preliminary testing resulted in peak sinusoidal testing amplitudes
of7, 8,10,14, and 14 gray levels for the 5 observers, respectively.

Results and Discussion
Response-bias free estimates of sensitivity (d') were de

termined for each testing block and observer from the cor
responding hit and false-alarm rates. The mean sensitiv
ity collapsed across observer and block is shown in
Figure 2 for the zero-, random-, and cued/random-phase
testing conditions. Visual inspection of these data reveals
that the random-phase trials produced considerably lower
sensitivity (mean d' = 1.13) than the zero-phase trials
(mean d' = 1.55), whereas the cued/random-phase trials
led to perfonnance (mean d' = 1.34) that fell midway
between the other two conditions. In other words, the post
cue was effective in reducing phase uncertainty, but not
as effective as holding phase constant as in the zero-phase
condition. These data were analyzed by a two-way (block
X condition) analysis of variance with repeated measures
on both factors. As in the first experiment, a significant
main effect of condition was obtained [F(2,8) = 9.39,
p < .01, MSe = 0.66] with no significant main effect
of block or block x condition interaction.

A post hoc analysis of the condition effect (Duncan's
new multiple range test) revealed greater sensitivity when
absolute phase was predictable (zero and cuedlrandom
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Figure 2. Mean response-bias free performance (d ') for the zero-,
random-, and cued/random-phase testing conditions of Ex
periment 2.



Table 2
!IJdividual Observer Da~ (Mean d 'j by Condition, EXIJe~ment 2

Phase Condition

Observer Zero Random Cued/Random Mean

1 2.05 1.85 1.91 1.94
2 1.29 .95 .89 1.04
3 1.29 .50 1.13 .97
4 2.23 1.84 2.16 2.07
5 .88 .51 61 .67

Mean 1.55 1.13 1.34 1.34
-~._---".---

conditions) than when it was not predictable (random con
dition), and greater sensitivity under the zero-phase con
dition than under the cued/random-phase condition. As
before, a similar pattern occurred for each of the 5 ob
servers, ruling out the possibility that the intermediate per
formance level obtained for the cuedlrandom condition
reflects averaging bias. The individual data are tabulated
by condition in Table 2.

These findings argue against the early-selection model.
Ifprior information about signal phase were required for
observers to use a phase-sensitive detection mechanism,
then a phase postcue would not have been effective in
reducing uncertainty. This finding can be explained by
a broad class of late-selection models which argue that
the cue information becomes important relatively late in
processing. I

GENERAL DISCUSSION

There are three main findings in the present study. First,
phase information is important in sinusoidal grating de
tection. Performance in both experiments was substan
tially better when phase information was provided than
when it was not. Second, information about signal phase
can be provided equally effectively by holding phase con
stant over all trials within a testing block (as in the zero
phase conditions) or by providing an explicit phase cue
on each trial (as in the cued/random conditions). Third,
observers are able to use phase information even if it is
provided 250 msec after the offset of the test signals.
Some implications of these findings will be considered
below.

Phase Is Important
The results reported here are consistent with those of

Burgess and Ghandeharian (1984) and Kersten (1983) in
arguing for a phase-sensitive or coherent detection mecha
nism. However, both authors have argued that while
phase-sensitive detection can occur, it need not always
occur. For example, Kersten found little effect of prior
phase information for noise-free or slowly moving sinusoi
dal signals (Kersten, 1983), and Burgess and Ghandehar
ian (1984) found that human detection abilities exceeded
that of an ideal phase-insensitive observer only for rela
tively limited regions of the psychophysical curve. The
present results are consistent with this, and support a two
mechanism detection strategy. Observers may have used
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a phase-sensitive mechanism whenever it was possible to
do so (i.e., in the zero and cued/random conditions) and
a phase-insensitive mechanism in the other case (i.e., ran
dom condition).

This explanation for the phase-uncertainty effect is simi
lar to the multichannel theories invoked to account for
spatial-frequency-uncertainty effects (see Graham, 1985).
According to these theories, detection performance is bet
ter when prior frequency information is available because
observers need only monitor selected, probable input
channels and therefore are less likely to experience a false
alarm on one of the noise-only channels (Yager, Kramer,
Shaw, & Graham, 1984). By a similar argument, phase
sensitive detection mechanisms are more effective in
noise-rejection than are phase-insensitive mechanisms. In
other words, it is easier to reject spurious, pattern-like
correlations within the noise when one knows exactly what
to look for. Both the phase-uncertainty and frequency
uncertainty effects are well described by noise-limited
models of this sort.

The Representation of Supplementary
Phase Information

In the cued/random conditions investigated here, phase
cues either preceded or followed the test fields, and phase
angle varied randomly on a trial-by-trial basis. Our results
indicated that for both the precue condition of Experi
ment 1 and the postcue condition of Experiment 2, these
varying, nonsimultaneous cues were effective in reduc
ing phase uncertainty. This implies that observers have
considerable flexibility in their use of phase information,
and in particular, it can be argued that the matched filter
used in cross-correlation can be adapted within the time
frame of a single trial. Furthermore, it implies that the
matched fllter and/or test fields must be retained for a brief
time in some form of memory or internal representation.

This raises an important question regarding the form
of internal representation used in cross-correlation detec
tion. Are literal gray-level images retained or is the
representation more descriptive and higher order? In a
recent paper, Caelli and Moraglia (1986) have distin
guished two broad classes of cross-correlation models per
tinent to this issue. On the one hand, there are direct
models, which assume that the cross-correlations are car
ried out directly between the matched filter (i.e., the ex
pected signal) and the test fields. These traditional models
obviously require that relatively literal gray-level infor
mation be retained. On the other hand, there are also in
direct cross-correlation models in which the correlations
are carried out between some decomposition of the ex
pected signal and a similar encoding of the test fields. A
wide range of possibilities exists for such a processed
representation, including the outputs of spatial scale or
frequency analyzers and other primitive edge or "primal
sketch" elements, as proposed by Marr (1982) and others.
What is important here is that the internal representation
required by these models is higher order and more
descriptive than the gray levels assumed in traditional
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cross-correlation models. For the case of the sinusoidal
gratings investigated here, a higher order representation
may simply be a description of the relative locations of
light and dark bands within the square signal field.
Although alternative, gray-level representations, such as
retinal afterimages, cannot be ruled out by the present
data, observers disclaim any awareness of persisting af
terimages. This issue will be considered further in the fol
lowing section.

The Evidence for Late Processing of Phase
Our finding that postcues are effective in reducing phase

uncertainty argues against an early-selection or input-filter
model of cross-correlation. In other words, it is not neces
sary to know literally what signal you are looking for be
fore the test fields are presented. This evidence for the
late processing of phase information is consistent with
Burgess and Ghandeharian's (1984) conclusion that
"suprathreshold detection and decision tasks are per
formed at a high (cognitive) level in the brain" (p. 904).
It is also consistent with what Graham and her colleagues
have termed a conscious-rejection strategy for rejecting
false positives from nontarget channels. According to this
view, the observer "consciously realizes that some of
what is seen corresponds to stimuli that are definitely not
present ... and so consciously ignores these percepts when
making his or her response" (Graham et al., 1985,
p. 277). Informally, some observers in the present study
did report occasionally experiencing and then rejecting
such phantoms. A late-selection, conscious-rejection
model of this sort is con~istent with the large phase
uncertainty effects reported here. Since the hypothesized
phantom signals result from spurious correlations within
the noise, their location or phase would vary randomly,
making them very difficult to discriminate from "true"
signals of uncertain phase. Although plausible, it is too
early to embrace this theory on the basis of the present
data.
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NOTE

1. A substantial overall performance difference occurred between Ex
periments 1 (mean d' = 2.00) and 2 (mean d' = 1.34). Although this
overall difference was not found to be statistically significant in a four
way mixed-design analysis of variance [F(I,8) = 3.05], the large differ
ence between the two comparable zero and random conditions was some
what surprising. To examine this further, an additional postcue experi
ment was carried out in which the testing levels were set to 175 % of
threshold rather than 150%. The new experiment produced performance
comparable to Experiment 1 in the zero and random conditions with
an overall pattern identical to that observed in Experiment 2 (mean d's
of2.03, 1.46, and 1.59 for the zero, random, and postcue conditions,
respectively). This suggests that the differences in overall level observed
between Experiments 1 and 2 may be attributable to an overall set ef
fect induced by the less effective postcue condition.
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