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Biological constraints revisited: A critique

ERNEST N. DAMIANOPOULOS
VA Medical Center, Syracuse, New York

Four types of supporting evidence for inferences of biological constraints on conditioning are
evaluated: (1) unexpected failures to condition (discriminative leverpress avoidance); (2) rapid or
one-trial learning (taste-aversion studies); (3) crossover learning effects (the Garcia-Koelling ef
fect); and (4) unique predictions from biological constraint-based frameworks. According to a cur
rent logic model of scientific explanation and prediction, none of these types of evidence is ade
quately compelling for inferences of biological constraints. The core problem identified is that
negative evidence not attributable to an identified causal factor in terms of EtC (experimental/con
trol) design outcome has been used to both reject general-process learning laws and compel infer
ences of biological constraints. A design solution using a blocking EtC conditioning paradigm
is presented.

Revolutionary advances in science have been attributed
to shifts in investigative paradigms (Kuhn, 1962). In the
field oflearning, the discovery of biological constraints,
primarily based on CS-US (conditioned stimulus-uncon
ditioned stimulus) interactions (or crossover effects)
promised such a shift. The basic finding, an easy associ
ation of CS I with US1 (through Pavlovian conditioning)
and of CS2 with US2, but not of CS1 with US2 or of CS2
with USI (Garcia & Koelling, 1966), led to a revolution
ary shift in the emphasis of learning psychology away
from learning principles and general-process laws of con
ditioning to more biologically oriented studies of learn
ing (Bolles, 1970; Garcia, McGowan, & Green, 1972;
Rozin & Kalat, 1971; Shettleworth, 1972; Timberlake &
Grant, 1975). The basic finding was intensely scrutinized
by both proponents and opponents, who demonstrated it
under different conditions and analyses of alternative in
terpretation, and showed it to be quite robust (Domjan,
1985).

The additional empirical evidence in support ofbiolog
ical constraint inferences that is emerging from the numer
ous research efforts of both proponents of biological con
straints and their antagonists (see Domjan, 1983; Domjan
& Galef, 1983, for a critical review) can be conveniently
subdivided into four categories: (1) unexplained failures
to learn that violate learning laws of association (e.g., dis
criminative leverpress avoidance); (2) unexpected cases
of accelerated learning, again unexplained by the exist
ing laws of association (e.g., taste-aversion conditioning);
(3) interactional CS-US or crossover effects that violate
the law of equipotentiality (e.g., the Garcia and Koelling
effect; see Garcia & Koelling, 1966); and (4) unantici-
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pated cases of specialized learning or unique effects out
side the laws ofleaming (see, e.g., Daly, Rauschenberger,
& Behrends, 1982). These four areas include the core
phenomena that seem to warrant inferences of biological
constraints.

One feature shared by the findings in these four areas
is that which, according to Domjan and Galef (1983), es
tablishes the presence ofa biological constraint or, at least,
provides sufficient grounds for doing so: the contradic
tion, by observed data, of expectations based on a rele
vant learning principle or general-process law. Put sim
ply, the characteristic in common is the observation of
negative data in an empirical test of a learning principle
or a general-process law (e.g., the law of acquisition),
which can either take the form of a failure to learn (Cases
1 and 2 above) or appear as an effect opposite to or unique
in relation to expectations based on a learning law or laws
(Cases 3 and 4). However, seen in this manner, the core
behavioral phenomena that collectively present negative
data with respect to extant general-process laws are neither
sufficient nor compelling for inferences of biological con
straints, because recent analyses and models of scientific
explanation (e.g., Grunbaum, 1969; Harre, 1970; Hesse,
1974) indicate that negative data are no longer to be con
sidered compelling enough to falsify a theory, law, or
hypothesis that is being tested. Instead, they throw into
question the special assumptions and procedures that led
to the negative data in the first place.

The present critique addresses this problematic aspect
of inferring the presence of biological constraints on the
basis of negative data that seems to contradict an applica
ble learning law. It shows, for each of the four categories
of evidence above, that the existing data, without certain
further observations, do not provide sufficient grounds
for inferentially identifying biological constraints. More
specifically, the four categories of evidence used as in
ferential grounds for identifying biological constraints are
critically examined for: (1) inferential adequacy of con
clusions drawn from cited investigations; and (2) iden-
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tification of paradigms and types of observations needed
to make such inferences of biological constraints neces
sarily compelling. To do this adequately it will be neces
s~ry to present a recent analysis of scientific explanation
(i.e., Grunbaum, 1969), which reveals the particular model
of logic that ne~ative data outcomes in tests of a theory,
law, or hypothesis exemplify. Added to this will be an anal
ysis of the logic model embedded in E/C (experimental
and control tr~atment) designs, in order to identify two
types of negative data, only one of which can be used in
the manner ~ which biological constraints proponents have
phrased their arguments for biological constraints and
against learning principles and general-process laws.

Logic Models of Scientific Explanation
The critique of biological constraint inferences is based

~n the applica?on of logic models of scientific explana
tion and expenment. Thus, a word or two will be needed
t? establish the ground rules for determining the inferen
tial ~equacy of alleged demonstrations of biological con
stramts. The short sketch below introduces the covering
law model of Hempel (1963), as well as the more recent
model of Grunbaum (1969) with which the critique will
be carried out.

Current philosophy of science analyses of negative
or null results: The Hempel and Grunbaum models.
In. the.philosophy.of science, one current conception of
scientific explanation, confirmation, and disconfirmation
identifies three requirements for an adequate explanation:
(1) an appeal to an applicable law of science; (2) the es
tablishment of initial concrete test conditions as deter
mined by the operational and coordinative definitions of
the abstract concepts and terms of the applicable law; and
(3) the observation of the event predicted by the law
(Hempel, 1963). The predicted event, if it occurs, con
firms the law; if it does not, it disconfinns it. This has
come to be known as Hempel's (1963) covering law model
of scientific explanation and prediction.

According to this model, failures to condition, as in rat
le;erpress disc~iminative avoidance (Bolles, 1970;
DAmato & Schiff, 1964), meet Requirements 1 and 2;
but, of course, the expected event (Requirement 3) fails
to ~cur. Given He~pel'.s covering law model, clearly
the mference of falsification of the law-in this case the
law of acquisition-is justified, and an inference of a
"li~tation" on the generality of the given process-law
(Sehgman, 1970) appears to be a particularly modest con
clusion. This widely accepted view of scientific explana
tion (see, e.g., McGuigan, 1983) has been challenged by
Grunbaum (1969) and others (Harre, 1970; Hesse, 1974);
they object in particular to the entailment of disconfir
mation by a failed prediction.

Grunbaum (1969) conceptualizes the relation of a the
ory (T), a hypothesis (H), the empirical assumptions (A)
needed in any actual test of H, and the empirically ob
servable consequences (Cl and C2), as follows:

T(H . A) - (Cl . C2). (1)
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Here, a theory, T, includes the hypothesis H and the em
pirical assumptions A needed in any actual test of T. The
theory T as interpreted by the conjunction (H . A), logi
cally implies (-) the empirical consequences Cl and C2
through the assumptions and rules of inference embed
ded in the theory. Given that theory T is true, or in fact
that the proposition T(H . A)-(Cl . C2) is true, this
means that it is not the case that theory T, in the form
of (H . A), is true and that observations Cl and C2 can
fail to occur. A true theory cannot have false conse
quences. Thus, the observation of negative evidence
-(Cl . C2), implies that (H . A) is false-that is either
H ~r A is false, or both. This being the case, n~gative
ev~dencedoes not automatically (deductively) imply that
~ ~s false, because such a conclusion can only be made
If It can be shown that the test conditions A do not rest
on false empirical assumptions, or that they are, in a word,
adequate. To reject H as false in a test of theory T thus
depends on the degree of inductive evidence that supports
A, which of course can never be complete. Although
Hempel's covering law model is still correct in the as
sumption that !rue theories, hypotheses, and laws being
tested cannot Imply false consequences (i.e., negative
data), nevertheless, as Grunbaum (1969) clarifies, nega
tive data are not equivalent to false consequences. To
demonstrate the latter, negative data must be indepen
de~tly demonstra~as being not due to false or inappro
pn~te t~st assum~tlons (e.g., inadequate experimental
de~lgn, mappropnate response-measurement operations,
or ma~equate CS and US parameter values). In summary ,
a~cordmg to Grunbaum's model, negative evidence in any
given test of hypothesis H or theory T does not deduc
tively entail rejection of the hypothesis tested or the the
ory that entails it as being false (see also Harre, 1970;
Hesse, 1974).

One criticism of this analysis might be that positive data
~imilarly cannot be used to support a theory T that is be
109 tested, because positive data may be due to some fac
tor in the special assumptions (A) surrounding the test
rather than the designated active factor included in
hypothesis H; thus the argument above may be stood on
its head. That this is not the case will be illustrated below
by analyzing and identifying the logic model embedded
in the E/C design, which represents the general case in
all psychological experimentation.

E/C Designs and Positive and Negative Data
The iss?e of any psychological experiment can be

pr~sented 10 terms ofthree types ofevidence: (1) positive
evidence; (2) negative evidence due to an unknown fac
tor; (3) negative evidence due to a known, identified, and
manipulated factor. To understand why the argument
above about negative evidence cannot be stood on its head
in relation to positive evidence, it is necessary to under
stand the distinctions among these three types of evidence
in an ~~tual ~ase in which the E/C design is employed.

Posttfve evidence. The E/C design, conventionally un
derstood as incorporating a contrast between an ex-
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Inferences:

Case I: (I) E is sufficient;
(2) E is necessary;
.: E is causal for R.

Case 2: (I) E is sufficient but not necessary;
(2) C is sufficient but not necessary;
.'. Either E or C is sufficient to produce R.

Case 3: (I) E is not sufficient and is not necessary;
(2) C is sufficient and necessary;
.'. C is causal for R (but C is a complex set

of variables).

Case 4: (I) E is not sufficient;
(2) C is not sufficient;
.'. Neither E nor C have causal efficacy.

perimental (E) and a control (C) treatment, can be ana
lyzed as follows:

E: (X . A) - (L,L)

C: (X . A) - (L,L) (2)

Above, X stands for the factor manipulated and A stands
for the control treatment conditions, which include all the
special conditions A that are needed in an experimental
test of X's causal efficacy that in a learning experiment
can lead to learning, L, or no learning, L. Generalized,
the results of any experiment will tum out as those shown
at the top of Table 1. Table 1 also shows the possible in
ferences that can be made from the various types of results
that can issue from an experimental test. As can be seen
from Table 1, only Case 1 allows causal efficacy to be
attributed to an experimentally manipulated factor X.
Case 2's results allow attribution of positive results to
either X or A; they are thus uninterpretable, because A
stands for an indefmite number of factors (boundary con
ditions plus extraneous variables). Thus, although an ar
gument for positive results can be criticized as being am
biguous with respect to the attribution of observed effects
when the results for the E and C treatments are both posi
tive (Case 2), nevertheless such criticism does not apply
to positive results where the experimentally manipulated
factor is shown to be both sufficient and necessary
(Case 1; see Damianopoulos, 1982, 1987). Thus, the ar
gument as presented by Grunbaurn's (1969) analysis can
not be stood on its head when applied to positive results
in Case 1, although such criticism may be valid when ap-

Table 1
Analysis of Effects in EtC Designs

E

C

E

C

Case I

dR dR
x

x

Case 3

dR dR
x
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E
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C

Case 2

dR dR
x

x

Case 4

dR dR
x

x

plied to positive results obtained with both the experimen
tal and the control treatments, as exemplified by Case 2.

Negative evidence. As can be seen from the analysis
in Table 1, the results in Case 3 and in Case 4, in which
the experimental treatment has led to no change or no
learning, are again uninterpretable in terms of attribut
ing the results to an identified factor. Clearly, in Case 4,
one cannot attribute the result to the experimental factor
unambiguously, because both treatments have led to no
change in the response or criterion variable. In Case 3,
it appears as if the experimental factor has interfered with
the change observed in the criterion response in the con
trol condition. This, however, is a misinterpretation, be
cause the control treatment is always developed with the
intent of excluding the effective causal condition. Thus,
the change observed in the control treatment condition is
uninterpretable, because the control treatment condition
includes an indefinite number of variables roughly clas
sified into boundary and extraneous variables. As in
Case 2, the efficacy of the control treatment in inducing
a'change in the criterion response variable renders unin
terpretable the effect of the experimental treatment (in this
case blocking), because the sufficient factor-the control
treatment-can induce either sensitization or condition
ing in the context of a specific learning experiment (see
the discussion below of the effects of a nonneutral base
line in connection with one-trial learning). It is, then, not
clear whether the blocking affects sensitization or learn
ing. Thus, Case 3 is also uninterpretable. In summary,
it is apparent that in Cases 2 and 3, the EtC design does
not allow attribution of an observed change (e.g., an ac
quisition of a response to a stimul~s). An issue o~ ~o

change in Cases 3 and 4 is also unmterpretable. Mill s
(1843) inductive method of differences can be properly
applied to the results of Case 1 of Table 1 ?ut not to Ca~es

2, 3, or 4. It is obvious from this analysis that negative
data, on the basis of an inductive logic analysis (i.e., an
application of Mill's method of differences to the anal
ysis of EtC design results), are shown independently of
Grunbaum's argument that they cannot be attributed to
the experimental factor manipulated in an EtC design or
to any hypothesis or law being tested through this manipu
lation.

Type II negative data. Cases 3 and 4 of Table 1 may
be seen as Type I negative data. Their common feature
is that the negative data-that is, the lack of an observed
change due to the experimental treatment-cannot be at
tributed to a known factor (Case 4) or is uninterpretable
(Case 3) in connection with an adequate E/C design ex
periment in learning. To be able to attribute negative data
to a known factor, one must invert Case 1 of the EtC de
sign by including in the experimen~ treatm~nt ~ ide~

tified factor that can impede a change m the cntenon van
able (e.g., acquisition of conditioned response); when it
is excluded from the control treatment, the control treat
ment should incorporate known factors sufficient to bring
about a change in the criterion response variable (e.g.,
acquisition of a conditioned response). Two examples of



Type II negative data are those observed in stimulus
blocking experiments (Kamin, 1969) and in backward
masking (Wright, 1964). In stimulus-blocking experi
ments, prior association of Stimulus A to a US will block
a similar association of Stimulus B when Stimuli A and
B are compounded in the second phase of this type of an
experiment, as compared with a control treatment in which
Stimulus A is compounded with Stimulus B without prior
Stimulus A association with the selected US. The con
trol group of such experiments will typically show associ
ation of Stimulus B with the US, in contrast to the failure
of such an association in the experimental group. As in
Case 1, here the negative data can be attributed to a known
factor. Similarly, in backward masking, a more intense
white-noise stimulus, when it trails the presentation of a
pure tone stimulus (within the narrow-bandwidth white
noise frequency spectrum) by 125 msec or less, will block
detection of the first stimulus. When, in the control group,
the white-noise stimulus is beyond the 125-msec inter
stimulus interval, it will not impede its detection. To at
tribute negative data to a selected causally efficacious fac
tor (e.g., a biological constraint factor), the pattern of
results must be that of the Type II negative data described
above. It should be clear, however, that a causal factor
(e.g., a biological constraint factor) cannot be inferred
from Type I negative data, given the correctness of the
preceding analysis.

Unexpected Failures of Conditioning and
General-Process Learning Laws

The first category of evidence on which inferences of
biological constraints were based was the case of repeated
observations of failure to learn in rat discrete leverpress
discriminative avoidance studies (Bolles, 1970; D' Amato
& Schiff, 1964; Seligman, 1970). Related research had
shown that this was not a problem of an inadequate CS,
for numerous audiovisual stimuli have been used success
fully in discriminative shuttle-avoidance tasks (Brush,
1966); nor was it a problem of an ineffective US (uncon
ditioned or reinforcing stimulus), since electric shock has
routinely been effective in discriminative shuttle
avoidance tasks (Brush, 1966). Instead, according to
Schwartz (1974), the problem was one of association. Fi
nally, the failure to learn, if genuine, obviously demon
strated an exception to the law of acquisition (and that
of equipotentiality); and true laws of science, being
universal statements, do not permit exceptions. 1

Applied to the observations of failure in discrete lever
press discriminative avoidance studies, Grunbaum's
model allows two conclusions: (1) that the law of acqui
sition (or that of equipotentiality) was falsified; or (2) that
one or more of the assumptions underlying the experimen
tal tests were false (e.g., there was an improper choice
of parameters). Berger, as reported in Berger (1969) and
in Berger and Brush (1975), developed a successful rat
leverpress discriminative avoidance paradigm showing
normal acquisition rates, by using an intermittent shock
stimulus, a long CS-US interval, and an added safety sig-

BIOLOGICAL CONSTRAINTS 237

nal at the end. Perhaps the added safety signal disrupted
the incompatible responses of freezing and escape
responding, and the long interstimulus interval permit
ted the animal to show the learned association. Modify
ing the barpress avoidance procedure by adding a safety
signal did not alter the task, as it might be argued (and
thus throw into question the validity ofthe observed results
and interpretation), because the added safety signal merely
reinstated the safety indicator cues normally present in
the runway avoidance paradigm.

These successful observations and others (Domjan,
1983, p. 229; Moore, 1973) support the second of the two
conclusions above. They demonstrate that the identifica
tion of proper learning test parameters in any empirical
test of a law of learning can differentiate cases of failure
from cases of success. Thus, negative data, as shown
above empirically in the form of the failure to condition,
are not sufficient to compel an inference of a biological
constraint, for there remains, according to Grunbaum's
analysis, the unresolved issue of adequacy of the particu
lar choice of parameters. Furthermore, response-defined
concepts, such as "preparedness" (Seligman, 1970) and
"species-specific defense reactions-SSDRs" (Bolles,
1975), are not adequate sources of explanation for failures
to condition, because any test of a prediction from such
concepts necessarily involves circular reasoning. Bolles
(1975) has, however, made attempts to define the SSDR
concept in nonresponse terms, so this criticism may not
be totally justified.

Inferences of Biological Constraints Based on
Rapid One-Trial Learning Paradigms

The apparent rapidity of association with taste cues in
taste-aversion studies with hitherto implausible CS-US
intervals of 1 to 1.5 h (Garcia, Ervin, & Koelling, 1976)
is the second type of evidence for biological constraint
factors (in this case operating to facilitate learning).
General-process laws were again shown to have limited
generality, for they could not account for the rapidity of
one-trial conditioning or for the wide bandwidth of the
effective CS-US interval (Garcia, McGowan, & Green,
1972; Seligman & Hager, 1972).

Although recent assessments of taste-aversion obser
vations tend to incorporate taste-aversion phenomena
within existing general-process laws and theoretical frame
works (Logue, 1979; Schwartz, 1974), there is one fun
damental unaddressed problem specific to one-trial or
rapid learning; it opens the door to a different interpreta
tion. Viewed in terms of the most general case, the
problem exists not only for taste aversion, but for all one
trial or rapid-learning paradigms.

Figure 1 exhibits three different types of acquisition ob
servations schematically. Given the current codification
of associative learning effects as being determined by the
magnitude of the E/C contrast (Gorrnezano, 1966; Gor
mezano & Kehoe, 1975), an uncritical examination will
allow all three examples shown in Figure 1 (Panels A,
B, and C) to be adequate demonstrations of learning (as-
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Figure 1. Acquisition and control treatment effects in three different classical condi
tioning preparations.

suming here the satisfaction of statistical analysis require
ments for the demonstration of a difference). It can be
argued that each E/C contrast shown can justify an infer
ence of associative learning. However, a closer look will
reveal acquisition (observed increase in response mea
surement) as occurring in both the experimental and the
control treatment groups in the first example (Panel A),
but only in the experimentally treated groups in the sec
ond and third examples (Panels Band C). Empirically
studied phenomena that illustrate these kinds of effects
respectively are: (1) rabbit jawing response (Gormezano,
1972; Sheafor, 1975); (2) rabbit nictitating membrane
response (Gormezano, 1972); and (3) spinal condition
ing (Durkovic, 1975, 1983, 1985).

The results in Panels Band C of Figure 1 correspond
to Case 1 of Table 1. In these instances, the inference of
associative effects is warranted, because the baselines
show an absence of effect directionally identical to that
of the experimentally treated group-that is, the baseline
in these instances shows either no change with trials or
a decline in the opposite direction. However, the results
in Panel A correspond to Case 2 of Table 1. The acqui
sition effects of both the experimental and control treat
ments are directionally identical, differing only in degree.
As might be anticipated from the earlier analysis of E/C
design results shown in Table 1, the Panel A results per
mit two specific types of interpretation: (1) that associa
tive effects are being demonstrated over and above the
nonassociative effects induced by the control treatment
procedure (this is the conventional interpretation); or
(2) that nonassociative effects are being demonstrated in
both groups, because the control treatment paradigm
embedded in the experimental treatment paradigm (see
Formula 2 above) is sufficient to induce acquisition of the
target response to the CS (this is the alternative interpre
tation). Thus, observed quantitative differences may
reflect associative effects or, alternately, differential
potentiation of nonassociative effects-with the ex
perimental treatment being more effective. Although

through further testing (i.e., extinction, stimulus gener
alization, or second-order conditioning tests) these alter
native interpretations can be distinguished, clearly the
quantitative difference between experimental and control
group treatment effects in instances where both treatments
result in increasing acquisition curves does not by itself
imply that the one is due to associative effects and the
other to nonassociative ones. A further complicating fac
tor is that nonassociative effects may also be sensitive to
CS-US interval effects (the earlier, traditional defining
characteristic of associative effects). For example, there
appears to be a genuine issue as to the associative-nonas
sociative nature ofCS-US interval effects in taste-aversion
studies (Domjan, 1980; Mitchell, Scott, & Mitchell,
1977).

As seen from the analysis above, one-trial or rapid
learning presents the problem that control-treatment one
trial observations give no indication of the kind of base
line one has in terms of the examples shown in Figure 1.
If the baseline rises significantly with repeated exposure,
as in Panel A of Figure 1, then regardless of whether or
not one observes a significant E/C contrast, one cannot
decide without extensive stimulus generalization, reten
tion, and even second-order conditioning tests whether
the acquisition observed with the experimental treatment
is due to associative or nonassociative factors. Without
being circular, one cannot designate the effects of paired
CS-US treatment as associative and those of the unpaired
treatments as nonassociative, unless one employs the sug
gested independent tests. Thus, rapid learning observa
tions do not by themselves imply the operation ofbiolog
ical constraint mechanisms, but they do strongly support
the need to investigate the process of sensitization and its
possible contribution to observed conditioning effects, as
a source of explanation for rapid conditioning in place
of biological constraint frameworks. The neurosubstrate
findings of Kandel and associates (Hawkins & Kandel,
1984; Kandel & Schwartz, 1982) demonstrate that US
induced sensitization is the core process in conditioning.



This observation suggests the possible importance and
functional role of sensitization as a contributing factor in
rapid learning and as a clue to a direct relationship be
tween behavioral indices of sensitization and the width
of the effective interstimulus interval across the different
types of conditioning preparations. Again, inferences of
biological constraints based on one-trial or rapid learn
ing are not uniquely supported by such data.

Interaction or Crossover Paradigms as a
Methodological Basis for Biological Constraints

Perhaps the most elaborate grounds for postulating bi
ological constraints beyond the two previous categories
of evidence are the observations of stimulus-response in
teractions that have resulted in either retarded or acceler
ated learning. The prototypical findings of Garcia and
Koelling (1966) illustrate the point. Audiovisual cues were
associated to a shock-induced aversion indicator response,
but not to an illness-induced aversion. Similarly, taste
stimuli were associated to an illness-induced aversion in
dicator response but not to a shock-induced aversion. The
two types of CSs were presented simultaneously to rats
in a taste-aversion paradigm. Thus, "bright-noisy" water
was associated with shock, whereas "tasty" water was
associated with an illness-induced aversion. "Bright
noisy" water was not associated with an illness-induced
aversion, and similarly, taste stimuli were not associated
with a shock-induced aversion (see Berk & Miller, 1978,
and Best, Best, & Mickley, 1973, for alternative results
and interpretation).

The earliest interpretation of the Garcia-Koelling effect
was that it demonstrated a functional, evolutionary adap
tive selectivity in stimulus-response associations (Garcia,
McGowan, & Green, 1972). One thought was that such
selective associations mirror the causal nexus of environ
mental events more closely; poisoning, for example, is
more likely to be caused by ingestional stimuli than by
exteroceptive stimuli, and escape responding by ex
teroceptive stimuli rather than ingestional ones (see Mack
intosh, 1983, p. 221). Subsequent demonstrations of the
Garcia-Koelling effect in different and more completely
controlled experiments (e.g., Domjan & Wilson, 1972;
Miller & Domjan, 1981) was thought to point to special
categories of stimuli that could be rapidly conditioned to
toxicosis effects on the one hand, according to the prin
ciples of relevance and belongingness, and, on the other
hand, to other categories that could not be conditioned
at all. The provision of a taxonomy of stimulus and
response categories, moreover, provided a noncircular
operational definition of biological constraint factors and
a means of controlling the outcome as well. A more con
crete taxonomic scheme relating classes of stimuli to
response categories is presented by Garcia, Lasiter,
Bermudez-Rattoni, and Deems (1985). However, the lack
of adequate experimental identification and manipulation
of biological constraint factors that characterize stimuli
and response categories in terms of the rubric of relevance
or belongingness leaves open the door to task-specific fac
tor interpretations of these same crossover results. For
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example, one can hypothesize an early developmental
learning history in which an animal associates ingestion
with physical illness, and locomotion with escape from
interanimal aversive stimulation. This early learning could
then function as a blocking mechanism with respect to any
crossover associations, in the manner suggested by Ka
min's (1969) stimulus-blocking experiments. Such a
hypothesis can be tested by a developmental study of
crossover effects.

The argument as presented above by the "crossover"
results is more sophisticated than that in the earlier types
of evidence, because the positive cases of learning show
adequacy of the CSs, CRs, and the reinforcer stimuli in
a particular test case; thus, they demonstrate paradigm
sensitivity (e.g., effective stimulus, response, and rein
forcer parametersj.? As a consequence, the observed
failures in these crossover combinations, together with
the positive instances, are assumed to imply the opera- .
tion of underlying biological constraint factors. Nonethe
less, the negative evidence of retarded or no learning ob
tained with crossover paradigms is still not necessarily
compelling evidence, whether taken in the terms of the
Grunbaum analysis above or because it is Type I nega
tive evidence that exemplifies Case 4 in Table 1. The evi
dence would be compelling if it could be shown, addi
tionally, to be a result of the operation of a specific mecha
nism. Independent establishment of a causal mechanism,
as with Type II negative evidence (as in the case of the
prior learning in the stimulus-blocking paradigm-Kamin,
1969), would then have placed inferences of biological
constraints on sufficient grounds. Subsequent investiga
tions with the crossover paradigm, however, failed to take
this necessary next step, and instead it was concluded that
the failure of learning observations and the implied in
consistency with a general-process law (here equipoten
tiality) were sufficient to infer the presence of a biologi
cal constraint.

Retarded learning or null results (Type I negative evi
dence), as already indicated, allow according to Grun
baum's analysis an alternative interpretation of the same
results-namely, that such results may be produced by
task-specific factors and not by species-specific biologi
cal constraint factors. Thus, subsequent experimental in
vestigations have demonstrated that taste cues are effec
tive in the induction of aversion learning to shock if the
CS-US interval can be appropriately adjusted to the tem
poral characteristics of taste cues (Krane & Wagner,
1975), and that exteroceptive cues can be conditioned to
ingestional USs (Delamater, LoLordo, & Berridge, 1986;
Krane, 1980) if an appropriate CR measurement is
selected or if shock-site is appropriate (Delamater & Tait,
1987). Collectively, these subsequent observations show
that task-specific interpretations based on manipulation
of general-process factors can provide an alternative in
terpretation of the retarded-learning observations found
with crossover paradigms. Once more, the evidence for
biological constraint mechanisms is not compelling. The
tie to stimulus factors such as "relevance" and/or "be
longingness" does not seem to show the kind of general-
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ity that might be expected should such factors be biologi
cally based. At best, the evidence points to constraint
phenomena that mayor may not be biologically based.
Thus, conclusions made on the basis of crossover
paradigms about biological constraint mechanisms exceed
the data at hand, because the further step of identifying
and manipulating a biological constraint factor according
to the inverse of the Case I paradigm of Table I (i.e.,
Type II negative data) is never taken. That such a step
has in some instances been taken in other contexts is in
dicated below.

Predictions of Biological Constraint Effects from
Ethological-Ecological Approaches to Learning

Perhaps the best support for utilizing ethological
ecological databases to predict a biological constraint
framework is that it makes possible unique predictions
of retarded or accelerated learning that cannot otherwise
be made from general-process laws. Such predictions are,
however, limited by the need to translate ethological
ecological factors into causal, identifiable factors ame
nable to laboratory experimentation (e.g., Daly et al.,
1982). Another limitation is the need to reduce any fac
tor regardless of origin into one that could affect classi
cal and/or operant conditioning mechanisms. The trans
lation of ethological-ecological, correlational factors into
causal identifiable factors (i.e., factors that with an E/C
design can be shown to be necessary and sufficient to show
an impedance or an acceleration in learning) that are
amenable to laboratory manipulations is difficult, but not
necessarily impossible (see Domjan & Galef, 1983,
p. 159). Current attempts in this direction utilize taxo
nomically based systems-put simply, programmatic
frameworks-as sources of testable predictions. Rozin and
Kalat (1971) presented an adaptive-evolutionary frame
work in the study of learning behavior, based on the as
sumption that situation-specific learning mechanisms have
developed to become specialized in different species. To
account for unexpected failures of learning, rapid learn
ing, and crossover phenomena, these investigators postu
late stimulus-selection principles such as (1) a novelty
familiarity dimension (better learning is attributed to novel
stimuli), and (2) a "belongingness" dimension (better
learning is attributed to CS-US stimuli that belong
together). Although such principles are supported by posi
tive results of interaction or crossover paradigms, the tie
to specific stimulus characteristics is nonetheless vague.
Appeals here to concepts of evolutionary adaptation and
survival are at best heuristic devices (Rozin & Kalat,
1971); at worst, they are purely post-hoc story-telling ac
counts. The critical ties to stimulus characteristics that
when present will result in a failure of learning or in ac
celerated learning and when absent will result in a nor
mal or expected form of learning have not been speci
fied. This type of additional evidence (Type IT negative
evidence) is critical for any inference of biological con
straint factors.

Attempts in this direction are not lacking, however.
Timberlake and associates (Timberlake, 1983, p. 193),

working from a behavioral systems model, predicted that
the response conditioned through CS-US pairings or con
tingencies depends not on the US and US-induced
response alone but on the behavioral repertoire elicited
by the CS and US. A modular organization of stimuli and
responses was assumed to exist, which, depending on the
ecological task confronting the animal, could gain con
trol of behavior. Thus, in one experiment, two experimen
tal treatments separated the subjects: in the first, the sub
ject was presented with a mature conspecific adult rat im
mediately before the presentation of food; in the second,
the subject was presented with a young pup. The general
process learning law predicted that both types of CS
animals would elicit food-related responses; the behavioral
systems approach predicted that young pups would show
more "sociable" (approach type of) behavior toward the
adult subjects, whereas the adult rats would not show such
behavior toward a young pup. The background ecologi
cal assumption was that it is more efficient to follow an
adult conspecific than a young pup in terms of food loca
tion efficiency. The results supported the prediction.
Nonetheless, the story-telling character of this behavioral
systems prediction is apparent from the fact of using a
multidimensional CS (adults as opposed to rat pups).
There could be many reasons why a rat pup would be
more sociable toward an adult rat associated with the
presence of food, and why an adult rat would fail to show
similar behavior. For example, it is not clear how an adult
rat CS is in any way equivalent to a pup CS, in terms
of perceptual equivalence as stimuli to be associated with
a food US. Yet, if the results were to be uniquely attrib
utable to a food location efficiency factor, the stimuli
needed to be equalized in terms of their salience, or
minimally, in terms of their stimulus intensityvalues. Fur
thermore, the learning histories of adults and young pups
are hardly equal. In the control-group treatment where
associative responses are not expected, this might not be
an important dimension, but in the experimental treatment
results, where a comparison is made between two differ
ent treatments, such an inequality can perhaps account for
the results. The weakness here is not in the behavioral
systems approach, nor is it in the experimental design em
ployed as it conforms with the Case I model of Table 1;
the weakness lies in the tie ofadults and young pups, func
tioning as Pavlovian CSs, to the correlational database
of ethological-ecological observations-that is, the source
of rules and generalizations for the biological constraints
approach. The connection here involves mere story
telling, not assumption, hypothesis, and prediction based
on rules of inference.

In contrast to this lack of operational explicitness,
Weisinger, Parker, and Skorupski (1974) attempted to in
duce a biological constraint factor directly, by injection
of formalin and insulin. Formalin in rats was assumed
to induce a sodium appetite and insulin a reduction of
blood sugar. Constraints in the learning of aversions to
salt and to sugar solutions were expected to result. The
results were consistent with the expectations. However,
a replication study by Domjan and Levy (1977) showed



that the failure to condition an aversion response was due
to the weak sugar solution that served as the CS. Although
the results were not replicated, the Weisinger et al. (1974)
study is a model of the type of additional evidence (Type Il
negative evidence) needed beyond simple failures to con
dition, in order to compel an inference ofa biological con
straint.

The studies above illustrate the advantages as well as
the pitfalls of the biological constraint approach to learn
ing. Although unique predictions that went beyond
general-process assumptions were possible in each case,
and although these were amenable to experimental
manipulation, the story-telling character of the one in
terpretation and the task-specific character of the results
of the other are evident. The fourth type of evidence for
biological constraints that operate as mechanisms to facili
tate or to hinder learning, evidence that is based on unique
predictions from biological-eonstraint approaches, is thus
also not compelling.

Concluding Comments
The review above of the four types of evidence used

to support inferences of biological constraints indicates
that the evidence is insufficient to warrant inferences of
biological constraints operating as mechanisms to hinder
or to facilitate learning. This conclusion parallels that
reached by Domjan (1983) in a case-by-case review.
However, the present analysis identifies a core problem
underlying such inferences. Current logic models of scien
tific explanation and prediction (Grunbaum, 1%9) rule
out making any compelling conclusions about tested
hypotheses or laws on the basis of negative evidence,
whether that evidence takes the form of failures to learn
(Categories 1 and 2), or the form of opposing or unique
types of evidence (Categories 3 and 4). Thus, the nega
tive evidence in the four categories above does not com
pel a rejection of learning principles or laws tested, nor,
collectively, of the general-process law approach. At the
same time, this same negative evidence is not compel
ling for inferences of biological constraints as explana
tions of the categories of evidence reviewed. For nega
tive evidence to be compelling as a ground for inferring
the operation ofa biological constraint, one additional step
is necessary: namely, the use of the inverse EtC paradigm
with the Case 1 (Table 1) type of results-Type II nega
tive data-so that the negative evidence observed can be
causally attributed to specific biological constraint fac
tors or mechanisms. The essential feature of Type II nega
tive data is that while the experimental treatment includes
the manipulated biological constraint factor that might be
expected to block or retard learning, the control group
treatment must feature stimulus treatment adequate to
induce the learning behavior that the biological con
straint factor is expected to block or retard. The well
characterized treatment and behavioral result of the con
trol treatment then allows a clear interpretation of what
is blocked or retarded by the experimental treatment, and
of the factor to which this blocking or retardation can be
attributed. The concrete example, as already indicated,
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is the stimulus-blocking paradigm (Kamin, 1969) or the
backward-masking paradigm.

Interpreted in terms of Formula I, in Type II negative
data design the experimenter chooses an A treatment that
is known to be adequate to produce a positive behavioral
result-that is, learning-but leaves the X-factor out,
whereas in the experimental treatment, the X-factor is in
cluded along with the A treatment and is sufficient to
produce the negative results. Thus, Type II negative data
represents the limiting case of Formula I where the ef
fects of A treatment are known and interpretable in ad
vance of a given test, and thus the interpretive disjunc
tion between X and A when negative results are obtained
is eliminated by eliminating the A treatment as a source
of explanation. Only in this way can negative evidence
function adequately in demonstrations of biological con
straints.
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NOTES

I. The concept of "boundary" conditions, which would allow "ex
ceptions, .. does not apply here, since boundary conditions defme a closed
system of interacting variables. In psychology, variables interact in open
systems of variables (Bergman, 1957). Background variables with which
selected experimental variables interact are rarely, if ever, identified.
Control treatment procedures are, therefore, based on the rationale of
randomizing or holding constant the effects of such variables.

2. When independent evidence exists regarding dependent variable
sensitivity to test conditions, then and only then can one consider a failure
to replicate as disconfmning evidence of a general-process law (Furedy,
1978).
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