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Detection and recognition: Concurrent
processes in perception

RAJA PARASURAMAN, FRANCOIS RICHER, and JACKSON BEATTY
University ofCalifornia, Los A ngeles, California 90024

In two experiments, event-related brain potentials (ERPs) were recorded while subjects per­
formed a simultaneous detection and recognition task. Ten subjects listened to pure tones in
noise and reported both whether a target tone had occurred (using a four-category confidence
rating scale) and whether the target was one of two (Experiment 1) or four (Experiment 2) tones
differing in frequency. The amplitudes of three ERP components were found to be differentially
related to detection and recognition performance. The early NI00 component varied with pro­
cessing related only to detection, while the late P300 varied with both detection and recognition,
and a later slow positive shift varied only with recognition and not with detection. While the
latencies of both NIOO and P300 increased for less confident target detections, there were no
differences in the latencies of these ERP components between correctly and incorrectly iden­
tified targets. Recognition performance was above the level expected by chance even when sub­
jects reported that no target had been presented. The results indicate that brain potential com­
ponents can be used to disclose temporal features of the processing of a stimulus by the nervous
system and support the view that detection and recognition are partially independent, concur­
rent processes in perception.

.Detecting the presence of weak sensory signals in
the environment forms an essential part of the per­
ception of stimuli by the nervous system. However,
detection is only one aspect of the normal perception
of weak sensory events; the other is recognition or
identification. In most situations, human observers
must not only detect a weak signal but also identify
or recognize it as a relevant or irrelevant environ­
mental stimulus. Examples can be found in a variety
of everyday and occupational perceptual tasks.

Although psychophysical models of either detec­
tion or recognition have been investigated for a num­
ber of years(Luce, 1963a; Luce& Green, 1974; Tanner,
1956), the relationship between detection and recog­
nition, the processes underlying simultaneous detec­
tion and recognition, and the brain events subserving
these aspects of perception have only recently been
studied systematically (Green & Birdsall, 1978;
Parasuraman & Beatty, 1980; Swets, Green, Getty,
& Swets, 1978). Current areas of investigation con­
cern questions such as whether detection and recog-:
nition are independent mechanisms, whether they are
sequential, cascaded, or concurrent (parallel) tem­
poral processes, and whether behavioral detection
and recognition can be predicted from a knowledge
of the underlying brain events.

We have approached these problems by examining
the event-related potentials (ERPs) of the brain,
which provide a unique method for assessing dy-
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namic properties of brain function during cognitive
processing. In simple detection tasks, both the P300
component of the ERP, a positive-goingbrain poten­
tial that is maximal over parietal cortex, and the Nl00
component, a negative potential maximal at the ver­
tex, have been found to increase monotonically in
amplitude with increases in the a posteriori likeli­
hood ratio that a signal was presented (Hillyard,
Squires, Bauer, & Lindsay, 1971). Concomitant
changes in P300 amplitude are found when the like­
lihood ratio is manipulated by changes in the a priori
signal probability (K. C. Squires, N. K. Squires, &
Hillyard, 1975a), 'costs and benefits of detection (paul
& Sutton, 1972), and confidence ratings of detection
(Kerkhof, 1978; K. C. Squires, Hillyard, & Lindsay,
1973; K. C. Squires et al., 1975b).

How are these changes in Nl00 and P300 ampli­
tude to be interpreted? K. C. Squires et al. (1973)
suggested that, whereas Nl00 and P300 are affected
similarly by experimental variables in signal detection
tasks, Nl00 appears sensitive mainly to variations in
subjective signal intensity, with P300 being related to
stimulus recognition and other decisional processes.
A related view was put forward by Hillyard, Hink,
Schwent, and Picton (1973), who postulated that in
selectiveattention tasks Nl00 is associated with early
stimulus (or channel) selection, whereas P300 reflects
detection or recognition of a specific stimulus (or
target within the selected channel). If these interpre­
tations are correct, one would predict that, in a joint
detection and recognition task with more than one
signal, recognition performance should be associated
with P300 and not with Nl00, whereas detection
should be related to both NlOO and P300. The above-
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mentioned studies of Nl00 and P300 have employed
only simple detection tasks. However, we recently
carried out a study of ERPs in the detection and rec­
ognition of multiple-frequency acoustic signals in
noise. We found that, whereas the Nl00 component
of the ERP varied only with the detection of a signal,
the P300 component varied with both detection and
identification (Parasuraman & Beatty, 1980).

Although most studies of P300 in signal detection
have employed acoustic signals, weak visual or so­
matosensory signals that are detected also evoke
large P300s (Barrett, Halliday, Halliday, & Rudolph,
1979; Desmedt & Debecker, 1979a, 1979b; Snyder,
Hillyard, & Galambos, 1980). The scalp distribution
of P300 shows the same parietal or central focus for
visual, auditory, or somatosensory signals, although
visual signals evoke a P300 that peaks later and is
somewhat larger than signals in other modalities
(Snyder et al., 1980). These results suggest that the
P300 evoked in signal detection tasks may represent
an endogenous brain potential that arises from a
common neural process, irrespective of the mode of
stimulation. This interpretation must be tempered by
the fact that the P300 may comprise several over­
lapping components that may respond differently
to experimental manipulations (Ruchkin, Sutton, &
Stega, 1980; Simson, Vaughan, & Ritter, 1977; N. K.
Squires, K. C. Squires & Hillyard, 1975). The contin­
gent negative variation (CNV) shift in brain potential
that precedes the stimulus "resolves" or returns to
baseline following the stimulus and can contribute to
changes in the characteristics of P300 (Donchin &
Smith, 1970; McCallum & Knott, 1973). The "slow
wave," a slow potential shift present in the same la­
tency range as P300, can also contribute to changes in
amplitude that can be erroneously attributed to P300
(N. K. Squireset al., 1975). Ruchkin et al. (1980) found
that the P300 component was coincident over a por­
tion of its latency range with both these independent
components, CNV resolution and the slow wave; the
components differed in scalp distribution and task
effects and contributed to the changes in P300 found
using a baseline-to-peak measure.

These findings indicate the importance of account­
ing for the influence of overlapping components on
P300, if the P300 and other brain potential compo­
nents are to be utilized as reliable temporal indices
of information processing in the nervous system. In
our previous brief report (Parasuraman & Beatty,
1980), we did not present findings on the possible in­
fluence of overlapping components on P300 in detec­
tion and recognition. We now present a more de­
tailed account of the findings from this study that
show that, although the P300 overlaps with a slow
positive shift (SPS) in potential, the previously re­
ported P300 results remain robust. In addition, we
found that the Nl00, P300, and SPS components of
the ERP were differentially related to detection and
recognition.

In the present study, ERPs were recorded during
the detection and recognition of weak acoustic sig­
nals embedded in noise. We employed both conven­
tional baseline-to-peak measures of ERP compo­
nents and measures based on independent compo­
nents extracted by multivariate analysis.

METHOD

Subjects
Ten subjects, six males and four females aged 18 to 32 years,

volunteered to participate in the study. Six subjects took part in
Experiment 1 and four in Experiment 2. All subjects had normal
hearing and normal or corrected-to-normal vision.

Detection and Recognition Task
Subjects sat at a computer terminal and listened through Superex

headphones to tones presented binaurally against continuous wide­
band noise (60 dB SPL). Each trial began with a IOO-msec pre­
sentation of the word "READY" on the terminal display, fol­
lowed 600 msec later, on half the trials, by a 50-msec tone drawn
equiprobably from a set of either two (Experiment 1) or four
(Experiment 2) targets differing in frequency. On the remaining
trials, noise alone was presented. Fifteen-hundred milliseconds
after the warning signal, a response cue (the word "RESPOND"
on the display) directed subjects to use a four-category confidence
rating scale (1, yes-sure; 2, yes-unsure; 3, no-unsure; 4, no-unsure)
to indicate whether they had detected a target and to depress
one of either two or four recognition response keys to indicate
target type. Subjects were required to make recognition judgments
on every trial, irrespective of their detection judgment. The inter­
trial interval varied randomly from 2 to 6 sec.

The targets were pure tones generated digitally to have a zero
starting and ending phase, lO-msec rise and fall times (exponen­
tially ramped), and 30 msec at fullI2-bit amplitude. For the target
set size of two, the tone frequencies were 900 and 1,400 Hz. For
the target set size of four, the tone frequencies were 600, 1,100,
1,700, and 2,200 Hz. The signal to noise ratios (E/No) were ad­
justed for each tone and individually for each subject so that de­
tectability, as indexed by d', was about 1.3 for each signal. As a
first approximation, the following formula was used to equate
detectability at the different frequencies: 10 log (E/No) = 2(F/Fc)
+8 dB (where Fe = 1,000 Hz, F = signal frequency). "(Green,
McKey, & Licklider, 1959). Small increments or decrements in
intensity were then made to adjust detectability levels for dif­
ferent subjects. Signal levels across subjects were within 2 dB of
each other.

Recording System
The electroencephalogram (EEG) was recorded using non­

polarizable, silver-silver chloride electrodes placed on the subject's
scalp. In Experiment 1, the electrodes were placed over midline
frontal (Fz), central (Cz), and parietal (Pz) cortex, as well as over
left (C3) and right (C4) central cortex. Only the midline placements
were used in Experiment 2. Linked earlobe electrodes provided the
reference in both cases. The electrooculogram (EOG) was recorded
from infra- and supraorbital electrodes placed about the left eye.
Interelectrode impedances were kept below 5 kQ. The EEG and
EOG were amplified (Grass Model 8; bandpass .1 to 35 Hz) and
digitized at 12 bits (PDP-ll/34). A I,600-msec epoch, beginning
100 msec before the warning stimulus and ending at the response
cue, was sampled at 80 Hz and stored on magnetic tape.

The EEG and the EOG were monitored on-line for the presence
of ocular and muscular artifacts. The rms value of the EOG signal
was computed and compared with a preset individual criterion
after each trial. In addition, a moving-window algorithm detected
the presence of sharp transients due to eye blinks and body move­
ment. Finally, the EEG record was inspected visually for muscle
artifacts not appearing in the EOG channel. This information was



written along with the EEG and EOG data on magnetic tape for
off-line rejection of artifact-contaminated trials. A running count
of the number of contaminated and acceptable trials was con­
tinuously available to the experimenter to enable him to estimate
the number of experimental blocks needed to acquire a minimum
of 1,000 artifact-free trials. The artifact rejection rate varied be­
tween 5070 and 15% for different subjects.

Procedure
Each subject participated in from three to five sessions, each

lasting about 2 h. About 3 h of practice preceded any data collec­
tion. During the initial practice and training trials, the tones were
presented at large signal-to-noise ratios so that each target tone
could be recognized reliably. Following the practice sessions, each
subject received between 1,200 and 1,300 trials in blocks of 50-80
trials each. Short rest periods were provided between blocks, dur­
ing which the subjects were given feedback regarding their current
level of performance. Each subject was paid an hourly wage that
was remitted at the end of the last session.

Data Analysis
Analysis of detection and recognition performance. In a simple

detection task with a four-category confidence rating scale, each
subject's performance can be summarized with a three-point re­
ceiver operating characteristic (ROC). In a combined detection
and recognition task, both simple detection and combined detec­
tion and recognition ROCs can be obtained. The first kind of ROC
is a plot of the probability of correct target detections (or hits)
vs. false alarms at the different response criteria separating adja­
cent confidence categories. The ROC is obtained in the same
manner as for a "simple" detection task having a single target
by treating all targets the same. The detection and recognition
ROC is the ROC resulting when the "hit" response is redefined
to include correct recognition as well as detection (see Green &
Birdsall, 1978; Swets & Birdsall, 1978). The probability of a cor­
rect detection and recognition response in the joint ROC is smaller
than the probability of a simple detection at the same criterion;
the theorem of Starr, Metz, Lusted, and Goodenough (1975) pre­
dicts the extent of the reduction to be a function of the size of the
target set and the criterion level, assuming targets are orthogonal
and of equal detectability. The theorem of Starr et al. shows that
the probability of a correct recognition (R) and detection (D) re­
sponse at a given criterion level (c), or Pc(D&R/s), can be pre­
dicted from the simple detection probability P(D/s), namely:

(M-I)r 1- Pc(D/s)
Pc(D&R/s) = Pc(D/s) - -- dPc(D/n)

i j MOl - Pc(D/n) ,

where M is the target set size and P(D/n) is the false-alarm prob­
ability at the criterion level c. The integral was estimated, using an
area measure:

j [I -Pc(D/s) 1- PC(D/S)]

~ Y2 t=-pC~D/n) + I _ p~(~/n) [pc(?/n) - PC(e:n»),
j H

1- Pc(D/s)
where I _ Pc(D/n) - I as P(D/n) - O.

The theorem of Starr et al. (1975)was used to assess the degree
of dependence between detection and recognition by examining
whether the joint detection and recognition ROC could be pre­
dicted from the simple detection ROC.

ROC analysis was also used to evaluate detection performance.
The simpledetection ROCs were fitted, usingan iterative maximum­
likelihood procedure (Grey & Morgan, 1972). The fitted solution
was then used to derive the detectability index d. (Simpson &
Fitter, 1973)for each target.

Analysis of ERPs. ERPs were analyzed in three phases. In the
first phase, conventional ensemble averages were computed and
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examined for waveshape, scalp distribution, and experimental ef­
fects. ERPs were averaged separately for each combination of
stimulus and response types over the 1,600-msec recording epoch.
A small negative shift in baseline potential, the contingent negative
variation (CNV), was observed in the interval between the warning
stimulus and the target stimulus. CNV amplitude was measured
as the maximum negative deflection in this interval relative to a
l00-msec prewarning stimulus baseline. In the posttarget epoch,
a prominent P300 component and a smaller NlOO component were
the two major peaks observed. The amplitudes of these compo­
nents were measured relative to a loo-msec prestimulus baseline.
The measurement intervals for the peaks of NlOO and P300 were
80-170 and 250-500msec, respectively. The target trial EEG epochs
were further analyzed to yield ERPs for each target-response out­
come. ERPs were obtained for each cell of the "confusion matrix"
between target type and identification response; there were 4 cells
for the 2 targets in Experiment I and 16 cells for the 4 targets in
Experiment 2. Because of the small number of certain target­
response outcomes, only ERPs collapsed across ratings I and 2
were analyzed.

In the second phase, adaptive filtering techniques were utilized
in the analysis of single-trial target ERPs. This analysis, which
was restricted to a I,OOO-msec epoch beginning 100 msec before
the target stimulus, was carried out to validate the results ob­
tained using averaged ERP analysis, as well as to predict recog­
nition on a trial-by-trial basis using single-trial estimates of P300
amplitude. The single-trial sampled EEG epochs were prefiltered
with a minimum mean-square error digital filter. Filter coefficients
were chosen individually for each subject to remove high-frequency
EEG components and EEG components uncorrelated with the
ERP. A peak selection and detection routine modified from one
developed by McGillem and Aunon (1977) was then used over a
restricted search interval (200-900msec poststimulus) to obtain
an estimate of the mean amplitude, latency, and latency variability
of P300 across single trials.

In the third phase, the target ERPs were subjected to a principal
components analysis (PCA) (Donchin and Heffley, Note 1) using
the BMDP4M program (Dixon, 1977).As for the single-trial pro­
cedure, the epoch for analysis was 1,000 msec long, beginning
100 msec before the presentation of the target stimulus, and sub­
jects were included from both Experiments 1 and 2 (ERP data
from electrode sites C3 and C4 in Experiment 1 were not utilized).
A total of 240 ERP cases (10 subjects x 2 recognition levels x 4
detection levels x 3 electrode sites) were employed in the analysis.
Principal components were extracted for both the covariance and
the cross-product matrices formed from the sample points. A
number of PCA solutions were examined to investigate the ro­
bustness of the obtained components and, in the final analysis,
seven components were extracted and rotated by the Varimax
criterion method.

RESULTS

Behavioral Detection and Recognition
Figure 1 plots the simple detection and joint detec­

tion and recognition ROCs for each of the 10 sub­
jects in Experiments 1 and 2. It can be seen that the
recognition ROCs are displaced downward relative to
the detection ROCs. Note also that, although the de­
tection ROC is defined by three points, the recogni­
tion ROC is characterized by four data points. This
is because subjects were asked to make identification
responses even when they reported being sure that no
signal was presented.

The detection ROCs in Figure 1 were fitted by eye;
for the purposes of analysis of detection perfor­
mance, each ROC was fitted, using a maximum-
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likelihood procedure and the detectability index da
was derived. The mean values of da for the 900- and
1,400-Hz targets in Experiment 1 were 1.05 and 1.15,
respectively; these values did not differ significantly.
Although in Experiment 2 there was a tendency for
the 1,100- and 1,7oo-Hz (inner frequency) targets to
be less detectable (1.13 and 1.00, respectively) than
the 900- and 2,2oo-Hz (outer frequency) targets (1.18
and 1.17, respectively), these differences were not
significant.

Given targets that are equally detectable and or­
thogonal, the theorem of Starr et al. (1975) can be
used to predict the joint detection and recognition
ROC. Table 1 gives the mean values of the obtained
and predicted joint detection and recognition prob­
abilities at each confidence rating. As Table 1 indi­
cates, the obtained and predicted values were mono­
tonically related, but the theorem consistently over­
estimated observer performance.

Table 1
Mean Values of the Joint Probability of Detection and

Recognition, P(D&R), at Each Confidence Rating

Experiment 1 Experiment 2

P(D&R) P(D&R)

Rating 0 P peR) 0 P peR)

1 .35 .37 .87 .37 .39 .81
2 .16 .17 .74 .11 .14 .56
3 .10 .13 .62 .07 .10 .52
4 .12 .17 .42 .08 .11 .35

Note-P(D&R) values are based on 600-650 target trials/subject.
Confidence ratings: 1 = yes-sure; 2 = yes-unsure; 3 = no­
unsure; 4 = no-sure. The experimentally obtained (0) valuesare
shown along with the valuespredicted (P) from detection perfor­
mance using Starr et al.s (1975) theorem. The mean values of
the probability of a correct target recognition given a detection,
P(R), are also given. The chance level ofcorrect recognition was
.50 in Experiment 1 (two targets) and .25 in Experiment 2 (four
targets).

EXPERIMENT I

.8

-= .6
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Recognition ROC

Conditional probability

of correct recognition

Table 1 also gives the mean values of the condi­
tional probability of recognition given detection for
each confidence rating. Individual values are plotted
in Figure 1. As expected, recognition probability was
highest at the most confident detection rating 1, and
decreased across ratings 2, 3, and 4. More impor­
tantly, recognition probability was above the level of
chance even when subjects made doubtful target­
absent reports (rating 3). (See Figure 1 and Table 1.)
This was confirmed in 9 of the 10 subjects, using a
Xl test corrected for small sample size [xl(1)=4.9,
p < .05). For rating 4, however, recognition prob­
ability was not significantly higher than chance level;
recognition performance was above chance for six
subjects and at or below chance level for four sub­
jects.

EXPERIMENT 2
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Figure 1. Individual detection and recognition receiver operating
cbaraeteristies (ROCs) for tbe 10 subjects in Experiments 1 and 2.
In the recognition ROC, tbe "bit" response is redefined to include
both correct detection and recognition of tbe target. Also sbown
are the conditional probabilities of correct recognition given eacb
confidence rating (1, yes-sure; 2, yes-unsure; 3, no-unsure; 4,
no-sure); the dotted Unes sbow tbe recognition probability to be
expected by cbance alone (.50 for the two targets in Experiment 1
and .25 for tbe four targets in Experiment 2).

Averaged ERP Analysis
CNV in detection and recognition. Figures 2 and 3

display average ERPs for correctly and incorrectly
identified targets at each confidence rating of detec­
tion for two subjects in Experiments 1 and 2. The
ERPs are characterized by a small CNV in the warn­
ing interval and by a prominent P300 and smaller
Nloo in the posttarget epoch.

Table 2 gives the mean values of the amplitude of
the CNV for each condition in Experiments 1 and 2.
A three-way analysis of variance (correctness of rec­
ognition x detection rating x electrode site) showed
that there were no significant differences in CNV
amplitude with confidence rating of detection or with
correctness of recognition. The only significant effect
on CNV amplitude was that due to electrode site
[Experiment 1: F{4,20)=41.9, p < .001; Experi­
ment2: F{2,6)=73.5, p< .001); in both cases, the
CNV was more negative at Fz and Cz than at Pz.

NIOO and P300 in detection and recognition. Fig­
ure 4 shows the target ERPs {for a I,OOO-msec epoch
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Figure 2. ERPs for one subject from Experiment 1, averaged separately for correctly and
incorrectly recognized targets and for each confidence rating, at each of the five electrode sites.
The times of presentation of the target (T) and of the warning stimulus (W) are also shown.
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Table 2
Mean Values of CNV Amplitude (in Microvolts) for Recognized

(R) and Unrecognized (U) Targets at Each Detection Rating

Confidence Rating

2 3 4

Experiment 1

Fz R -4.30 -5.07 -4.80 -4.83
U -4.67 -4.87 -5.60 -5.63

C3 R -1.53 -1.33 -1.47 -1.33
U -1.40 --1.67 -1.33 -1.20

Cz R -2.40 -1.97 -2.13 -2.13
U -2.30 -2.20 -2.60 - .93

C4 R -- .60 -1.47 -2.20 - .57
U -2.07 -1.87 - .93 - .47

pz R .63 .60 .60 1.63
U .97 1.47 1.53 .87

Experiment 2

Fz R -3.05 -2.90 -1.70 -2.35
U -2.90 -2.70 -1.15 -2.90

Cz R -1.70 - .95 - .75 -1.20
U -1.05 -1.25 -1.60 -1.70

pz R .30 .25 .40 .55
U .50 .55 .00 .20

Note- Valuesare given for each electrode site.

beginning 100 msec before the target stimulus) av­
eraged over subjects and electrode sites for both Ex­
periments 1 and 2. The ERPs, which were averaged
separately according to confidence rating of detec­
tion and correctness of recognition, disclose effects
for both the N100 and P300 components. Table 3
gives the mean values of P300 amplitude for each
condition in both Experiments 1 and 2.

Three-way analysis of variance of P300 amplitude
gave significant effects for correctness of recognition
[Experiment 1: F(l,5)=49.8, p < .001; Experiment 2:
F(l ,3) = 49.4, p < .001] and for the interaction be­
tween recognition and confidence rating [Experi­
ment 1: F(3,15) = 16.5, p < .001; Experiment 2:
F(3,9) = 21.9, p < .001]. P300 amplitude was sig­
nificantly larger for correctly recognized targets than
for incorrectly identified targets for confidence ratings
1, 2, and 3 only [simple effects, Experiment 1: F(l,5)
> 19.1, p < .05; Experiment 2: F(l,3) > 34.1, p < .01,
for each case] and not at rating 4. In addition, P300
amplitude decreased significantly across the detec­
tion ratings 1 to 4 [Experiment 1: F(3,5) = 59.4, p <
.001; Experiment 2: F(3,3)=39.8, p < .001]. There
was a significant effect of electrode site on P300 ampli­
tude in both Experiment 1 [F(4,20) = 17.8, p < .001]
and Experiment 2 [F(2,6) = 13.2, p < .01]; in both
cases, P300 was smaller at Fz than at Cz or Pz.

Table 4 gives the mean values of N100 amplitude
for each experimental condition. N100 amplitude dif­
fered significantly across electrode sites in both Ex­
periment 1 [F(4,20) = 34.9, p < .001] and Experi­
ment 2 [F(2,6) = 46.9, p < .01]; in both cases, Nloo
was largest at the vertex (Cz) than at the other elec­
trode sites. N100 decreased significantly in amplitude
across confidence ratings 1 to 4 [Experiment 1: F(3,5)
= 14.3, P < .01; Experiment 2: F(3,3) = 5.8, p < .10].
However, N100 amplitude did not differ significantly
between correctly and incorrectly identified targets.
Thus, while P300 amplitude was affected by both
detection and recognition, only detection affected
N100 amplitude (see Figures 2,3, and 4).

EXPERIMENT 1

CONFIDENCE RATING

"''''~\_ . __ -.;:.J.rl ""'''''\-_. __ -.. ,"'..--.-<- ~__ _-.-~~
--.:;"' " -.. / ~

-. ...'( ~

EXPERIMENT 2

RECOGNIZED

T

• !

o _2

! !

.4 .6

SEes

I I

.8 UNRECOGNIZED

Figure 4. Grand IIverageERPs (llveraged over subjects lind electrode sites) for correctly lind
incorrectly recognized targets and for each confidence rating (1, yes-sure; 2, yes-unsure; 3,
no-unsure; 4, no-sure).



Table 3
Mean Values of P300 Amplitude (in Microvolts) for Recognized

(R) and Unrecognized (U) Targets at Each Detection Rating

Confidence Rating

2 3 4

Experiment 1

Fz R 7.26 3.46 1.74 1.40
U 3.64 1.76 .76 .94

C3 R 8.46 4.34 2.56 1.86
U 5.10 2.46 1.40 1.30

Cz R 9.54 5.50 3.54 2.84
U 6.20 3.16 2.24 2.14

C4 R 8.66 4.64 2.00 1.50
U 5.24 2.64 1.54 1.14

pz R 9.70 5.36 3.96 2.74
U 6.26 3.30 1.26 2.24

Experiment 2

Fz R 8.30 4.00 2.26 1.70
U 4.90 1.70 1.60 1.60

Cz R 10.46 5.00 3.80 2.76
U 4.96 2.56 2.26 2.26

pz R 10.60 5.36 3.86 2.16
U 5.70 3.26 2.50 2.36

Note- Values are given for each electrode site.

The peak latencies of the Nloo and P300 compo­
nents were affected only by detection rating and not
by correctness of recognition. The latency of both
xioo [Experiment 1: F(3,5)=23.8, p < .01; Experi­
ment 2: F(3,3)=20.1, p < .025J and P300 [Experi­
ment 1: F(3,5)=29.8, p < .01; Experiment 2: F(3,3)
= 18.2, p < .025J increased across detection ratings
1 t04.

Table 4
Mean Values of N100 Amplitude (in Microvolts) for Recognized

(R) and Unrecognized (U) Targets for Each Detection Rating

Confidence Rating

2 3 4

Experiment 1

Fz R 1.26 .50 .30 .34
U .96 .36 .34 .34

C3 R 1.46 .74 .54 .36
U 1.36 .66 .44 .26

Cz R 1.96 .96 .56 .44
U 1.94 .86 .64 .34

C4 R 1.60 .96 .50 .30
U 1.26 .74 .64 .30

Pz R 1.16 .54 .34 .34
U .96 .40 .46 .24

Experiment 2

Fz R 1.56 .74 .56 .60
U 1.20 .56 .66 .36

Cz R 2.20 1.30 .96 .80
U 1.74 1.10 1.10 .86

pz R 1.90 1.06 .74 .80
U 1.50 1.06 .80 .66

Note- Values are given for each electrode site.
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P300 amplitude and the recognition confusion
matrix. Table 5 gives the mean values of P300 ampli­
tude for ERPs averaged separately for each cell of
the confusion matrix between target type and recog­
nition response in Experiments 1 and 2. P300 ampli­
tude was greater for cells along the diagonal (correct
target identifications) than for off-diagonal cells (in­
correct identifications), confirming the effect of rec­
ognition obtained with the ERP analysis collapsed
across target type; P300 also decreased in amplitude
for increasingly off-diagonal cells. These results were
confirmed by the following analysis. Each of the 16
cells of the confusion matrix in Experiment 2 was
accorded a "distance" value depending on its posi­
tion relative to the diagonal. For example, for the
6oo-Hz target identified as 1,700 Hz, the distance
value was 2; for correctly identified targets, the dis­
tance value was O. The Spearman rank-order corre­
lations between distance-from-diagonal and P300 for
the four subjects in Experiment 2 were -.71, -.74,
- .88, and - .81 (N = 16, p < .01, in each case), in­
dicating that P300 amplitude was dependent on the
relative distance between presented and perceived
targets in the confusion matrix; P300 amplitude was
high for targets likely to be confused with each other
and low for targets less likely to be confused with
each other.

Single-Trial Analysis
Single-trial P300 measures in detection and recog­

nition. An amplitude difference in an averaged ERP
component can result from changes in the compo­
nent's latency variability across single trials. A single­
trial ERP analysis was carried out to investigate this
possibility. Following the procedure outlined in the
Method section, estimates of P300 amplitude, la­
tency, and latency variability were obtained. Figure 5
displays the mean values of these measures for the 10
subjects in Experiments 1 and 2. Both the mean la­
tency [F(3,9) = 18.6, P < .01, for both experiments]
and the latency variability of P300 across single trials
[F(3,9)=61.7, p < .001J increased across ratings 1 to
4. However, these trial-by-triallatency shifts did not
contribute significantly to the P300 amplitude differ­
ence between correctly and incorrectly identified tar­
gets. It was confirmed that the amplitude of P300
on single trials was greater for recognized than for
unrecognized targets for ratings 1, 2, and 3 [simple
effects, F(I,9) > 45.3, P < .001, for each case] but
not for rating 4.

These results were not dependent on the robustness
of the single-trial analysis procedure in detecting a
P300 component on single trials. For ratings 1 to 4,
the percentages of P300 peaks detected on single
trials (at a 95l1Jo confidence level) were 85l1Jo, 9OlIJo,
86l1Jo, and 76l1Jo (recognized target trials) and 88l1Jo,
85l1Jo, 86l1Jo, and 76l1Jo (unrecognized target trials), re-
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Note- There are 4 cells for the two targets in Experiment I and
16 cells for the four targets in Experiment 2. Target (T) and
response (R) valuesare given in Hertz.

Table 5
Mean Values (Averaged Over Ratings 1 and 2) of P300

Amplitude (in Microvolts) for the Recognition
Confusion Matrix

Figure S. Mean amplitude, latency, and latency variability of
P300 (at Cz) across single trials, obtained using an adaptive fil­
tering and peak detection routine. Averaged values across the 10
subjects in Experiments 1 and 2.
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nized target trials were 90070, 77070, 68%, and 54%
for ratings 1 to 4, respectively. The corresponding
values for unrecognized target trials were 87%, 77%,
64%, and 55%. Thus, behavioral recognition could
be predicted at a significant level for ratings 1, 2, and
3. For rating 4, however, prediction was near chance
level.

Principal Components Analysis
The results obtained with the baseline-to-peak and

single-trial measures of P300 amplitude could be con­
founded by contributions from components that are
adjacent to or overlap the latency range of P300. To
account for this possibility, the target ERPs were
subjected to a principal components analysis de­
signed to identify independent components con­
tributing to the ERP waveform. Seven factors (com­
ponents) were extracted by the analysis. The first two
of these factors accounted for 88% of the total vari­
ance in the data. The factor loadings for the remain­
ing factors were very low in comparison with those
of Factors 1 and 2. The scree test, which probes for
significant decreases in the eigenvalues of the co­
variance matrix as more factors are considered,
showed that the proportion of variance accounted
for did not change significantly after the second fac­
tor. More importantly, only Factors 1 and 2 were
significantly affected by the experimental variables,
as described below. Thus, only Factors 1 and 2 were
retained. Only the results of the peA for the covari­
ance data matrix are presented, since the results were
essentially the same for both the covariance and cross­
products matrices, Factors 1 and 2 being affected
similarly by the experimental variables in the two
cases.

Figure 6 shows plots of the factor loadings against
variables (time points) for Factors 1 and 2. Factor 1,
which accounted for 66.6% of the total variance, has
a form similar to the P300 component in the average
ERP, having a slowly rising and falling waveshape,
with an onset latency of about 175 msec and a peak
latency of about 360 msec. Factor 2, which accounted
for 21.8% of the variance in the data, has a slowly
rising sustained positive waveshape, with an onset
latency of about 200 msec and a peak latency of about
700 msec, and may be related to the "slow wave"
reported in previous studies.

Figure 7 plots the mean factor scores for Factors
1 and 2 as a function of the experimental conditions.
Each set of scores was subjected to a three-way anal­
ysis of variance (correctness of recognition X detec­
tion rating x electrode site).

For Factor 1, there were significant main effects of
both correctness of recognition [F(1,9) = 81.1, P <
.001] and detection rating [F(3,27)= 121.9, P < .001].
The interaction between these factors was also sig­
nificant [F(3,27) =53.0, P < .001]. This pattern of re-

Confidence rating

::: c. [I [J ~
':: f ell CII cI [J

Mean latency

(msec l

SO latency

imsecl

o Recognized

• Not recognized

Experiment 1 Experiment 2

T T

R 900 1400 R 600 1100 1700 2200

900 7.63 5.17 600 7.60 4.45 2.55 3.09
1400 4.66 7.07 1100 4.84 8.15 3.80 3.97

1700 3.70 5.16 7.88 4.85
2200 2.30 2.65 3.90 7.00

spectively. These proportions did not differ signifi­
cantly. Thus, the P300 amplitude difference between
recognized and unrecognized targets did not depend
on the number of P300 peaks reliably associated with
these two stimulus-response categories.

Prediction of behavioral recognition from single­
trial P300 amplitude. Since the amplitude of P300
elicited by target stimuli on single trials was large if
the targets were detected and correctly identified, we
attempted to predict behavioral recognition from a
knowledge of the detection rating and P300 ampli­
tude. We used a binary classification algorithm that
maximized the correct classification of targets as cor­
rectly or incorrectly recognized, given detection rating
and P300 amplitude. The mean classification percent­
ages (across trials and across subjects) for recog-
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FACTOR 1
66.6%

FACTOR~21.8%

Figure 6. Basis waveforms (factor loadings plotted against time)
for the two principal factors extracted by the PCA. The time of
presentation of the target and the proportion of variance ac­
counted for by each factor are also shown. DISCUSSION

unrecognized targets, but there was no difference in
the size of this factor across detection ratings 1 to 4.
The interaction between detection rating and correct­
ness of recognition was also nonsignificant [F(3,27)
< 1]. The effect of electrode site on Factor 2 was
only marginally significant [F(2,18)= 4.13, p < .05;
but p < .10, using a conservative degrees of freedom
of (1,9) for a repeated measures design]. A signifi­
cant interaction between electrode site and recogni­
tion was also found [F(2,18)=6.1, p < .01], indicat­
ing that Factor 2 was more positive for recognized
targets than for unrecognized targets at both Cz
[simple effects, F(I,9) = 13.9, P < .005] and Pz [simple
effects, F(I ,9)= 6.9, p < .05] but that the factor scores
did not differ at Fz.
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The results corroborate and extend those presented
in our previous brief report on event-related poten­
tials in detection and identification (Parasuraman &
Beatty, 1980). A target stimulus correctly perceived
with respect to both its presence and its identity is
associated with changes in the Nl00 and P300 brain
potentials that disclose temporal aspects of the pro­
cessing that the stimulus undergoes in the nervous
system. As hypothesized, however, a slow positive
shift (SPS) potential was found to contribute to
changes in the baseline to peak amplitude of P300 in
the averaged ERP. A number of studies have re­
ported on the contribution of slow potential shifts to
the P300 "complex"; Ruchkin et al. (1980), for ex­
ample, have recently reported on interactions be­
tween the slow wave, CNV resolution and the P300
in a signal detection task. In the present study, an
SPS having a similar waveshape but different scalp
topography to the slow wave was active in a latency
range that overlapped with that of the P300 compo­
nent. When the relative contributions of these two
components were separated by multivariate analysis,
however, our previous finding that P300 amplitude
varies with both detection and recognition was still
obtained.

Three measures of P300, then, support the relation
of P300 to both detection and recognition: (l) baseline­
to-peak amplitude in the averaged ERP; (2) baseline­
to-peak amplitude of P300 in single-trial ERPs; and
(3) factor scores on a "P300" component extracted
by principal components analysis. An unexpected
finding from this analysis was that, while SPS ampli­
tude was greater for correctly identified stimuli than
for unrecognized stimuli (at central and parietal scalp
sites), the SPS did not vary with detection. Thus, a
stimulus that must be both detected and recognized
elicits a complex of temporally overlapping brain po­
tentials, Nl00, P300, and SPS, each of which is dif­
ferentially related to the processing of the stimulus:
an early negative potential (NlOO) that varies in am-
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Figure 7. Mean factor scores for the two principal factors ex­
tracted by the PCA for correctly and incorrectly recognized targets
at each confidence rating of detection and each electrode site.

sults is the same as that obtained with the baseline­
peak and single-trial P300 measures. As Figure 7 in­
dicates, Factor 1 was influenced by both detection
and recognition in the same way as P300 amplitude
was. Factor 1 scores decreased across ratings 1 to 4,
and they were higher for recognized than for unrec­
ognized targets, but only for detection ratings 1, 2,
and 3 [simple effects, F(l,9) > 30.7, p < .001, for each
case] and not for rating 4. A significant effect of elec­
trode site was also found [F(2,18)=26.6, p < .001].
As Figure 7 shows, and in confirmation of the P300
results, Factor 1 was smaller at Fz than at Cz and Pz.

For Factor 2, there was a significanteffect of correct­
ness of recognition only [F(l,9)= 10.8, p < .01]; de­
tection rating, however, had no significant effect on
Factor 2 [F(3,27) < 1]. As Figure 7 also indicates,

, Factor 2 was larger for recognized targets than for
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plitude only with processing related to the detection
of the stimulus; a later positive potential (P300) that
varies with both detection and recognition; and a
final slow positive potential that is unaffected by de­
tection and varies only with recognition. In addition
to these ERP amplitude changes, variations in ERP
latency were associated only with detection rating.
The latencies of both N 100 and P300 increased across
detection ratings 1 to 4, and the variability of P300
latency across single trials also increased as subjects'
confidence that a target was presented decreased.
Similar results were reported by Kerkhof (1978) and
K. C. Squires et al. (1973) for simple detection tasks.
However, recognized and unrecognized targets did
not differ in either Nl00 or P300 latency.

These results support the view that detection and rec­
ognition are partially independent, concurrent pro­
cesses in perception, but that the process of detection
begins before the process of identification. Depend­
ing on factors such as target detectability, a priori
target probabilities, and instructions regarding the
speed-accuracy tradeoff, either process may termi­
nate before or after the other. According to this view,
identification does not necessarily have to follow de­
tection or detection follow identification. Nolte (1967)
has shown how an ideal observer would optimize per­
formance in a combined detection and recognition
task by storing updated probability estimates of each
target as the stimulus is processed; these estimates
represent the information or accumulating evidence
on which either detection or recognition responses
can be based. Thus, detection and recognition can be
considered to proceed together as the nervous system
gathers probabilistic information about the stimulus.
Swets et al. (1978) have provided further support for
this view in a study of the perception of visual sonar­
like signals in a spectrographic display exposed pro­
gressively more completely over successive observa­
tion intervals. They found that detection and recog­
nition accuracy increased together over observation
intervals in a manner consistent with Nolte's (1967)
model. Recently, Green and Birdsall (1978) have also
shown that the analysis of recognition performance
can be treated in the same way as detection perfor­
mance and, furthermore, that recognition can be pre­
dicted, to a degree, from detection performance
using the theorem of Starr et al. (1975). Although the
predicted and obtained recognition probabilities were
ordered monotonically, the theorem overestimated the
performance of the observers in this study. In con­
trast, a combined behavioral and physiological method
of prediction of recognition on individual trials based
on detection rating and the amplitude of P300 on
single trials fared quite favorably.

These results indicate that detection and recogni­
tion responses are based on the same underlying
buildup of neural information regarding an uncertain

stimulus and hence that detection and recognition
are related processes. Nevertheless, the finding that
detection and recognition were differentially asso­
ciated with three independent ERP components sug­
gests that these temporally overlapping processes are
partially independent. This view also suggests certain
relations between detection and recognition perfor­
mance. Whereas, on the one hand, a stimulus that
cannot be identified can often be accurately detected,
in some instances, on the other hand, a stimulus that
is not detected may nevertheless be correctly identi­
fied; in short, either detection without recognition or
recognition without detection is a tenable outcome.
This proposition follows directly from the basic tenets
of signal detection theory and other continuous models
of detection (Green & Swets, 1966). Threshold models
of detection, however, in particular, high-threshold
theory (Blackwell, 1963) and two-state low-threshold
theory (Luce, 1963b), predict that recognition re­
sponses emitted in "nondetect" states should be dis­
tributed randomly among stimuli, and thus that rec­
ognition performance should be no better than
chance when subjects report that no stimulus was
presented (Lindner, 1968; Rollman & Nachmias,
1972). Our results are clearly to the contrary. In both
Experiments 1 and 2, subjects identified presented
targets even when they were fairly confident that no
target had been presented (rating 3). These responses
were correct significantly more often than chance in
9 of the 10 subjects. Even when very confident target­
absent reports were made (rating 4), recognition per­
formance was above chance in 6 of the 10 subjects.
Thus, even though the underlying neural information
on which detection and recognition responses are
based may be insufficient to exceed a criterion for
detection, it may nevertheless be sufficient for better
than chance recognition. The finding that- P300 am­
plitude was greater for correctly recognized targets
than for unrecognized targets, even for doubtful
target-absent reports, fits well with this view. P300
amplitude indexed whether a particular target would
be recognized at above-chance levels even when the
subject reported that the target was not present.

The differential behavior of Nl00 and P300 in the
present study with respect to detection and recogni­
tion parallels the differential involvement of these
brain potential components with stimulus selection
and target detection in selective information process­
ing (Hillyard et al., 1973; Hillyard & Picton, 1979).
Although a slow negative shift in potential that over­
laps with NIOO has been reported in selective atten­
tion studies (Naatanen & Michie, 1979; Parasuraman,
1980), there are no data on the possible existence of
such a negative shift in signal detection situations.
Our data do not provide a complete answer to this
question, but no such component was obtained in the
PCA.



Although variations in the likelihood ratio crite­
rion for detection (induced by the use of a rating
scale) affect Nl00 and P300 similarly, our results sup­
port K. C. Squires et al.'s (1973)view that these com­
ponents index quite different processes. K. C. Squires
et al. found that Nl00 varied in a fashion similar to
the changes produced by varying signal intensity in
a "passive" listening situation, but that P300 was
unrelated to any passively evoked brain potential.
They suggested therefore that variations in Nl00 re­
flected changes in subjective signal intensity (or the
quantity of information received by the signal detect­
ing system), whereas P300 was associated with the
subsequent decision processes based on the utiliza­
tion of this information. Our findings indicate that
P300 amplitude may vary as a function of the quality
of probabilistic neural information relative to an in­
ternal criterion; changes in the criterion for either
detection or recognition responses are reflected in
P300 amplitude. The variation of P300 amplitude
within the recognition confusion matrix provides
further support for this view. P300 amplitude varied
as a decreasing function of the similarity between
perceived and presented stimuli.

Both effects obtained on P300 can also be inter­
preted to mean that P300 is associated with post­
decisional evaluation processes-specifically, that
P300 amplitude is larger the less the equivocation
(Ruchkin & Sutton, Note 2) or the greater the un­
certainty resolution is (Sutton, Braren, Zubin, &
John, 1965). However, since the SPS, unlike P300,
varied only with recognition and since it developed
only after the resolution of the P300, the SPS would
also have to be called postdecisional for P300 to be
postdecisional. The evaluation process underlying
the SPS would also have to be specific to the cate­
gorical information contained in the stimulus. Ruchkin
et al.'s (1980) view is that P300 represents an inter­
mediate stage of event evaluation common to differ­
ent judgment tasks and that the slow wave reflects an
ensuing final evaluation that differs according to the
complexity of the judgment.

One difficulty in relating our results to those of
Ruchkin et al. (1980), however, or to other previous
studies reporting on slow positive waves is that the
SPS obtained in this study had a different scalp dis­
tribution to that usually reported for the slow wave.
The previously described slow wave has generally
been characterized as negative frontally, increasingly
positive with more posterior derivations, and with a
parietal maximum (McCarthy & Donchin, 1976;
K. C. Squires, Donchin, Herning, & McCarthy, 1977;
N. K. Squires, Donchin, & K. C. Squires, 1977).
N. K. Squires et al., 1975). Although such a scalp
topography for SPS was seen in the ERP waveforms
of some of our subjects, the SPS factor extracted
by PCA was a positive potential that was maximal
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centrally. Furthermore, the slow wave and P300 have
usually been found to be influenced similarly by the
same experimental variables. Recently, however, ex­
perimental dissociation of the slow wave and P300
has been reported by Roth, Ford, and Kopell (1978)
and by Ruchkin et al. (1980). The question to be re­
solved, thus, is whether the SPS obtained in the pres­
ent study is a component similar to the slow wave
that varies in topography with different experimental
manipulations or is a different component.

The "identity" of the SPS notwithstanding, the tem­
poral relation of this brain component to the earlier
Nl00 and P300 components supports the proposed
parallel stage view of detection and recognition. As­
suming that the processes manifested in these brain
potentials are indeed active at different times (as sug­
gested by their onset and peak latencies), we con­
clude that, whereas stimulus processing related to de­
tection begins before that associated with recogni­
tion, at later stages detection and recognition are
concurrent processes.
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