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NOTES AND COMMENT

Additional rules for the transformed
up-down method in psychophysics

LAWRENCE G. BROWN
Johns Hopkins University, Baltimore, Maryland

In a classic paper, Levitt (1971) described an adaptive procedure for estimating points on the psy­
chometric function known as the transformed up-down method. Levitt discussed the assumptions
of the method and presented a brief table with simple rules that converge to a few different points
on the psychometric function. Levitt's original table contains only the simplest rules, and sparsely
covers the range of the psychometric function. This paper provides a table with previously unpub­
lished rules which cover the range of the psychometric function at 5% intervals. There is a brief re­
view of the major issues in adaptive testing. Technical issues such as the mean length and logical con­
struction of the new rules are discussed.

The most widely used adaptive procedure for measur­
ing sensory thresholds is the up-down staircase method
(Cornsweet, 1962; Dixon & Mood, 1948; Levitt, 1971;
Wetheril & Levitt, 1965). In this method, a subject's re­
sponses from one or more trials are used to determine the
stimulus level. The responses are recorded and classified
as either an "up" response or a "down" response accord­
ing to rules appropriate for converging to a given point
on the psychometric function. If an up response is ob­
tained, the test stimulus level is increased by a certain
amount (the step size). If a down response is obtained,
the stimulus level is decreased by one step. The step size
is constant and equal for up and down steps (if the ex­
perimenter can relax the requirement of a constant step
size, then a somewhat simpler, modified version of the
up-down method is available; see Kaernbach, 1991).

The basic form of the transformed up-down method
will converge on the stimulus level for which the propor­
tion of positive responses is 50% (Xso)and is called sim­
ply the up-down method. A generalization of the method
is the transformed up-down method, which is useful for
estimating points other than Xso' The transformed up­
down method was most clearly presented by Levitt (1971),
who provided a table containing rules that converge to
several different points on the psychometric function.

The popularity of the up-down staircase method
arises primarily from its simplicity, because the up-down
procedure is not the most efficient. The most efficient
methods are the maximum-likelihood procedures, such as
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Watson and Pelli's (1983) QUEST. The up-down staircase
methods are simple because they make only the weakest
assumption about the psychometric function (that it be
monotonic increasing) and typically require response
groupings that are no more than a few trials in length. In
comparison, maximum-likelihood procedures assume a
particular form of the psychometric function and base
the threshold estimate on the results of all trials tested.

Most researchers use the up-down staircase method
with two-interval forced-choice (2IFC) stimulus presenta­
tions (Kershaw, 1985). Researchers use 2IFC because it
has been demonstrated to be an essentially unbiased (in
the signal-detection-theory sense) procedure (Macmillan
& Creelman, 1991). Until relatively recently, if one wanted
to be sure ofunbiased responding, forced-choice designs
were the only option. However, two new methods have
been described for unbiased adaptive testing in a yes-no
paradigm. The first is the single-interval adjustment
matrix procedure ofKaernbach (1990), which adjusts the
stimulus in a staircase manner. The second procedure is a
maximum-likelihood method developed by Green (1993).

While the yes-no design is, in general, suspect be­
cause the subject's criterion is uncontrolled, this may not
always turn out to be an issue in practice. For example,
Pierce and King-Smith (1992) compared the reliabilty of
visual thresholds (for a spot on a background) in 19 nor­
mal observers determined by an adaptive procedure
(QUEST) obtained from yes-no or 2IFC presentations.
No significant difference in test-retest reliability was
found between the yes-no and 2IFC thresholds. This
does not show that the visual threshold was completely
unaffected by the subject's criterion (further statistical
analysis did reveal an effect of false positive rate), but
rather that for this specific task the criterion effect was
relatively small.
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Table 1
Response Groupings for Transformed Up-Down Rules

Response Sequences

Entry Up Down p MGL* Reference

I + 0.500 1.00 Levitt (1971)
2 -+-- or -+-+ or 0.550 2.36

+- or -++ or
++

3 +-- or +-+ or 0.597 1.84
++

4 ++- or +++ or 0.648 2.42
+- or -+

5 +- or ++ 0.707 1.71 Levitt (1971)

6 ++-+- or ++-++ or 0.749 2.56
++-- or +++

+- or

7 ++- or +++ 0.794 2.42 Levitt (1971)
+- or

8 +++- or ++++ 0.841 3.14 Levitt (1971)
++- or
+- or

9 +++++- or ++++++ 0.891 4.58 Wetherill & Levitt (1965)
++++- or
+++- or
++- or
+- or

Note-The stimulus level should be increased after an up sequence and decreased after a down sequence.
*Mean group length.

Despite these recent advances in unbiased adaptive
procedures, it is safe to say that the up-down method
with 2IFC presentation is among the most widely used
adaptive procedures for determining sensory thresholds.
In 2IFC experiments, the observed performance ranges
between 50% correct and 100% correct. Unfortunately,
Levitt's original papers offer only four rules that con­
verge to points in this range (X71, X79 , XS4' and XS9 ) '

This limited coverage seems to have misled some re­
searchers into thinking that no other rules are available.
For example, Kaernbach (1991) states, "Unfortunately,
there exists no transformed up-down rule for X 75."

Twopoints should be made about this statement. First,
it seems unlikely that most researchers believe that
Levitt's rules were the only rules possible. A more rea­
sonable interpretation of Kaernbach's statement is that
experimenters were lulled into believing that to achieve
other convergence points with the transformed up-down
method would be prohibitively complicated. The major
point of this paper is to dispell that myth. Levitt pub­
lished a rather restricted set ofrules, and, without adding
extreme complexity, many more rules are available.
Table 1presents rules that converge to points on the psy­
chometric function (including Yg} at 5% intervals. Spe­
cific discussion of the new rules and their properties is
in the next section.

The second point concerns the definition ofa "thresh­
old" value on the psychometric function. As Kaernbach

(1991) describes, many researchers who use 2IFC choose
to define X75 as the threshold because it is the halfway
point. Unfortunately, X75 is not necessarily the optimal
point on the psychometric function for determining
threshold. The optimal point is the one that minimizes
the variance in the threshold estimate, called the sweet­
point (Green, 1990; see also Taylor & Creelman, 1967).
The sweetpoint has been shown to be in the Xso to X94
range, noticeably higher than the X71 value often used to
approximate the halfway point. Unless the experimenter
has a special reason for choosing X75 (to match earlier
data, for example), it is not the optimal operational def­
inition of threshold.

New Transformed Up-Down Rules
The transformed up-down method converges to the

stimulus level where the probability of obtaining an up
sequence equals the probability of a down sequence (or
the probability ofeither equals .5). To solve for the point
of convergence for a given rule, let p stand for the prob­
ability of a positive response at convergence and set the
probability ofan up sequence equal to the probability of
a down sequence. For example, the simplest rule (Rule I
in Table 1) involves stepping up for every negative re­
sponse and down for every positive response. We there­
fore write p = 1 - p, which yields p = .5.

As a more complicated example, consider Rule 3. Set­
ting P(up) = P(down) we write,



p(l_p)2 + I-p = p2 + p2(l - p).

The left side ofthis equation is simply the probability of
obtaining an up response at convergence. The p( 1- p)2
term represents "+ - -" and 1- P represents "-". The
right side of the equation is written down analogously.
This equation reduces to

2p 3 - 4p 2 + 1 = O.

this equation can be solved numerically to yield p =
.59695, recorded as p = .597 in Table 1. It is trivial to
verify all the convergence points presented in Table 1 in
the same manner.

The new transformed up-down rules were generated
by a combination of two approaches. The first approach
was to simply enumerate all the possible rules involving
response sequences of 3 or less and calculate the proba­
bility at convergence. This is not as difficult as it might
seem. There are only four response patterns of length 2
and eight patterns of length 3. Furthermore, only se­
quences with a negative response at the end make sense
as an up sequence and vice versa. Some rules are quickly
seen to be analogues of the simple up-down rule and
must converge to X50. These restrictions yield only about
two dozen rules to solve if sequences no longer than 3
are allowed.

The rules involving longer response sequences (Rules
2 and 6) were discovered by a trial-and-error process
guided by some observations of how target probabilities
change by allowing longer sequences. For example, no­
tice how Rules 1,5, 7, 8, and 9 form a pattern; there is
only one pattern in the down group, and the down pattern
for Rule 5 is just the down pattern for Rule 1 with one
more plus, and similarly for Rules 7 through 9. The tar­
get value ofp for these rules is easily calculated. We have
simply pn = .5, where n is the number of "+" signs in
the down pattern. Thus, for Rule 8 we have p4 = .5, or
p = .84. For Rule 9, p6 = .5 or p = .891. Thus, one can
easily create rules that converge to values ofp arbitrar­
ily close to 1 by simply using rules of the same form as
7 through 9, but with longer sequences.

Here is another example of how allowing longer pat­
terns permits more points on the psychometric function
to be achieved. Let us start with the following rule. Step
up if one of the following patterns is obtained, -, + _.,
or ++- -. Step down ifone of the following is obtained:
+++ or ++- + (assume we have found this rule by ex­
haustive listing of patterns with 4 responses or less or
simply by trial and error). As usual, we set P(up) =

P(down) at convergence and write,

1 - P + p(l - p) + p2(l - p)2 = p3 +p3(l - p),

which reduces to 2p 4 - 4p 3 + 1 = 0, the solution of
which is p = .733615. Thus, this rule converges to X73
(this rule is mentioned in Wetherill & Levitt, 1965). We
can modify this rule slightly by allowing for patterns of
length 5, and have a rule that will converge to X75.

We do this by observing that if we have a rule for X73
and we want X75, we need to step down less often. We
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can do this by "subdividing" the pattern ++- +. We
subdivide this pattern into two patterns by adding an­
other response at the end. If we add a + at the end, we
have another down pattern, and if we add a - at the end,
we have an up pattern. What we have done is to subdi­
vide the pattern ++- + of the rule for X73 into the two
patterns ++- +- and ++- ++ to make a new rule.
This new rule is shown as Rule 6 in Table 1. With this
new rule, we are going to step down only about half the
time we get the pattern ++- + (that is, on those occa­
sions when we get the pattern ++- ++) instead of
every time, as in the rule for X 73. Solving the resulting
polynomial of degree 5 yieldsp = .749455.

Ofcourse, there are other rules for other points on the
psychometric function. By simply exhausting the possi­
ble rules involving patterns of 4 responses or less, one
can find rules that converge to X64 and X58. Table 1 lists
rules that cover the range of p from .5 to .9 in steps of
.05, which should be sufficient for most purposes. Note
that each of the rules in Table 1 is really two rules. Tak­
ing the "mirror image" of a rule that converges to p
yields a rule that converges to I-p. To get the mirror
image of a rule, make every + a -, and vice versa.

It is generally true that Levitt listed the points on the
psychometric function with the simplest rules. While the
new transformed up-down rules do not use any more
patterns than the rules appearing in the original papers
(the rule for X75 in Table 1 uses only six response pat­
terns, four up and two down), the new rules are more
complicated in other ways. For example, one may easily
describe the original rules verbally in the following way:
Step down after N successive correct responses and step
up immediately after any incorrect response. In Table 1,
this description fits Rules 1, 5, 7, 8, and 9, with N rang­
ing from 1 through 6. Clearly, no such simple description
fits Rules 2 or 6.

The complexity of a rule can be quantified by calcu­
lating the mean group length (MGL) for that rule. A
"group" is either an up or a down pattern. MGL is cal­
culated by multiplying the length ofa group by the prob­
ability of obtaining that group (at convergence) for each
group in a rule, and summing over all groups. For exam­
ple, the MGL for the well-known X71 rule is 1(.293) +
2(.293)(.707) + 2(.707)(.707) = 1.71. The MGL for
each rule is shown in Table 1. If the staircase termination
is specified by a fixed number of reversals, rules with a
larger MGL should be slower to terminate, and the MGL
for X75 is 50% longer than the MGL for X71 . The other
new rules have shorter MGLs.

Finally, fewer logical constraints were enforced when
the new rules were generated. In the original rules a ­
response always implied an immediate step up, but this
is not the case for the new rules, which sometimes re­
quire two consecutive - responses. The only logical re­
quirement is that up rules end on a - and down rules end
on a +. This loosening of theoretical constraints allows
for the possibility of rules like number 4 for X65• where
a distinction is made between + - (an up response) and
- + (a down response).
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Conclusions
Table 1 should prove useful to researchers using the

transformed up-down method for threshold estimation.
The new rules allow much finer sampling of the psycho­
metric function, without adding significant complexity.
It is not claimed that the transformed up-down method
is always the best adaptive procedure. The pros and cons
of various alternatives were discussed in the introduc­
tion. However, the up-down method is easy to imple­
ment and reasonably efficient (Kershaw, 1985; Rose,
Teller, & Rendleman, 1970). Certainly, the method
should not be discarded because of inadequate sampling
of the range of the psychometric function.
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