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The nature and determinants of spatial
retreat in the pigeon between
periodic grain presentations

PERRIN S. COHEN and F. R. CAMPAGNONI
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Pigeons were exposed to fixed-time and fixed-interval schedules that ranged from 30 to 960 sec.
The probability of a subject's location in the rear of the chamber (away from the reinforcer dis­
penser) peaked during the postreinforcer period, and was referenced to proportional time between
reinforcers. Increasing the interreinforcer interval generally increased time in the rear. In some
sessions (Experiment 1), location in the rear produced an explicit stimulus change (altered the
color and intensity of lights, i.e., time-out); this change increased time spent in the rear without
affecting its temporal locus or its relation to the interreinforcer interval. During Experiment 2,
a keypeck (near the reinforcer site) produced the explicit stimulus change used in Experiment 1.
The characteristics of keypeck time-out resembled those of movement to the rear of the chamber
(with and without an explicit stimulus change), suggesting that movement away from the re­
inforcer site is functionally homologous to keypeck time-out.

Periodic presentation of a reinforcing event causes sub­
jects' behavior to become organized around the reward
deliveries in a distinctive manner. As reward delivery be­
comes imminent, subjects engage predominantly in be­
haviors directed toward acquisition of the scheduled re­
inforcer. In the period following reward presentation,
when additional reward is unavailable, subjects typically
tum or move away from the reinforcer dispenser and en­
gage in activities directed toward other parts of the ex­
perimental environment (Staddon & Simmelhag, 1971).
It has been suggested that this retreat from the area where
reward occurs is maintained, in part, by the change in
visual stimulation consequent to such behavior (Falk,
1977; Rand, 1977). This view is consistent with the fact
that subjects that receive periodic reward will perform an
operant response for contingent stimulus change during
the period following reward delivery (time-out respond­
ing; Brown & Flory, 1972; Lydersen, Perkins, Thome,
& Lowman, 1980). In the present study, we investigated
pigeons' spatial retreat from the reinforcer site following
periodic grain presentations and examined its relation to
operant time-out responding for stimulus change. ("Time­
out" and "responding for stimulus change" are used in­
terchangeably in this paper.)

EXPERIMENT 1

Preliminary observations in our laboratory indicated that
during exposure to periodic food reinforcement, hungry
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pigeons spend more time away from the reinforcer dis­
penser during the postreinforcer period if stimulus change
is contingent upon their being away from the reinforcer
dispenser than if it is not. This enhanced level of spatial
retreat occurred with little change in its momentary prob­
ability of occurrence within the interreinforcer interval.
These preliminary observations suggested that the causal
factors that control the temporal locus of spatial retreat
remain unchanged (McFarland, 1969) when retreat is en­
hanced by additional visual feedback. They also suggested
that spatial retreat normally is maintained, in part, by the
intrinsic change in visual feedback that accompanies it.
The purpose of Experiment 1 was to further explore and
expand these preliminary observations as a basis for relat­
ing spatial retreat to time-out responding for stimulus
change. Specifically, Experiment 1 examined the over­
all level and momentary probability of spatial retreat un­
der conditions in which additional visual feedback for spa­
tial retreat sometimes occurred. This was done for a range
of interreinforcer interval values.

Previous parametric time-out studies in which a key­
peck or barpress produced stimulus change found that the
proportion of session time spent in the time-out condi­
tion is generally an increasing function of increasing the
interreinforcer interval over a wide range of interval
values (Falk, 1981; Lydersen et al., 1980), although there
is some evidence (e.g., Brown & Flory, 1972) that it
decreases at very long intervals. This increasing function
has been viewed as reflecting an increasing aversiveness
of the schedule as the interval is increased (Azrin, 1961;
Falk, 1981). Brown and Flory (1972) accounted for the
decreasing limb of the function at the longest intervals
in terms of the decreasing rate of transitions from re­
inforcement to nonreinforcement.

Copyright 1989 Psychonomic Society, Inc.
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If, as we hypothesize, retreat from the reinforcer site
is functionally homologous to keypeck time-out, then
proportion of time spent in the rear of the chamber in this
experiment and keypeck time-out should be similarly in­
fluenced by changes in the interreinforcer interval. This
should be true regardless of whether or not location in
the rear is accompanied by explicit stimulus change.

Experiment 1 also afforded an opportunity to examine
more closely the momentary probability of spatial retreat
over a range of interval values. Comparatively little at­
tention has focused on the distribution oftime-out behavior
within the interreinforcer interval (Ator, 1980). Most
reports have utilized fairly crude measures to depict tem­
poral distribution, measures such as time-out initiations
in quarters of the interval.

In Experiment 1, subjects were exposed to either
response-independent (fixed-time, or FT) or response­
dependent (fixed-interval, or FI) periodic schedules of
grain presentation, both of which are known to maintain
subject-initiated stimulus change (Brown & Flory, 1972;
Lydersen et al., 1977). The two-group design was used
to assess whether an explicitly conditioned operant
response competes with time-out responding, affecting its
level and temporal pattern.

Method
Subjects. Six male, White King pigeons were maintained at 80%

(±20 g) of their ad-lib weights. Birds were housed in individual
cages under a light:dark cycle (lights on from 0700 to 2300) and
had free access to water and health grit in the home cage. Two
pigeons that were in the FT group (P8556 and P9409) had a his­
tory of exposure to a fixed-time 9O-sec schedule (Yoburn, Cohen,
& Campagnoni, 1981, Experiment 2) and were used in the pilot
study mentioned above. The subjects in the FI group were 4 ex­
perimentally naive pigeons (P3440, P511, P6933, and P3421).

Apparatus. Testing was conducted in a standard, black operant
chamber (33 x 36 x 35 ern) contained inside a 63 x 109x 102 em dark
enclosure. The chamber was equipped with a grain dispenser with
a light centered on one wall. A translucent pecking key was cen­
tered above the dispenser opening and could be illuminated with
red or green light. Six 2-W, roof-mounted lights illuminated the
chamber from behind a sheet of opaque Plexiglas. The houselights
were arranged in two parallel rows of three bulbs, perpendicular
to the wall containing the grain dispenser. A white-noise generator
and exhaust fan masked extraneous noise.

The subjects' location was monitored by an infrared photodetec­
tion system that allowed separate measurement of time spent near
the grain dispenser (interruption of photobearn located approximately
8 em from the front wall), time spent near the rear wall opposite
the dispenser (interruption of photobearn located approximately 8 cm
from the rear wall), and time spent between those areas. The sub­
jects' spatial position during the interreinforcer interval was sam­
pled 60 times per minute, and the data were cumulated into each
of 15 equal time bins that varied from 2 to 64 sec in width, de­
pending on the interval length. For the fixed-interval subjects, pecks
to the response key were accompanied by audible clicks and were
distributed to one of 15 counters as a function of time since the
last food delivery. Pecks at the response key were not paired with
the click for the fixed-time animals since the response key was in­
effective for those subjects. Experimental conditions were controlled
and data were recorded by standard electromechanical equipment
located in an adjacent room.

Procedure. Subjects in the Ff group were exposed to an ascend­
ing and descending series of interreinforcer intervals in the following

order: 30, 60, 120, 240, 480, 960, 240, 120, 60, and 30 sec. At
the end of each specified interval value, subjects were allowed 7 sec
access to grain independent of their behavior. Each session con­
sisted of 16 reinforcer deliveries, except at the 960-sec interval where
sessions were terminated after 8 reinforcer presentations. Each ses­
sion began and ended with a reward delivery. The subjects were
exposed to 30 sessions at each interval value except at the 960-sec
interval. Since sessions at the 960-sec interval were terminated af­
ter 8 reinforcer deliveries, twice as many sessions were run at that
condition to ensure that the total number of reward deliveries was
constant across interval values. During the first 15 sessions (30 for
the 960-sec interval), location in the rear did not produce a change
in stimulus conditions. During the final 15 (or 30) sessions, inter­
ruption of the rear photobeam initiated an explicit change in stimu­
lus conditions. During this time-out period, six houselights rather
than one were illuminated, and the color of the keylight changed
from green to red for the duration of the time that the rear photo­
beam was interrupted. Thus subjects could both initiate and ter­
minate the change in stimuli by moving to or away from the rear
of the chamber. During stimulus change, the timer controlling the
interval between reward deliveries continued to operate. No effort
was made to prevent temporal contiguity between interruption of
the rear photobeam and reinforcer delivery since birds are infre­
quently in the rear during the 5-10 sec immediately preceding rein­
forcer delivery (Yobum et al., 1981). Also, such a protective con­
tingency (Herrnstein, 1961) could affect the amount and momentary
probability of time spent in the rear of the chamber.

Subjects in the FI group were exposed to interreinforcer inter­
vals in the following order: 30, 60, 120, 240, 480, 960, 120, 60,
and 30 sec. The first keypeck to occur after the specified interval
length was followed by 7 sec access to grain. As for the FT sub­
jects, each session consisted of 16 reinforcer deliveries, except at
the 960-sec interval, where sessions were terminated after 8 re­
inforcer presentations. Each session ended with a reward delivery.
These subjects were exposed to the entire series (15 or 30 sessions
per interval value) without an explicit stimulus change contingency
and were then reexposed to the same series of interval values with
the stimulus change contingency in effect.

Unless otherwise indicated, data presented for this experiment
are based on the last 5 sessions at each interval value and condition
except for the 960-sec interval, where the data were based on the
last 10 sessions.

Results
The effect of contingent stimulus change on time

spent in the rear. Figure I depicts, for FT subjects (up­
per panel) and FI subjects (lower panel), the probability
of retreat to the rear when accompanied or unaccompa­
nied by stimulus change at each interval value (ascend­
ing series). Probability was calculated by dividing the total
number of samples with rear photobeam interruption by
the total samples in a session. In general, interruption of
the rear photobeam was more likely to occur if it was ac­
companied by stimulus change than if it was not. Subject
P511 was least consistent in this respect. A significant
difference was not shown by Subject P9409 at the 30- and
960-sec intervals (dependent t, P > .05) or by Subject
P8556 at the 480-sec interval (dependent t, p > .05).
Overall levels of time in the rear were similar for sub­
jects in the FT and FI groups.

In general, the subjects showed small session-by-session
variability in probability of location in the rear both within
and across interval values. In addition, introduction of the
stimulus change contingency enhanced the level but not
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Figure 1. Proportion of total session time spent in the rear for the last 5 sessions in each interval value in ascending
series. The last 10 sessions are plotted at the 960-sec interval. The histograms enclose median values.

the variability of the behavior. Data obtained on the
descending series, which are not shown, were consistent
with those shown in Figure 1, although the absolute levels
of time spent in the rear were sometimes different (see
Figures 2 and 3).

The effect of the interreinforcer interval on the prob­
ability of location in the rear. Figures 2 and 3 show the
proportion of total session in the rear for all 6 subjects
at each interval value for both the ascending and descend­
ing series. With few exceptions, the functions for each
subject were similar across interreinforcer interval values,
regardless of whether or not location in the rear was ac­
companied by stimulus change. There were differences
between subjects in terms of the effect of interreinforcer
interval on the proportion of total time spent in the rear.

For 4 of the 6 subjects (P8556 exposed to the FT sched­
ules; P3440, P6933, and P3421 exposed to the PI sched-

ules), overall probability of location in the rear was gener­
ally an increasing function of the interreinforcer interval
both with and without explicit stimulus change. As previ­
ously reported by Brown and Flory (1972) for time-out
responding, there was a tendency, in some cases, for the
probability to level off or decrease at the 480- and 960­
sec intervals. The general trends of the functions shown
by these 4 subjects were essentially replicated on the
descending series. Overall, these data are consistent with
the report by Lydersen et al. (1980) and with suggestions
by Falk (1981) that the tendency to leave the reinforcer
site is an increasing function of the interval width over
a wide range of values. There is some support for Brown
and Flory's (1972) finding ofa bitonic function. However,
the question of how to interpret the descending limb is
problematic. As we discuss below, the spatial patterning
of behavior breaks down somewhat at longer interval
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functions, both within and between animals, tend to super­
impose on one another over a wide range of intervals.
Thus, the probability of location in the rear, like operant
behavior and general activity (Gibbon, 1977), appears to
be distributed proportionally within the interval between
rewards rather than to follow a fixed temporal pattern.
In other words, the temporal pattern of spatial retreat is
generally sensitive to the time between reinforcer presen­
tations. P511, however, is a particularly poor example
of such proportional timing when location in the rear both
was and was not accompanied by stimulus change. For
this subject, time in the rear occurred at approximately
the same time after reinforcer termination regardless of
the interreinforcer interval. As a result, the functions in
Figures 4 and 5 for this subject shift increasingly toward
grain termination as the interreinforcer interval is in­
creased.

As is apparent in Figures 4 and 5, there is a slight but
systematic tendency for the other probability functions also
to shift toward grain termination as the interreinforcer in­
terval is increased. This shift may reflect, in part, post­
reinforcer consummatory behaviors (e.g., head in the food
dispenser) whose time courses are unaffected by the in­
terval between reward deliveries. As a result, time spent
engaging in these behaviors constitutes a greater portion
of the interreinforcer interval at shorter intervals, and
therefore constrains the onset of movement away from
the dispenser relatively more at lower interval values.
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Figure 2. Fixed-time and flxed-Interval subjects' mean overall
probablllty of location in the rear as a function of interreinforcer
interval length for the ascending and descending series.

Figure 3. Fixed-interval subjects' mean overall probability of lo­
cation in the rear as a function of interreinforcer interval length
for ascending and descending series.
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values, and the scheduled reward may exert less control
over probability of location in the rear in these instances
(Zimmerman & Ferster, 1964). For the remaining two
subjects (P9409 and P511), the effect of changes in the
interreinforcer interval on time spent in the rear was
different in the ascending and descending series and is
thus more difficult to interpret.

The effect of interreinforcer interval on allocation
of time spent in the rear between reinforcer deliver­
ies. Figures 4 and 5 show how the relative probability
of location in the rear varied between reward deliveries
in the ascending series. The data for the descending se­
ries were similar and are not presented. Probability was
calculated by dividing number of samples in which the
rear photobeam was broken by total number of sampled
opportunities. These normalized (Dews, 1970; Gibbon,
1977) functions are independent of the total amount of
time spent in the rear and are unreliable when a low level
of behavior occurs. For this latter reason, functions are
not included for P6933 (in either condition) or for P3421
(condition without stimulus change).

Figures 4 and 5 present the data obtained when loca­
tion in the rear was unaccompanied and accompanied by
stimulus change, respectively. Under both conditions and
across most interval values, subjects were most likely to
be in the rear of the chamber after 15%-25% of the in­
terval between reward deliveries had elapsed. Although
tending to flatten somewhat at higher interval values, the



SPATIAL RETREAT IN THE PIGEON 43

Proportion of the interval

Figure 4. Relative probability of location in the rear as a func­
tion of time in the interval for the ascending series without contin­
gent stimulus change.

Discussion
As in our preliminary study, pigeons in this experiment

generally spent more time in the rear of the chamber when
visual stimulation was contingent upon interruption of the
rear photobeam. In both stimulus-ehange and no-stimulus­
change conditions, time spent in the rear was similarly
affected by changes in the interreinforcer interval.

As was also evident in our preliminary study, provid­
ing additional visual feedback for interrupting the rear
photobeam increased time spent in that location without
significantly affecting the momentary probability of spa­
tial retreat within the interreinforcer interval. Further­
more, in this experiment the temporal distributions of time
spent in the rear were consistent across subjects and
showed that subjects generally allocated time in that lo­
cation according to proportion of the interreinforcer inter­
val rather than with respect to absolute time. Proportional
timing was most apparent when location in the rear
produced stimulus change, probably because this change
provided a greater degree of feedback to the subject
regarding its position in the chamber. Thus the momen­
tary probability of spatial retreat was sharper and more
consistent.

The proportional nature of the distributions of time spent
in the rear is consistent with scalar expectancy theory
(Gibbon, 1977) of animal timing. Scalar expectancy the­
ory presumes that behavior is directly related to the sub­
ject's estimate of the time until reinforcer presentation.
It is a discrimination model of temporal control in which
the degree of discriminability of time is related to the mag­
nitude of the interval being estimated (Weber's law).

From this perspective, the temporal locus of interim
states (Staddon, 1977) is controlled by the expectancy of
reward. Due to the scalar nature of the estimation process,
the peak levels of an interim behavior, such as general
activity, should, and in fact do (Campagnoni, Lawler, &
Cohen, 1986; Gibbon, 1977), occur at about the same
proportional point in an interval regardless of the abso­
lute interval duration. If time spent away from the food
dispenser was controlled by a similar temporal discrimi­
nation process in the present study, then scalar expectancy
theory predicts that location in the rear should be propor­
tionally distributed between reinforcers. This prediction
was generally confirmed, although a slight systematic shift
in the distributions suggests that the timing process may
not be completely proportional.

Like keypeck or barpress time-out responding for stimu­
lus change, location in the rear of the chamber was gener­
ally an increasing function of interval value. This con­
clusion is limited to 4 subjects since the results were less
consistent for the other 2. The reason for this latter find­
ing is unclear, but it suggests that time in the rear may
include activities not directly related to consequent stimu­
lus change. Perhaps the locational operant used was more
sensitive to transient topographic variations (Ferster &
Skinner. 1957) in behavior than a keypeck or barpress
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Another possibility is that the timing mechanism is not
completely proportional and the interval is underestimated
at the longer values (Dews, 1~70).

The probability functions show more similarity to each
other when location in the rear was accompanied by stimu­
lus change than when it was not. This may be because
the abrupt change in chamber illumination and keylight
color gave explicit feedback to the subject of its spatial
location. Without explicit stimulus change, movement to
the rear is less discriminable from other locations.

At the 960-sec interval value (not shown), distributions
of time spent in the rear became more evenly dispersed
in the interval. It appears that at longer interval values,
intermittent reward exerts a weaker influence on the spa­
tial differentiation of behavior than at the shorter inter­
vals. This is not due to the longer intervals' exerting less
control over all behavior since operant keypecking in the
FI group was maintained at comparable rates at long and
short interval values (Brown & Flory, 1972).

The effect ofoperant response on level and momen­
tary probability of time spent in the rear. The operant
response necessary to produce grain for the FI group did
not exert a major influence on the amount of time spent
in the rear of the chamber or on its temporal distribution.
Total time spent in the rear for the FI group was margin­
ally lower, but the statistical comparisons are not signifi­
cant (t test, p > .05).
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Figure 5. Relative probability of location in the rear as a function of time between reward deliveries for the ascending
series with contingent stimulus change,

operant would have been. On the other hand, previous
reports on the relation between time-out responding and
interreinforcer interval are somewhat ambiguous. Some
experimenters have found a bitonic relation (Brown &
Flory, 1972), whereas others have found an increasing
function (Azrin, 1961; Lydersen et al., 1980). However,
another study found no relation at all (Zimmerman &
Ferster, 1964).

EXPERIMENT 2

Unlike traditional time-out studies, Experiment 1 used
a locational operant (spatial retreat) to produce stimulus
change rather than an explicitly defined operant. The pur­
pose of Experiment 2 was to further explore the hypothe­
sis that spatial retreat is a general form of time-out
responding by directly comparing spatial retreat with key-



peck responding for stimulus change. In this experiment,
subjects from Experiment I were exposed to several inter­
reinforcer intervals during which they were given the op­
portunity to keypeck to produce a stimulus change iden­
tical to that produced by interrupting the rear photobeam
in Experiment 1. The experiment had three objectives.

The first objective was to determine whether the
stimulus-change condition used in Experiment 1 had the
efficacy to support operant keypecking. If the degree of
stimulus change used in the previous experiment does not
reinforce operant keypecking as reported in many previ­
ous experiments (e.g., Brown & Flory, 1972; Lydersen
et al., 1980), then the generality of the findings in Ex­
periment 1 will be in doubt.

The second objective was to examine, with the same
subjects used in Experiment 1, the proportion of total ses­
sion time spent in time-out as a function of the interval
between reward presentations. A comparison of these
functions with those obtained in Experiment 1, in which
location in the rear produced stimulus change, will indi­
cate whether the level of spatial retreat and operant
responding for stimulus change are comparable and are
similarly affected by a change in reinforcer density.

The final objective was to examine the allocation of time
spent under stimulus change within each interval. Will
the distribution of time spent in stimulus change be the
same as in Experiment I? Will changing the interval be­
tween reward deliveries have the same effect upon the
distributions of time spent in stimulus change as it did
previously? An affirmative answer to these questions will
further strengthen the link between operant time-out
responding and spatial retreat.

Method
Subjects. The subjects were the same pigeons used in Experi­

ment I. They were maintained under identical conditions.
Apparatus. The apparatus was the same one that was used in

Experiment 1 with one addition. A second response key was
mounted 2.5 in. to the left of the response key centered above the
grain aperture. This key was illuminated with white light during
all experimental sessions except the first five. Time spent in time­
out was cumulated in 15 equal time bins that varied from 2 to 32 sec
depending on the interval schedule in effect. For both FI and FT
groups, pecks to the time-out key were accompanied by an audible
click.

Procedure. All subjects were exposed to four interreinforcer in­
tervals in the following order: 120, 30, 480, and 120 sec. As in
Experiment I, Subjects P9409 and P8556 were exposed to fixed­
time schedules and Subjects P511, P6933, P3440, and P3421 to
fixed-interval schedules. To obtain baseline measurements, the sub­
jects were initially exposed to five sessions at the 120-sec interval
with the time-out key unlighted and stimulus change unavailable.
In all subsequent sessions, the subjects both initiated and terminated
a change in stimulus conditions identical to that in Experiment 1
by pecking the white response key. The first peck to the white
response key initiated a time-out that remained in effect until a sec­
ond peck occurred. During the time-out condition, the time-out
response key remained illuminated with white light. To ensure that
reward would not be delivered while the time-out was in effect,
a protective contingency was instituted that prevented grain presen­
tation for 5, 10, and 15 sec after reinstatement of stimuli associated
with reward at the 30, 120, and 480-sec intervals, respectively.
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Results and Discussion
All subjects initiated stimulus change by pecking the

white response key during Session 6, when it first became
available, and continued to do so for the remainder of the
experiment. Figure 6 presents the percentage of the ses­
sion spent in keypeck-initiated time-out for each subject
at each interval value. The filled circles represent the first
exposure to each interval value, and the unfilled circle
depicts the second exposure to the l2o-sec interval value.
For comparison, the percentage of the session spent in
time-out when it was initiated by location in the rear on
the ascending series in Experiment I is included (filled
triangles). As can be seen in Figure 6, the stimulus change
not only supported keypecking, but for 4 of 6 subjects
(P9409, P511, P6933, and P3440), the proportion of the
session spent in keypeck-initiated time-out was generally

. comparable to that for stimulus change produced by photo-­
beam interruption. Relative to other subjects in Experi­
ment 2, P6933 spent little time in the stimulus-ehange
condition, which was also true for this subject in Experi­
ment I, in which stimulus change was consequent upon
location in the rear. Unlike the other 4 subjects, P3421
and P9409 spent somewhat more time in time-out when
it was produced by keypeck than when it was produced
by location in the rear.

In addition to exhibiting comparable levels of time spent
in time-out, the percentage of the session spent in time­
out as a function of the interreinforcer interval was simi­
lar (with the exception of P342 I) if it was produced by

Fixed Time

Interval value (seconds)

Figure 6. Relative probability of a keypeck-initiated stimulus
change as a function of interreinforcer value. For comparison, the
probability of time in the rear when accompanied by contingent
stimulus clumge is also plotted. The open circle represents the sec­
ond exposure to the 12o-sec interval value for Experiment 2.
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Figure 7. Relative probability of a keypeck-initiated stimulus
cbange as a function of time in the interval between reward presen­
tations.

GENERAL DISCUSSION

a common behavioral class. The similarity even applies
to individual subject differences in degree of proportional
timing; for example, the functions for P511 provide a poor
example of proportional timing, with both a locational
(Experiment I) and a keypeck (Experiment 2) time-out
response.

The results of Experiment 2, in conjunction with those
obtained in Experiment I and in the preliminary study,
underscore the similarities between spatial retreat and key­
pecking for stimulus change. The results suggest that even
when an experimentally arranged means of changing
stimuli associated with intermittent reward is not provided,
subjects position themselves in a way that removes or
changes stimuli associated with intermittent reward (Rand,
1977; Wasserman et al., 1974). This may involve, in part,
turning or moving away from the reinforcer dispenser.
If an experimentally arranged means of changing stimuli
is provided, subjects will produce stimulus change at times
when they normally would be away from the reinforcer
dispenser.

The similar properties of spatial withdrawal and key­
pecking for stimulus change suggest that those behaviors
are members of a class of postreinforcement ambulatory
and exploratory activities that have been observed dur­
ing intermittent reinforcement schedules (Killeen, 1975;
Muller & Cheney, 1975) and that serve to change stimuli
associated with periodic reward (Brown & Flory, 1972).
At least three aspects of the experiments are consistent
with this hypothesis.

First, we found that movement away from the reinforcer
dispenser, whether or not accompanied by contingent
stimulus change, and keypecking for stimulus change tend
to occur soon, although not always immediately, after re­
ward delivery. Our data are consistent with those previ­
ously obtained using keypeck and barpress operants in
pigeons and rats, respectively (Brown & Flory, 1972;
Lydersen et al., 1980). The data are also consistent with
the distributions ofgeneral locomotor behavior of pigeons
during periodic reward schedules obtained by Killeen
(1975).

Second, the level of both keypeck time-out and spatial
withdrawal, whether accompanied or unaccompanied by
contingent stimulus change, are similarly affected by
changes in interreinforcer interval. These functions are
generally comparable with those obtained in previous
time-out experiments (Brown & Flory, 1972; Lydersen
et al., 1980). In this respect, however, these data are not
consistent with Killeen's (1975) general activity data.
Killeen found that the level of activity is an inverse func­
tion of the interreinforcer interval value, whereas we
found that the proportion of time spent in time-out is an
increasing function of the interval value. The reason for
the difference is unclear, but it suggests that general ac­
tivity level does not reflect the tendency to seek stimulus
change. Thus, at longer interval values, overall activity
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keypecking or by location. For 4 subjects (P6933, P3440,
P9409, and P8556), the proportion of session time spent
in time-out was generally an increasing function of the
interval between reinforcer deliveries.

Figure 7 shows the allocation of the time spent in
keypeck-produced time-out within the interreinforcer in­
terval. These functions are normalized (Gibbon, 1977)
and comparable to those shown in Figures 4 and 5 in Ex­
periment I. The functions for the 3Q--sec interval are omit­
ted, as are those of P6933 , because the amount of time
spent in time-out was so low as to preclude characteriza­
tion in this manner. As can be seen in Figure 7, proba­
bility that a time-out was in effect increased after grain
presentation, reached a peak 15%-25% through the in­
terval, and decreased thereafter. The temporal allocations
of time spent in stimulus change are very similar, regard­
less of whether stimulus change was produced and ter­
minated by a single operant keypeck or by locational oper­
ants in Experiment I.

Although only two interreinforcer intervals can be com­
pared, the probability functions in Figure 7 appear to pos­
sess the same proportional timing attributes as those ob­
tained with a locational operant in Experiment I. The
functions for two very different interval values super­
impose on one another quite well. This indicates that time
spent in time-out was allocated with respect to the propor­
tion of the interval that had elapsed rather than to the ab­
solute time since grain delivery. The within-subject com­
parison of time-out functions for locational and keypeck
responses further strengthens the assertion that they are



may be lower, but subjects may actually be spending more
time away from the reinforcer dispenser, producing a high
degree of stimulus change.

Finally, we found that both keypeck time-out and spa­
tial withdrawal are distributed with respect to proportional
rather than absolute time between reward presentations.
Rather than following a fixed time course, the probabil­
ity of both behaviors is sensitive to the time that has
elapsed since reward delivery relative to the total inter­
val between reinforcers. These data are consistent with
mathematical formulations of the temporal structure of
interim behavior and general activity presented by Gib­
bon (1977) andKilleen (1975). In light of subsequent work
in our laboratory (Campagnoni et al., 1986), this result
also suggests a fundamental temporal difference between
time-out activities, including spatial withdrawal, and other
interim behaviors such as schedule-induced attack and
polydipsia (cf. Falk, 1977; Staddon, 1977; Staddon &
Simmelhag, 1971). Attack (Campagnoni et al., 1986) and
polydipsia (Lawler & Cohen, 1985) occur earlier in the
interval and have a fixed onset and temporal pattern
regardless of the interval between reward deliveries.
Cohen, Looney, Campagnoni, and Lawler (1985) sug­
gested that this difference is a basis for distinguishing be­
tween two functionally and topographically distinct types
of interim behaviors.

In a broader context, the results of this study indicate
that the classic free-operant performance that emerges dur­
ing exposure to intermittent reinforcement includes the
interaction of two opposing motivational tendencies that
are reflected in two types of operants: those that serve
to assimilate and preserve the positive reward, and others,
maintained by stimulus change, that serve to accommo­
date the unavailability of reward. For some researchers
(e.g., Falk, 1977; Wasserman et al., 1974), this latter ten­
dency is thought of as a reaction to the aversiveness of
the dispenser area when a reinforcer is unlikely to occur.
In applying this idea to the possible origin of adjunctive
behaviors, Falk (1977) suggested that such behaviors stem
from a conflict between the opposing behavioral vectors
to approach and escape from intermittently available re­
inforcement. As evidence for the escape vector, Falk
pointed to the time-out literature and postulated that key­
pecking for stimulus change (time-out) is functionally
similar to, but perhaps not equivalent to, spatial retreat.
Although the present results do not lend support to the
aversiveness notion as discussed below, they do suggest
that keypeck for stimulus change and spatial retreat are
functionally homologous.

The idea that subjects are trying to change aversive
stimuli signaling nonreward in the postreinforcement
period is not universally accepted. Some investigators
have suggested that time-out and spatial retreat are main­
reined by the consequent presentation of novel stimuli and
not by the termination of aversive ones (Appel, 1963; Innis
& Honig, 1979; Zimmerman & Ferster, 1964). From this
perspective, Cohen et al. (1985) suggested that spatial
retreat and keypeck time-out serve equivalent exploratory
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functions. The fact that spatial retreat and keypeck time­
out in the present study, as well as in previous ones (e.g. ,
Innis & Honig, 1979), do not begin immediately after re­
inforcer termination is consistent with this alternative
view. If responding for stimulus change was an attempt
to escape stimuli signaling nonreward, it should be stron­
gest immediately following reward termination.

In conclusion, the results of these experiments suggest
that the tendency to change stimuli associated with inter­
mittent reward during the postreinforcer period is an in­
trinsic behavioral aspect of periodic reward and occurs
even when there is not an experimentally arranged con­
tingency available to the subject. Under natural conditions,
such intrinsic activities may serve the open-ended func­
tion of keeping the subject apprised of alternative cues
and sources of reinforcement.
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