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#### Abstract

The recall of hierarchically organized tonal sequences was investigated in two experiments. An adaptation of the technique of melodic dictation was employed, in which musically trained listeners notated each sequence after it was presented. Strong effects of sequence structure were obtained. Sequences whose tonal structure could be parsimoniously encoded in hierarchical fashion were recalled with a high level of accuracy. Sequences that could not be parsimoniously encoded produced substantially more errors in recall. Temporal segmentation was found to have a substantial effect on performance, which reflected grouping by temporal proximity regardless of tonal structure. The results provide evidence for the hypothesis that we encode tonal materials by inferring sequence structures and alphabets at different hierarchical levels, together with their rules of combination.


It is generally agreed that we can process serial information of considerable complexity when it is systematically organized and its organization is understood by the observer. Two related aspects of such processing have been emphasized. One is that we tend to group serial patterns into subsequences or "chunks" that are retained in unitary fashion. The other is that we tend to organize such "chunks" as hierarchies when given the opportunity to do so.

Much work on this issue has been performed with the use of verbal materials. It is clear from general experience that verbal items that form meaningful units are processed more easily than those that do not. For example, strings of words that form meaningful sentences are more easily perceived and remembered than the same words ordered in haphazard fashion. Similarly, strings of letters that form meaningful words are processed more readily than meaningless strings (Miller, 1956). Discussions concerning the hierarchical organization of sentence structure are to be found in Chomsky (1963), Chomsky and Miller (1963), Miller and Chomsky (1963), and Yngve (1960). Meaning and grammatical structure as chunking devices have been studied by Bower and Springston (1970), Johnson (1965, 1968), Laughery and Pinkus (1968), and Martin (1967), among others. Second, when sequences of letters and numbers form serial patterns, observers are able to infer the rules underlying these patterns and so encode them parsimoniously (Bjork, 1968; Fritzen \& Johnson, 1969;

[^0]Kotovsky \& Simon, 1973; Simon \& Kotovsky, 1963; Vitz \& Todd, 1967, 1969).

Other work on the subjective organization of serial patterns has employed nonverbal materials as stimuli. Restle (1970) and Restle and Brown (1970) have shown that we readily acquire serial patterns as hierarchies that reflect pattern structure. In their experiments, subjects were presented with a row of six lights that turned on and off in repetitive sequence, and their task was to predict which light would come on next. The sequences were structured as hierarchies of operators. For example, given the basic subsequence $\mathrm{X}=(12)$, then the operation M ("mirror image of X') produces the sequence 1265 , the operation $R$ ("repeat of X") produces 1212 , and the operation T ("transposition +1 of $\mathrm{X}^{\prime \prime}$ ) produces 1223 . By recursive application of such operations, long sequences can be generated that have compact structural descriptions. For example, the sequence 1212232365 655454 can be described as $\mathrm{M}(\mathrm{T}(\mathrm{R}(\mathrm{T})$ (1)))). By analyzing the processing of such sequences, it was demonstrated that the observer organizes such serial information in accordance with its structure. Further work has elaborated on these findings (Jones \& O'Hara, 1973; Restle, 1973).

The organization of sequences as hierarchically structured subsequences clearly occurs in music. Such organization has long been recognized by music theorists (Meyer, 1956, 1973; Salzer, 1962; Schenker, 1956, 1973) and has also been the subject of speculation among psychologists (Jones, 1974, 1978; Restle, 1970; Restle \& Brown, 1970; Simon \& Sumner, 1968). The present study investigated recall of tonal sequences that were systematically organized in hierarchical fashion. These were constructed in accordance with
a formulation developed by Deutsch and Feroe (Note 1) which builds on those of other investigators, notably Restle (1970), Simon (1972), and Simon and Sumner (1968), although departing somewhat from them. In this formulation, a melodic sequence is represented as a hierarchy of subsequences, each of which is described with respect to a particular alphabet. For example, Sequence 1 shown in Figure 1 can be represented as the elements of the G major triad $\mathrm{G},,, \mathrm{D},,, \mathrm{B},, \mathrm{G},$, , each of which is followed by a step down and then up the tone chromatic scale.

Our notation is given by the following rules:
(1) A structure is notated by $\left(\mathbf{A}_{1}, \mathbf{A}_{2}, \ldots, \mathrm{~A}_{\ell-2}\right.$, $A_{l-1}, *, A_{l+1}, A_{l+2}, \ldots, A_{n}$ ), where $A_{j}$ is one of the operators $\mathrm{n}, \mathrm{p}, \mathrm{s}, \mathrm{n}^{\mathrm{i}}$, or $\mathrm{p}^{\mathrm{i}}$.
(2) Each structure ( $\mathrm{A}_{1}, \mathrm{~A}_{2}, \ldots, *, \ldots, \mathrm{~A}_{n}$ ) has associated with it an alphabet, $\alpha$. We call the combination of a structure and an alphabet a sequence (or subsequence). This, together with the reference element R , produces a sequence of notes.
(3) The effect of each operator in a sequence is


Figure 1. Tonal sequences employed in Experiment 1.
determined by that of the operator closest to it but on the same side as the asterisk, ${ }^{*}$. The operator $n$ refers to traversing one step up the alphabet associated with the sequence. Similarly, the operator $p$ refers to traversing one step down this alphabet. The operator $s$ refers to remaining in the same position. The two further operators $\mathrm{n}^{\mathrm{i}}$ and $\mathrm{p}^{\mathrm{i}}$ refer to traversing up or down i steps along the alphabet, respectively. A string of length k of an operator A is abbreviated kA .
(4) The values of the sequence of notes ( $A_{1}$, $\left.\mathrm{A}_{2}, \ldots,{ }^{*}, \ldots, \mathrm{~A}_{n}\right), \alpha, \mathrm{R}$, where $\alpha$ is the alphabet and $R$ the reference element, can be obtained by taking the value of the asterisk to be that of $R$.
(5) To produce another sequence from the two sequences $A=\left(A_{1}, A_{2}, \ldots,{ }^{*}, \ldots, A_{m}\right), \alpha_{1}$, and $\mathrm{B}=\left(\mathrm{B}_{1}, \mathrm{~B}_{2}, \ldots, *, \ldots, \mathrm{~B}_{\mathrm{n}}\right), \alpha_{2}$, where $\alpha_{1}$ and $\alpha_{2}$ are two alphabets, we define a symbol [pr] (prime). $A[p r] B ; R$, where $R$ is the reference element, refers to assigning values to the notes produced from ( $\mathrm{B}_{1}$, $\left.B_{2}, \ldots, *, \ldots, B_{n}\right)$, such that the value of * is the same as the value of $A_{1}$, when the sequence $A$ is applied to the reference element $R$. Values are then assigned to the notes produced from ( $\mathrm{B}_{1}, \mathrm{~B}_{2}$, $\ldots,{ }^{*}, \ldots, B_{n}$ ), such that the value of * is the same as the value of $\mathrm{A}_{2}$, and so on. This gives a sequence of length $m \times n$.

To give an example, Sequence 1 of Figure 1 is notated as:

$$
\begin{aligned}
& \mathrm{A}=\left({ }^{*}, 3 \mathrm{p}\right) \mathrm{G}_{\mathrm{tr}} \\
& \mathrm{~B}=\left({ }^{*}, \mathrm{p}, \mathrm{n}\right) \mathrm{Cr} \\
& \mathrm{~S}=\mathrm{A}[\mathrm{pr}] \mathrm{B}, \mathrm{G}^{\mathrm{s}},
\end{aligned}
$$

where $\mathrm{G}_{\mathrm{tr}}$ indicates the G major triad, Cr the chromatic scale, and $G^{5}$ the reference element. Similarly, Sequence 2 of Figure 1 is notated as:

$$
\begin{aligned}
& \mathrm{A}=(*, 3 \mathrm{p}) \mathrm{G}_{\mathrm{tr}} \\
& \mathrm{~B}=\left(2 \mathrm{n},{ }^{*}\right) \mathrm{G}_{\mathrm{tr}} \\
& \mathrm{~S}=\mathrm{A}[\mathrm{pr}] \mathrm{B}, \mathrm{G}^{4} .
\end{aligned}
$$

One of the purposes of the present study was to compare the processing of sequences that can be parsimoniously represented according to the above rules with those that cannot. The sequences in Figure 1A, for instance, can be described in terms of a single higher order sequence of four elements that acts on a single lower order sequence of three elements.

The sequences shown in Figure 1B cannot be represented so parsimoniously. If we assume that the listener retains sequence structures as chunks, then clearly those sequences with parsimonious representations should impose a lighter memory load and so should be better recalled.

A second purpose of the present study was to investigate the role of temporal patterning in the processing of such sequences. As argued by Neisser (1967), such patterning can play a useful role in processing a structured series of elements, by serving to demarcate this structure. Studies employing strings of verbal materials have shown that we tend to recall sequences in accordance with their temporal grouping (Bower \& Winzenz, 1969; McLean \& Gregg, 1967; Mueller \& Schumann, 1894). This effect can be so strong as to mask grouping by meaning, and so to obliterate the advantage incurred by such grouping (Bower \& Springston, 1970).

Analogous results have been obtained with nonverbal materials. Restle (1972), using the light-switching task described above, found that inserting pauses between temporal groups either improved or disrupted performance depending on whether the pauses agreed or conflicted with pattern structure. Handel (1973) studied identification of repeating auditory patterns consisting of dichotomous elements differing in pitch. These were segmented by pauses, and it was found that compatible segmentation (e.g., an eight-element pattern segmented by two) resulted in excellent performance, but incompatible segmentation (e.g., an eight-element pattern segmented by three) led to poor performance. Dowling (1973) presented five-note phrases in lists of four phrases separated by pauses. Recognition of a single five-note phrase was superior when its components had been presented in the same temporal segment to recognition when they had not.

Given the above findings, it was predicted that temporal grouping would have a strong effect on processing the present sequences also. Grouping in accordance with sequence structure was expected to result in somewhat enhanced performance, and grouping in conflict with sequence structure to result in performance decrements.

## EXPERIMENT 1

## Method

Procedure. On each trial, subjects were presented with a sequence of 12 tones, which they recalled in musical notation. All sequences were in the key of $G$, and each sequence was preceded by $G^{5}$, which served both as a cue and also as an anchor tone. Before the experiment began, the subjects were presented with three practice sequences for notation, each in one of the three temporal configurations to be employed.

Conditions. Four structured sequences were employed in the experiment, and these are shown in Figure 1A. It can be seen that each consisted of a higher level subsequence of four elements that acted on a lower level subsequence of three elements. From each
of these sequences, another sequence was constructed, which consisted of the identical set of tones, but arranged in haphazard fashion. The average interval size between adjacent tones in the unstructured sequences taken overall was nearly identical to the average interval size between adjacent tones in the structured sequences. The four unstructured sequences are shown in Figure 1B.

The eight sequences were all presented in each of three temporal configurations. In the first configuration, the tones were spaced at equal intervals; in the second, they occurred in four groups of three; and in the third, they occurred in three groups of four. The eight sequences were presented three times in succession in different random orders, and the three temporal configurations for each sequence were also ordered at random.

There were, therefore, six conditions in the experiment. In Conditions 0S, 3S, and 4S, the sequences were structured. In Condition 0S, they were presented with no temporal segmentation. In Condition 3S, they were temporally segmented in groups of three so that segmentation was in accordance with sequence structure. In Condition 4S, they were temporally segmented in groups of four, so that segmentation was in conflict with sequence structure. In Conditions $0 \mathrm{U}, 3 \mathrm{U}$, and 4 U , the sequences were unstructured. In Condition 0U, they were presented with no temporal segmentation; in Condition 3U, they were segmented in groups of three; and in Condition 4U, they were segmented in groups of four.

Stimulus parameters. All tones were taken from the equaltempered scale (International pitch; $\mathrm{A}=435 \mathrm{~Hz}$ ). The frequencies employed (in hertz) were $\mathrm{G}=194, \mathrm{~B}=244, \mathrm{D}=290, \mathrm{~F} \#=366$, $\mathrm{G}=388, \mathrm{~A} \#=461, \mathrm{~B}=488, \mathrm{C}=517, \mathrm{CH}=548, \mathrm{D}=581, \mathrm{E}=652$, $\mathrm{FH}=732$, and $\mathrm{G}=775$. All tones were 300 msec in duration. For sequences with no temporal segmentation (Conditions OS and 0U), all tones were followed by $300-\mathrm{msec}$ pauses. For sequences segmented in four groups of three (Conditions 3 S and 3 U ), pauses between tones within a group were 150 msec , and pauses following groups were 600 msec . For sequences segmented in three groups of four, pauses between tones within a group were 100 msec , and pauses following groups were 900 msec . These temporal parameters were chosen so that the sequences produced wellformed rhythmic patterns and so that the duration of each sequence was the same for each temporal configuration. A 1 -sec tone of 775 Hz preceded each sequence by 5 sec . All tones were at equal amplitude.
Apparatus. Tones were produced as sine waves by a Wavetek function generator controlled by a PDP 11/03 computer and were recorded on tape. The tape was played to subjects on a highquality tape recorder through loudspeakers.
Subjects. Twelve students at the University of California, San Diego, served as subjects for the experiment and were paid for their services. All the: subjects had had at least 8 years of musical training and claimed to be reasonably adept at melodic dictation. Apart from this, there was no selection procedure. The subjects were naive concerning the purposes of the experiment.

## Results

Table 1 shows the percentages of tones correctly recalled in their correct serial positions in the different conditions of the experiment. It can be seen that large effects of both sequence structure and temporal segmentation were obtained. For structured sequences that were segmented in accordance with sequence structure (Condition 3S), the performance level was extremely high. For structured sequences with no temporal segmentation (Condition OS), the performance level again was very high, although slightly lower. However, for sequences that were segmented in conflict with sequence structure, the performance

| Table 1 <br> Percent Correct Recell (PC) of Tones in Correct <br> Serial Positions in Experiment 1 |  |
| :--- | :--- |
| Condition | PC |
| Sequences Structured in Groups of Three |  |
| 0S. Not temporally segmented | 93.5 |
| 3S. Temporally segmented in groups of three | 99.3 |
| 4S. Temporally segmented in groups of four | 69.2 |
| Sequences Unstructured |  |
| OUU Not temporally segmented | 52.0 |
| 3U. Temporally segmented in groups of three | 63.2 |
| 4U. Temporally segmented in groups of four | 62.3 |

level was considerably reduced. For unstructured sequences (Conditions 3U, 0U, and 4U), performance levels were considerably lower than for structured sequences that were either not segmented or were segmented in accordance with sequence structure.

A three-way analysis of variance was performed, with structure and temporal segmentation as fixed effects and subjects as a random effect. The effect of structure was highly significant $[F(1,11)=92.71$, $\mathrm{p}<.01]$, as was the effect of temporal segmentation $[\mathrm{F}(2,22)=11.93, \mathrm{p}<.01]$. The effect of subjects was also significant $[\mathrm{F}(11,216)=4.89, \mathrm{p}<.01]$. An issue of major importance was the interaction between structure and temporal segmentation. This was found to be highly significant $[\mathrm{F}(2,22)=25.06, \mathrm{p}<.01]$, reflecting the deleterious effect of incompatible segmentation of the structured sequences. No other interactions were significant.

Figure 2 displays the serial position curves for the different conditions of the experiment. Typical bowshaped curves are apparent, and, in addition, discontinuities occur at boundaries between temporal groups. This type of configuration, which is very similar to that obtained by Bower and Winzenz (1969) with the use of verbal materials, implies that temporal groups tend to be coded as units or chunks and to be retained or lost independently. A further measure of interitem association is the transition shift probability (TSP), defined as the joint probability of either a correct response following an error on the previous item or of an error following a correct response on the previous item (Bower \& Springston, 1970). If groups of elements tend to be retained or lost as chunks, then the TSP values should be smaller for transitions within a chunk and larger for the transition into the first element of a chunk. Figures 3 and 4 display the TSP values for sequences segmented in temporal groups of three (Conditions 3 S and 3 U ) and temporal groups of four (Conditions 4 S and 4 U ), respectively. The TSP after each pause is shown by shading. It can be seen that the TSPs are larger on the first element of each temporal group than on the other elements. This is expected on the assumption that pauses serve to define subjective chunks that tend to be retained or lost independently of each
other, and the results are again very similar to those obtained for verbal materials (Bower \& Springston, 1970).

A further point of interest concerns the subjects' sensitivity to the musical alphabets employed in each sequence. As shown in Figure 1, four sequences employed a triadic alphabet exclusively (the three notes G, B, and D), two employed a major diatonic alphabet (the seven notes G, A, B, C, D, E, and F\#), and two included other notes from the 12tone chromatic scale. Of the 12 subjects in the experiment, six stayed entirely within the alphabet of the particular sequence they were notating. Thus, for example, in notating a sequence based on the triadic alphabet, all their incorrect responses were within that alphabet. Five more subjects produced between them a total of 15 responses that deviated from the alphabet of the sequence they were notating. The remaining subject made 26 such errors. Thus, although substantial individual differences were apparent, most of the subjects showed a remarkable sensitivity to alphabet in their responses.

## EXPERIMENT 2

In Experiment 1, the structured sequences all consisted of a higher level subsequence of four elements


Figure 2. Percentage of tones correctly recalled at each serial position in the different conditions of Experiment 1.


Figure 3. Transition shift probabilities for sequences segmented in temporal groups of three in Experiment 1.


Figure 4. Transition shift probabilities for sequences segmented in temporal groups of four in Experiment 1.
that acted on a lower level subsequence of three elements. Thus, appropriate segmentation was always in groups of three and inappropriate segmentation in groups of four. One might, therefore, argue that the superior performance found for structured sequences was due simply to an advantage conferred by the size of temporal group. Experiment 2 was designed to control for this possibility. Two types
of sequence structure were here employed. In the first, a higher level subsequence of four elements acted on a lower level subsequence of three elements; in the second, a higher level subsequence of three elements acted on a lower level subsequence of four elements. Superior recall was expected for sequences in which the number of elements in the lower level subsequence corresponded to the number within a temporal group, compared with sequences in which these numbers did not correspond. In addition to temporal segmentation in groups of three and four, segmentation in groups of two was examined. It was expected that for sequences in which the lower level subsequence consisted of three elements, such segmentation would result in considerable performance decrements, since it would conflict with sequence structure. However, for sequences in which the lower level subsequence consisted of four elements, such segmentation would be less disruptive, since pauses would still be placed between structural groups.

## Method

Procedure. The procedure was identical to that in Experiment 1.
Conditions. Eight sequences were employed in the experiment, and these are shown in Figure 5. Four of these, shown in Figure 5 A , consisted of a higher level subsequence of four elements that acted on a lower level subsequence of three elements. The other four, shown in Figure 5B, consisted of a higher level subsequence of three elements that acted on a lower level subsequence of four elements. These eight sequences were each presented in three temporal configurations. In the first, the tones occurred in six groups of two; in the second, they occurred in four groups of three; and in the third, they occurred in three groups of four. The eight sequences were presented three times in succession in different random orders, and the three temporal configurations for each sequence were also ordered at random.

There were, therefore, six conditions in the experiment. In Conditions 3-2, 3-3, and 3-4, the sequences were structured so that the lower level subsequences consisted of three elements, and they were temporally segmented in groups of two, three, and four, respectively. In Conditions $4-2,4-3$, and $4-4$, the sequences were structured so that the lower level subsequences consisted of four elements, and they were temporally segmented in groups of two, three, and four, respectively.

Stimulus parameters. All tones were taken from the equaltempered scale (International pitch; $A=435 \mathrm{~Hz}$ ). The frequencies employed (in hertz) were: $\mathrm{B}=244, \mathrm{D}=290, \mathrm{~F} \#=366, \mathrm{G}=388$, $\mathrm{A}=435, \mathrm{~A} \#=461, \mathrm{~B}=488, \mathrm{C}=517, \mathrm{C} \#=548, \mathrm{D}=581, \mathrm{E}=652$, $\mathrm{F} \#=732$, and $\mathrm{G}=775$. All tones were 300 msec in duration. For sequences segmented in groups of two (Conditions 3-2 and 4-2), pauses between tones within a group were 100 msec and pauses following groups were 500 msec . For sequences segmented in groups of three (Conditions 3-3 and 4-3), pauses between tones within a group were 150 msec and pauses following groups were 600 msec . For sequences segmented in groups of four (Conditions 3-4 and 4-4), pauses between tones within a group were 100 msec and pauses following groups were 900 msec . These temporal parameters were chosen so that all sequences produced well-formed rhythmic patterns, and the duration of each sequence was the same for each temporal configuration. As in Experiment 1, a 1-sec tone of 775 Hz preceded each sequence by 5 sec . All tones were at equal amplitude.

Apparatus. The apparatus was identical to that in Experiment 1.
Subjects. Ten students at the University of California, San Diego, served as subjects in the experiment and were paid for their services. These had not participated in Experiment 1 and were


Figure 5. Tonal sequences employed in Experiment 2.
naive concerning the purposes of the experiment. They had had at least 8 years of musical training and claimed to be reasonably adept at melodic dictation. Apart from this, there was no selection procedure.

## Results

Table 2 shows the percentages of tones correctly recalled in their correct serial positions in the different conditions of the experiment. It can be seen that for both types of sequence structure, the performance level was very high when the sequences

Table 2
Percent Correct Recall (PC) of Tones in Correct Serial Positions in Experiment 2

| Condition | PC |
| :--- | :---: |
| Sequences Structured in Groups of Three |  |
| 3-2. Temporally segmented in groups of two | 45.4 |
| 3-3. Temporally segmented in groups of three | 93.1 |
| 3-4. Temporally segmented in groups of four | 50.6 |
| Sequences Structured in Groups of Four |  |
| 4-2. Temporally segmented in groups of two | 80.8 |
| 4-3. Temporally segmented in groups of three | 52.9 |
| 4-4. Temporally segmented in groups of four | 85.4 |

were segmented in accordance with structure (Conditions 3-3 and 4-4). It can also be seen that the performance level was considerably lower when temporal segmentation was in conflict with sequence structure (Conditions 3-2, 3-4, and 4-3). When pauses were placed both between and within structural groups (Condition 4-2), the performance level was slightly lower than when the pauses were placed only between groups, but was considerably higher than when the pauses conflicted with sequence structure.

A three-way analysis of variance was performed, with size of structural unit and size of temporal unit as fixed effects and subjects as a random effect. The effect of size of structural unit was significant $[F(1,9)=$ $8.162, \mathrm{p}<.025$ ]. The effect of size of temporal unit was not significant $[F(2,18)=3.176, p>.05]$. The effect of subjects was significant $[F(9,180)=9.124$, $\mathrm{p}<.01]$. The issue of importance in the experiment was the interaction between size of structural and size of temporal unit. This was found to be very highly significant $[\mathrm{F}(2,18)=67.131, \mathrm{p}<.01]$, reflecting the deleterious effect of incompatible segmentation. No other interactions were significant.

Figure 6 displays the serial position curves for the different conditions of the experiment. It can be seen that, as in Experiment 1, discontinuities appear at temporal group boundaries, reflecting the formation of subjective chunks on the basis of temporal proximity. As a further investigation of the basis for subjective chunking, the following analysis was performed. For Conditions 3-4 and 4-3, the proportion of chunks that were notated without error was calculated both for assumed chunks of size 3 and also for assumed chunks of size 4 . (The same data from both conditions were therefore used for these two calculations.) These proportions are shown in Table 3. It can be seen that more chunks of size 3 were correctly recalled in their entirety when the sequences were presented in temporal groups of three and were structured in groups of four (Condition 4-3) than when they were presented in temporal groups of four and structured in groups of three (Condition 3-4). Similarly, more chunks of size 4 were correctly recalled in their entirety when the sequences were presented in temporal groups of four but structured in groups of three (Condition 3-4) than when they were presented in temporal groups of three and structured in groups of four (Condition 3-4).

A three-way analysis of variance was performed, with type of structure and assumed chunk size as fixed effects, and subjects as a random effect. The effect of subjects was significant $[F(9,120)=4.999, p<.01]$. The effect of type of structure was not significant ( $\mathrm{F}<1$ ). The effect of assumed chunk size was significant $[\mathrm{F}(1,9)=9.113, \mathrm{p}<.01]$, presumably reflecting the greater probability of recalling three, rather than four, items in a row correctly. The comparison of importance here was the interaction between type of


Figure 6. Percentage of tones correctly recalled at each serial position in the different conditions of Experiment 2.

Table 3
Proportion of Chunks of Assumed Sizes 3 and 4 Recalled Without Error in Conditions 3-4 and 4-3 of Experiment 2

| Assumed Chunk <br> Size | Condition |  |
| :---: | :---: | :---: |
|  | $3-4$ | $4-3$ |
| 3 | 36.3 | 41.9 |
| 4 | 44.0 | 26.7 |

Note-In Condition 3-4, structural groups consisted of three elements and temporal groups of four elements. In Condition 4-3, structural groups consisted of four elements and temporal groups of three elements.
structure and assumed chunk size. This was highly significant $[F(1,9)=33.574, \mathrm{p}<.01]$, reflecting the formation of subjective chunks on the basis of temporal proximity.

Finally, the issue of sensitivity to alphabet was again examined. As can be seen from Figure 5, three of the sequences employed a triadic alphabet exclusively, three employed a diatonic alphabet, and two included tones from the chromatic scale. Of the 10 subjects in the experiment, five stayed entirely within the alphabets of the particular sequence they were notating. Two subjects produced between them a total of three responses that deviated from these alphabets, one subject made 10 such errors, and the last two made 27 and 28, respectively. Thus, as in Experiment 1, a considerable sensitivity to alphabet
was demonstrated, although marked individual differences were obtained.

## DISCUSSION

The two experiments reported here lead to several conclusions. First, they demonstrate that listeners perceive hierarchical structures that are present in tonal sequences and can utilize such structures in recall. For the structured sequences employed in the study, the listener need only retain two chunks of three or four items each (together with their alphabets, the reference element, and a single rule of combination). However, for the unstructured sequences, no such parsimonious encoding was possible. The unstructured sequences, therefore, imposed a much heavier memory load, with resultant performance decrements.
Second, the experiments demonstrate that temporal segmentation has a profound effect on perceived structure, as has been noted by others with the use of different stimulus materials (Bower \& Springston, 1970; Dowling, 1973; Handel, 1973; Restle, 1972). Temporal segmentation in accordance with sequence structure resulted in somewhat enhanced performance, but temporal segmentation in conflict with sequence structure led to severe performance decrements. The shapes of the serial position curves, the TSP profiles, and the proportions of temporal vs. structural chunks recalled in their entirety also demonstrated grouping in accordance with temporal proximity rather than sequence structure. According to the present formulation, when such grouping is in conflict with sequence structure, there results a less parsimonious representation. For example, Sequence 3 of Experiment 1 would be encoded in the absence of temporal segmentation as:

$$
\begin{aligned}
& \mathrm{A}=\left({ }^{*}, 3 \mathrm{n}\right) \mathrm{G} \\
& \mathrm{~B}=\left(2 \mathrm{p},{ }^{*}\right) \mathrm{G} \\
& \mathrm{~S}=\mathrm{A}[\mathrm{pr}] \mathrm{B}, \mathrm{D}^{5},
\end{aligned}
$$

where $G$ indicates the $G$ major scale and $D^{5}$ the reference element.

However, with temporal segmentation in groups of four, this sequence would be represented as:

$$
\begin{aligned}
& \mathrm{A}=\left(*, 2 \mathrm{n}^{2}\right) \mathrm{G} \\
& \mathrm{~B}=\left(2 \mathrm{p}, \mathrm{n},{ }^{*}\right) \mathrm{G} \\
& \mathrm{C}=\left(\mathrm{p}, \mathrm{n}, \mathrm{p}, *^{*}\right) \mathrm{G} \\
& \mathrm{D}=\left(\mathrm{n}, 2 \mathrm{p},{ }^{*}\right) \mathrm{G} \\
& \mathrm{~S}=\mathrm{A}[\mathrm{pr}](\mathrm{B}, \mathrm{C}, \mathrm{D}) ; \mathrm{C}^{5} .
\end{aligned}
$$

Thus, four chunks would need to be encoded and retained, together with their rules of combination and alphabets. Other structured sequences, especially those involving the chromatic scale, would require an even more elaborate representation when temporally segmented in conflict with sequence structure.

A third point to be noted from these experiments is that listeners appear to retain information concerning alphabet independently of structure, as suggested by the present formulation. There was a very strong tendency for incorrectly notated sequences to remain within the alphabets presented.

The very high level of performance for structured sequences in this experiment stands in sharp contrast to the poor performance obtained when subjects make pitch-recognition judgments involving single tones that are separated by a sequence of interpolated tones chosen at random from the 12 -tone chromatic scale (Deutsch, 1970, 1975). Differences in the subject populations employed in the two sets of experiments may well have been responsible in part, but this was probably not the major factor. It would appear that the superior performance levels obtained here were due largely to the projection of tonal information onto highly overlearned alphabets, together with the opportunity for parsimonious encoding. These results, therefore, do not primarily reflect memory for pitch (or even interval, since the lower level subsequences often involved different intervals when they were realized with respect to different elements of the higher level subsequences), but rather memory for a set of abstractions.
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