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Alternatives to a table of criterion values
in signal detection theory
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Gardner, Dalsing, Reyes, and Brake (1984) supplied a table of criterion values ({3) related to
hit and false-alarm rates in signal detection theory. Other methods ofcalculating {3 are suggested
as more accurate alternatives to using that table. A short computer program is provided to calcu­
late {3 and the sensitivity index d',
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where Hand F are the ordinates of the standard normal
distribution at the points where the tail areas of the dis­
tribution are equivalent to the hit rate and the false-alarm
rate, respectively. That is, H is the ordinate of the signal­
plus-noise distribution at the criterion, and F is the or­
dinate of the noise-alone distribution at the criterion.
Gescheider (1985, chap. 4) and Hochhaus (1972) con­
cisely described computation of {3.

To test the accuracy of the Gardner et al. (1984) table,
{3 values were calculated by Equation 1 using the 10­
decimal values of the ordinate of the normal distribution
in Pearson and Hartley (1972, pp. 153-155). Values were
calculated for each pair of hit and false-alarm rates given
in the table. The resulting test values were then rounded
to two decimals and compared with the tabled values.
Nearly 7% of the 4,950 entries in the table differed from
the test values; the largest discrepancy was .03. The er-

Gardner, Dalsing, Reyes, and Brake (1984) presented
a table of criterion values ({3) for use with signal detec­
tion theory (Green & Swets, 1966; Swets, 1964). The ta­
ble gives two-decimal {3 values for various combinations
of hit and false-alarm rates. Related tables were published
earlier: Elliott (1964) tabulated a measure of sensitivity
(d'), another major parameter in signal detection theory;
Freeman (1973) tabulated both d' and {3; Hochhaus (1972)
provided a table to assist in calculation of d' and {3.
McGowan and Appel (1977) developed APL functions to
compute d', {3, and analogous nonparametric measures.

The magnitude of {3 indicates the stringency of the
criterion an observer uses in deciding to report detection
of a signal. High {3 signifies a strict criterion; low {3 sig­
nifies a lax criterion. {3 can be determined from the rela­
tionship between (1) the proportion of trials in which the
observer reports a signal when the signal is present (the
hit rate) and (2) the proportion of trials in which the ob­
server reports a signal when the signal is absent (the false­
alarm rate). Values of {3 are calculated by the equation

{3 = HIF, (1)

rors occur primarily at low levels of the false-alarm rate,
but every page of the table contains some errors.

ALTERNATIVES TO THE TABLE

Although the errors in the Gardner et al, (1984) table
are not crucial, accurate values are desirable. Two
computer-assisted methods of calculating {3 are suggested.

In the first method, the computer routine inserts ap­
propriate ordinate values directly into Equation 1, as was
done in obtaining the test values. To evaluate rates from
.01 to .99 in increments of .01 (the arguments in the
Gardner et al., 1984, table), 50 ordinate values must be
stored. Sufficiently precise values should be used to en­
sure the level of accuracy desired in the (3 values.

The second method neither requires storage of ordinate
values, nor is limited to evaluation of rates of particular
size. It estimates the standard normal deviates (z) cor­
responding to the hit and false-alarm rates, then calcu­
lates the ordinate at each z by the equation y =
1/(2'1I/h exp(- z2/2), and finally applies Equation 1 to ob­
tain {3. Figure 1 shows a program, in Microsoft BASIC,
that performs these calculations. The estimation of z is
accomplished by a portion of Beasley and Springer's
(1977) approximation of the inverse normal distribution
function, as proposed by Brophy (1985).

The program was tested by the method used to test the
Gardner et al, (1984) table but without rounding the test
values. The maximum absolute error of {3 values calcu­
lated by the program was .0003. Thus, the program
deserves consideration as a more accurate alternative to
the table.

The program also calculates d', which is defined as
(ZH-ZF) , where ZH and ZF are the z-values whose
lower-tail areas correspond to the hit rate and the false­
alarm rate, respectively. Because the maximum absolute
error of z-values estimated by the program is .00020
(Brophy, 1985), the values of d' have a maximum abso­
lute error of .0004.

Use of d' and {3 assumes that the signal and noise dis­
tributions are normal and of equal variance. In the com­
mon case of unequal variance, {3 is usually an adequate
index of relative criterion stringency unless the rates are
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10 INPUT"HIT RATE "; H
20 INPUT"FALSE-ALARM RATE "; F
30 P=H: GOSUB 80: ZH=Z: YH=Y
40 P=F: GOSUB 80: ZF=Z: YF=Y
50 D=ZH-ZF: PRINT"D' ="; D
60 B=YH/YF: PRINT"BETA ="; B
70 END
80 K=-l: IF P>.5 THEN P=l-P: K=l
90 IF P<lE-05 THEN Z=4.3: GOTO 110
100 R=SQR(-LOG(P}}: Z=(((2.321213*R

+4.850141}*R-2.297965}*R-2.787189}
/ ((1. 6370 68*R+3. 543889 )*R+1}

110 Y=.3989423*EXP(-Z*Z/2}: Z=Z*K:
RETURN
Figure 1. BASIC program to calculate d' and {J.

extreme, but d' shouldbeadjusted(Theodor, 1972). Other
sensitivity and criterion measures (e.g., Grier, 1971;
Simpson & Fitter, 1973) are available for use with un­
equal variances or nonnormal distributions.
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