
Perception & Psychophysics
1985, 37, 467-470

Letter-naming as a function of intensity,
degradation, S-R compatibility, and practice

B. L. EVERETT, LARRY HOCHHAUS, and JOE RAY BROWN
Oklahoma State University, Stillwater, Oklahoma

The purpose of the present experiment was to evaluate the effects of visual stimulus intensity,
visual degradation, stimulus-response compatibility, and practice on vocalization latency in a
letter-naming task. By means of a factorial design, 12 college students each received all treat
ment combinations across each of 3 days. Analysis ofvariance showedthat each of the fourmanipu
lations had a significant effect on mean letter-naming time, but no two-factor or higher order
interaction was significant. Error rate was affected only by degradation. Using the logic of the
additive factor method, the data are consistent with Sanders' (1983) four-stage model of visual
character identification in which recognition intensity, degradation, compatibility, and practice
affect serial stages corresponding to preprocessing, feature extraction, response choice, and motor
adjustment operations. When the less restrictive assumptions ofMcClelland's (1979) cascade model
are applied, the data permit the inference of multiple processes and support the conclusion that
at least three hypothetical components represent information processing in the task.

The experiment to be described was conducted to evalu
ate the manner in which intensity, degradation, stimulus
response compatibility, and practice affect vocalization
latency in a letter-naming task. Prior research that used
pairwise contrasts provides evidence that intensity, degra
dation, and compatibility show additive contributions to
mean response latency, but to date all have not been exa
mined within a single experiment. We felt it was impor
tant to incorporate each of these variables into the present
experiment. Such research could confirm the earlier
studies which had shown pairwise additivity in subsets
of the intensity, degradation, and compatibility manipu
lations. Also, the higher-order interaction component of
the three variables could be determined. In addition, by
including practice in the design, it might be possible to
determine the manner in which practice reduces vocali
zation latency in the letter-naming task.

We adopted the perspective of the discrete stages model
of the decision process with the practical understanding
that its strict assumptions are frequently difficult to satisfy
in even the most careful laboratory tests. Discrete stage
models (Donders, 1869/1969; Sternberg, 1967) make
three assumptions: that stages exist, that total decision time
is the sum of component stage durations, and that the in
formation output of a stage is independent of its duration.
(See Pachella, 1974; Salthouse, 1981; Sanders, 1980; and
Sternberg, 1969, for reviews.) The logic of the additive
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factor method (Sternberg, 1969) dictates that if multiple
independent variables show additive contributions to mean
response latency, the variables probably affect indepen
dent stages of processing. Conversely, if variables are in
teractive in decision-time effects, the variables probably
affect a common stage of processing.

A variety of experiments have reported the effects of
different pairs of intensity, degradation, and compatibil
ity variables on recognition processes. Most are consis
tent with an independent stage conceptualization of visual
character recognition. Stimulus intensity and visual degra
dation have been shown to produce additive contributions
to total decision time (Frowein, Gaillard, & Varey, 1982;
Sanders, 1980). Similarly, stimulus degradation and stim
ulus-response compatibility are also additive (Frowein,
1981; Sanders, 1970, 1977; Shwartz, Pomerantz, &
Egeth, 1977, Experiment 2; Sternberg, 1969; Tharp,
Rundell, Lester, & Williams, 1974). Additive effects have
also been produced by stimulus intensity and stimulus
response compatibility (Sanders, 1977; Shwartz et al.,
1977, Experiment 1).

Using a somewhat atypical definition of stimulus
. response compatibility, Stanovich and Pachella (1977)
found an interaction effect of visual stimulus intensity and
"S-R compatibility." They defined degree of compati
bility as the difference between spoken versus typed
responses. Sanders (1980) suggested that the interaction
of intensity and compatibility in the data ofStanovich and
Pachella could be explained by methodological problems.
A near-threshold value in their low-intensity condition
may have produced a distorted signal. Additionally,
Stanovich and Pachella's subjects were not highly prac
ticed. This was especially true in the "incompatible" task,
in which the fingers on left and right hands were sequen
tially assigned the numbers 1-8. Questions about the in-
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terpretation of Stanovich and Pachella's data suggest that
their results are not detrimental to the view that intensity,
degradation, and compatibility affect independent stages.

The results of the experiments reviewed above are
neatly summarized by a recent stage model proposed by
Sanders (1983). According to this view, four stages
(preprocessing, feature extraction, response choice, and
motor adjustment) represent important independent com
ponents of the character-recognition process. Sanders sug
gests that each hypothetical stage is identifiable by a
specific marker variable. The first three stages, respec
tively, correspond to experimental manipulations of in
tensity, degradation, and compatibility. A fourth varia
ble, time uncertainty, not covered by the present review,
is suggested by Sanders as a marker for the final, motor
adjustment stage.

Based on prior experiments and on Sander's theoreti
cal model, we hypothesized that, when combined in a sin
gle multifactor experiment, intensity, degradation, and
stimulus-response compatibility were mutually indepen
dent in their contributions to letter-naming time. We were
less certain of what to expect concerning the practice vari
able. Although letter-naming is a highly overlearned ac
tivity, pilot data had indicated that improvement with prac
tice was likely.

METHOD

Subjects
The subjects were 12 college graduate and undergraduate stu

dents, 20 to 35 years of age. Undergraduates were given a small
amount of extra credit in their psychology class for participation.
All subjects were tested individually on each of 3 days.

Apparatus
An APPLE II microcomputer, modified according to Reed (1979),

and a Sanyo video monitor (Model VM 4509) were used to present
2.7 x 2 em white block letters on the 15 x 19.5 em video screen.
Twenty-four letters (Y and Z excluded) were presented. Intensity
(contrast) was controlled by means of a device described by Hoch
haus, Carver, and Brown (1983).

The degradation variable was provided by superimposing a 2.5
x 2 em black and white checkerboard mask over the printed let
ter. Squares within the mask were 5 x 4 mm. On low intensity,
degraded-target trials, the contrast of both the mask and target let
ter was reduced. Luminance values in the standard condition were
0.03 cd/m" (background) and 141.5 cd/m" (white figure). Cor
responding values in the low intensity condition were 0.03 and 3.77
cd/m", respectively. A sound-activated relay and microphone was
used to detect onset of the spoken responses. Vocalization latency
was defined as the period from the onset of the visual stimulus let
ter to the onset of the vocal response and was recorded by a soft
ware clock (Price, 1979).

Procedure
Subjects were asked to perform the task as quickly as possible

while minimizing errors. They were told that different intensities
would be shown and that a mask would sometimes be present. In
the compatible condition, subjects named, then (in order to record
accuracy) typed, the letter presented. In the incompatible condi
tion, subjects named, then typed, the next letter of the alphabet (e.g.,
shown A, say, type B, etc.). Prior to each letter presentation, the
subjects were informed on the screen whether the next trial was
to be performed by means of "standard responses" (compatible)

or by means of "coded responses" (incompatible). Through ran
domization, however, the subjects were unaware of which inten
sity or degradation condition would appear on a given trial.

Trials were subject-paced and were administered in blocks of 48
letters. Each block (about 10 min) consisted of two presentations
of each of the 24 letters in a random order. Each combination of
treatment conditions was presented equally often in each block, and
across blocks the assignment of letters to treatment conditions was
balanced. Day 1 consisted of one practice block; Days 2 and 3 each
consisted of one practice block followed by four test blocks. Feed
back based on accuracy was given after each block of trials by the
computer. The subjects were told to (1) "speed up" (errors < 1%),
(2) "stay the same speed" (errors = 2%), or (3) "slow down"
(errors> 2%).

RESULTS

Data from the practice day and the practice blocks of
test days were excluded from analysis. Values of mean
correct naming time were evaluated by a 2 x 2 x 2 x 2
repeated measures variance analysis. Factors and their
levels were days (Day 2 vs. Day 3), intensity (low vs.
high), degradation (intact vs. degraded), and compatibil
ity (compatible vs. incompatible). All main-effect
hypotheses and all interaction terms were evaluated. The
proportions of total naming-time treatment variance were
also estimated for each main and interaction effect. Due
to the nature of the present experimental design, however,
estimates of variance components including error terms
couldnotbemade (Ostle, 1963;Vaughn& Corballis, 1969).

Figure 1 shows the mean correct vocalization latency
for each combination of treatment conditions. Error rates
are shown in parentheses. Treatment variance components
and the results of the significance tests of mean correct
vocalization time and percent error are summarized in Ta
ble 1. In the vocalization-time analysis, main effect differ
ences (and proportion of treatment variance explained)
for days, intensity, degradation, and compatibility were
100 msec (4%), 40 msec (1%), 110 msec (6%), and
425 msec (88%), respectively. Each difference is statisti
cally reliable. No interaction term reached statistical sig
nificance in the vocalization-time analysis, but the days
x intensity interaction appreached reliability. The com
bination of all two-factor and higher-order interactions
accounted for less than 1% of the total vocalization-time
treatment variability.

Analysis of percent errors revealed highly accurate task
performance (M = .8%, SD = .4%). As shown in Ta
ble 1, only the degradation factor significantly affected
error rate. There were more errors when stimuli were
degraded (1 %) than when they were intact (.6%). Effects
on errors produced by the compatibility and the degrada
tion x compatibility interaction factors approached reli
ability. Error rates for the various combinations oftreat
ment conditions are shown in parentheses in Figure 1.

DISCUSSION

These data were analyzed from the perspective of the
additive factor method, which assumes a stage model
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Figure 1. Mean reaction time as a function of visual stimulus intensity, visual degradation, stimulus-response
compatibility instructions, and practice. Error rates are shown in parentheses.

Table 1
F Tests of Mean Reaction Time and Percent Error as a Function

of Days of Practice, Intensity, Degradation,
and Stimulus-Response Compatibility

Many authors challenge the presuppositions of stage
models (e.g., Eriksen & Schultz, 1979; Grice, Nullmeyer,
& Spiker, 1982; McClelland, 1979; Schweikert, 1983;
Taylor, 1976; Turvey, 1973). These writers show that
when one or more of the stage-model assumptions are
relaxed, additive and interactive decision-time effects be
come multiinterpretable. McClelland's (1979) highly for
malized continuous processing model provides a specific
comparison of inferences permitted by stage-model as
sumptions with his cascade-model alternative. McClel
land's model permits overlap in subprocesses and also as
serts that manipulations may affect rate of processing or
may affect the output of a subprocess (that is, change the
speed-accuracy tradeoff curve asymptote). By this view,

F Values

characterization of the decision process. The mutual in
dependence of the four variables, intensity, degradation,
compatibility, and practice, implies the operation of at
least four stages in the present letter-naming task. As such,
the results are consistent with Sander's (1983) four-stage
model, with practice impacting the final, motor
adjustment stage of processing. According to this view,
Stages 1-4 (preprocessing, feature extraction, response
choice, and motor adjustment) are influenced by stimu
lus intensity, masking degradation, stimulus-response
compatibility, and practice, respectively. If these infer
ences are correct, one would predict an interaction of prac
tice and time uncertainty based on the Sanders model and
the present results.

The significant effect of degradation on errors suggests
caution in evaluating the additive naming-time effects of
degradation with other variables. As Pachella has fre
quently noted, small changes in accuracy, especially when
accuracy is high, can cause substantial changes in deci
sion time (e.g., Pachella, 1974). Influences produced by
shifts on the curve relating speed and accuracy could,
therefore, serve to mask interaction effects involving
degradation and other variables.

Gamer (1974) has noted that experimental manipula
tions may beeither state limiting, that is, may affect the
amount and quality of information available for decision
making, or may beprocess limiting, indicating that their
effects operate on the discriminabilityof stimulus patterns.
If degradation reduced discriminability in the visual dis
play, as suggested by its significant effect on errors, it
may limit the output of a component process rather than
its duration. If stage model assumptions are not met as
suggested by the degradation error differences, the con
clusion that the data reflect four stages must bequalified.

Source

Practice (P)
Intensity (I)
Degradation (D) .
Compatibiity (C)
P x I
pxD
P x C
I x D
I x C
DxC
P x I x D
P x I x c
I x D x c
PxlxDxC

*p < .05. **p < .OJ.

Reaction Time

8.31*
5.61*

18.27**
28.5It
3.58

.45

.15

.30

.44

.29

.24

.33
1.28
.69

tp < .001.

Percent Error

.28

.50
5.94*
4.20

.44

.19

.18
2.53

.57
4.42
.02

1.11
.02

2.67
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additive effects may occur when one variable affects the
rate of a subprocess while another affects the output of
that subprocess. The cascade model further specifies,
however, that if each of two variables affects the asymp
tote (as might be the case with two-process limiting vari
ables), the variables will tend to interact. Given the
cascade-model assumptions, therefore, the independence
of the four variables in the present experiment suggests
that, at most, only one of the factors is affecting sub
process outputs. Consequently, according to logic based
on the cascade-model assumptions, the data of the present
experiment imply that the letter-naming task involves at
least three component processes.

In summary, the data show that intensity, degradation,
stimulus-response compatibility, and practice are additive
in their effects on visual letter-naming. Because degra
dation affected errors also, caution should be exercised
in inferences concerning the independence of its vocali
zation time effects from the remaining variables. Given
stage-model assumptions, the data support the inference
that four or more stages of operations characterize the
letter-naming process. Less restrictive assumptions as
sociated with the continuous-processing, cascade model
of McClelland (1979) still permit the inference of multi
ple processes based on the fact that, according to McClel
land, factors that mutually affect the asymptotic output
of a single stage will tend to interact. The perspective and
logic of the cascade model suggest that at least three
hypothetical components of information processing
represent performance in the present letter-naming task.
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