
343 Copyright 2003 Psychonomic Society, Inc.

Behavior Research Methods, Instruments, & Computers
2003, 35 (2), 343-349

The ability to recognize objects in the environment
quickly despite changes in viewpoint is one of the most
fundamental and impressive tasks that the visual system
must accomplish.Object constancy—the interpretationof
varying two-dimensional retinal information as represent-
ing a constant external stimulus—is critical for the sur-
vival of humans and animals alike. Yet much remains to be
understood about the visual and cognitive mechanisms
that allow organisms to accomplish this task. Not surpris-
ingly, a great deal of research and theory has been devoted
to understanding these processes in humans and, more re-
cently, in animals.

For practical reasons, research on the recognition of ro-
tated objects has relied almost exclusively on the use of
two-dimensional representations of three-dimensional (3-
D) objects,in the form of drawings,photographs,or digitized
images. Such pictorial displays allow rapid and automated
presentations of the objects from exact preselected view-
points. However, pictorial representations of objects—
even photographs—do not provide all of the visual infor-
mation that is available and that may influence object
recognitionin the real world. Thus, theoriesof object recog-
nition based exclusively on research using pictorial stim-

uli may not provide a complete description of object recog-
nition processes. Furthermore, recognizing objects from
pictures may involve interpretive or other processes in ad-
dition to those used in real-world object recognition, and
such processes may vary with evolution, development, or
experience (e.g., Deregowski, 1989, 2000; Fagot, 2000;
Watanabe, 2000). Therefore, using pictorial stimuli to in-
vestigateobject recognitionmay be tapping into processes
that underlie the interpretationof pictures, instead of or in
addition to processes that underlie object recognition.This
may be an especially important consideration in compar-
ative research on differences between species or across de-
velopment. For example, when differences between hu-
mansand animals in the recognitionof depth-rotatedobjects
are revealed (e.g., Spetch & Friedman, 2003; Spetch,
Friedman, & Reid, 2001), it is important to determine
whether these differences reflect mechanisms of picture
perception, object recognition, or both.

We designed an apparatus and a method for automated
presentations of precise depth rotations of real 3-D ob-
jects. The apparatus can be used in research with humans
and can be attached to a custom operant chamber for re-
search with animals. Our apparatus complements the au-
tomated apparatus designed by Delius (1992) but serves a
different function. The apparatus used by Delius was de-
signed to present multiple real objects to pigeons for stud-
ies of categorization, whereas our apparatus allows depth
rotations of individual objects and is designed for studies
of viewpoint effects in object recognition.

Procedure, Design,
and Programming Considerations

Although our object rotation device can be used with
various experimental procedures, we designed it for use
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For practical reasons, research on the recognition of objects from different viewpoints has relied al-
most exclusively on the use of two-dimensional representations of three-dimensional objects. We de-
scribe an apparatus that enables the presentation of three-dimensional objects in a discrimination
learning paradigm. Three chambers positioned on a movable table allow each of two objects to be pre-
sented on either the left or the right side; a viewing window exposes only two of the objects at a time.
The objects can be arbitrarilydesignated as either an S1 or an S2. In addition, they can be placed pre-
cisely in any arbitrary startposition and rotated in depth in 100 steps of 3.6º each. We have successfully
used this apparatus to investigate recognition of depth-rotated objects by both pigeons and humans.
By varying the stimuli, number of stimulus chambers, and softwareprograms, the apparatus can be used
for other types of tasks and to investigate other types of processes.
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with a discrimination task in which subjects chose be-
tween two simultaneouslydisplayedobjects. For each sub-
ject, one object was arbitrarily designated at the positive/
reinforced stimulus (S1), and the other was designated as
the negative/unreinforced object (S2). Humans chose be-
tween the objects by using a keyboard or a response box,
whereas pigeons chose by pecking at a Plexiglas panel in
front of the objects and their pecks were recorded with a
touch frame (Carroll Touch 1490 smart frame). During
training, humans received auditory feedback about the ac-
curacy of their choices, whereas pigeons received food for
correct choices and no food for incorrect choices.

One design issue with a simultaneous discrimination
task concerns the ability to randomly alternate the left–
right location of the S1 and S2 objects. Our apparatus
allowed us to do this by having three chambers to contain
the objects, located on a sliding table (see Figure 1). The
viewing screen allowed the subjects to see only two cham-
bers at a time (see Figure 2). Two identical objects were
placed in the two outside chambers, and a different object
was placed in the center chamber. Either object could be
designated as S1 or S2, which is another important de-
sign consideration, because idiosyncrasies of shape may
make one object more or less difficult to recognize than
the other at particular positions in depth. By sliding the
table back and forth across trials, we could present the left
and center object or the right and center object, thus al-
lowing us to alternate the S1 object randomly between
the left and the right halves of the viewing screen.

A critical consideration in being able to randomize the
side of S1 presentation was the need to prevent the sub-
jects from detecting, via visual or auditory cues, move-
ments of the sliding table that could be used to signal the
correct response. If, for example, the table moved only
when the S1 location shifted from one trial to the next
and if the subjects could detect this movement, they might
be able to anticipatewhich side would contain the S1 ob-
ject. More generally, all of the issues to be considered
below concern eliminating the ways that subjects might
learn the discrimination on the basis of unintended cues.
Although the “Clever Hans” effect is normally attributed
to unintended cuing from a live experimenter, it is cer-
tainly possible for unintended cuing to occur in an auto-
mated apparatus, and it is thus important to control for or
eliminate the sources of such cuing.

To eliminate visual detection of the sliding table move-
ment, we tested the subjects in a completely darkened
room. The lights within the object chambers were auto-
matically turned off during all object movement; timing
for each trial coincided with turning on the lights within
the chambers. The time spent in darkness between trials
was insufficient to allow dark adaptation (e.g., ,10 sec).

To prevent the use of auditory cues to anticipate table
movement, the table was programmed to move on all tri-
als, whether or not the S1 was to stay on the same side or
shift sides. For trials in which the S1 was programmed to
stay on the same side as in the previous trial, the table
moved halfway, paused, and then moved back to the orig-
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Figure 1. Back of the apparatus, showing the movable table and object cham-
bers. (1) Partial view of the opaque Plexiglas door that covers the back of the
three chambers once the objects are in place. (2) Connection terminal for all
controllable pieces of the apparatus—for example, feeder hoppers, lights,
touchscreen, moving table, sliding cover, and rotating bases. (3) Hurst electric
motor to control table movement. (4) Precision-ground 0.5-in. metal rods with
four linear bearings. These fit the underside of the table, which slides back and
forth on them.
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inal side. For trials in which the S1 was programmed to
move to the other side from that in the previous trial, the
table moved halfway, paused, and then continuedto move.
The pause was included on shift trials to mimic the time
and sound of the motor pausing to change directions on
stay trials. Pilot observations with humans instructed to
try to respond on the basis of auditory cues indicated that
there was no detectable difference in the sound of the

table’s movement as a function of the direction of the
movement (i.e., either continuing in the same direction or
shifting after the pause). In addition, out of more than
60 subjects tested, none indicatedon a subsequent strategy
questionnaire that he or she had used auditory cues as a
basis for responding.However, if this issue remains a con-
cern, providing a masking noise over the headphones (for
the humans) or in the operant chamber (for the pigeons)

1

2

4

3

6

5

7

A

B

Figure 2. Panel A shows the front of apparatus, showing the view of objects
provided to pigeon subjects. Panel B shows the apparatusas it appears to human
subjects. (1) Partial view of the sliding door when it is in the open position.
(2) Computer touch screen in front of the two displayed objects. (3) One of the
two food hoppers. (4) One of two hopper openings with infrared beam.
(5) Hinged wooden cover that hides the apparatus from the human subjects.
(6) Chinrest; the circular rings attached to the chinrest pivot to touch the sub-
ject’s temples and keep the head in place. (7) Response box resting on the door
to the pigeon box.



346 FRIEDMAN, SPETCH, AND LANK

should be used to eliminate the noise of the table’s move-
ment from being used as a cue.

A second design issue concerned the means by which
we could rotate the objects between trials automatically
without the subjects determiningwhether or by how much
they had been rotated.We designedthe apparatus (described
below) so as to allow each object to be rotated rapidly and
automatically in 3.6º steps, which allowed us to select
from 100 different depth rotations. Turning out the lights
within the object chambers prevented the subjects from
seeing the objects while they were rotating. In addition, to
preclude the use of auditorycues to signal larger or smaller
rotations, the objects were rotated on every trial, first by
the shortest rotation required (i.e., clockwise or counter-
clockwise) to move to the orientation selected for the cur-
rent trial and then by an additional 360º. The latter move-
ment prevented the subjects from discriminating how
much the objects had been rotated on any given trial, as
well as preventing them from discerning when no rotation
occurred between trials.

A third set of design issues concernedpreventingthe sub-
jects from respondingon the basis of (1) visual differences
among the three object chambers themselves, (2) small
differences between the two versions of the same object,
or similarly, (3) small imperfections or idiosyncrasies on
a single object (e.g., a scratch), particularly when it was in
the middle chamber and, thus, unique. Each of these po-
tential confounds needs to be dealt with by using counter-
balancing in the main experiment and/or by running con-
trol experiments.

With respect to the first issue, for instance, it is virtu-
ally impossible to create three identical chambers. How-
ever, it is possible to determine whether a subject re-
sponded on the basis of cues distinguishing the chambers
by conducting a control experiment after the discrimina-
tion has been learned, in which the same object is placed
in all three chambers.

With respect to the second and third issues, even with
the automated means that we used to create the stimulus
objects (see below), there were likely to have been at least
some minor differences between the two “identical”objects
that were placed in the outer chambers. But because the
objects in the outer chambers were assigned to be the S1
for some of the subjects, it is unlikely that the discrimina-
tion they learned could be based on idiosyncrasies be-
longing to a particular object (e.g., a scratch) and more
likely that their responses were based on the object’s
shape. Even so, whicheverobject was in the middle cham-
ber might have had uniquely identifying marks that could
have been used by some subjects to cue its identity. Thus,
to eliminate the possibility that subjects are responding to
unintended cues on specific exemplars, one should create
two or three exemplars of each of the two shapes to be
discriminated and counterbalance not only how they are
assigned to be the S1 or the S2, but also which of the
exemplars appear in the center and outer chambers, on a
block-to-block, session-to-session, or subject-to-subject
basis.

Stimulus Creation
The 3-D models for the stimuli were created with the

Rhino 1.1 computer-assisted design (CAD) program
(Robert McNeel & Associates, 2001). They were based
on the one- and three-geon stimuli used by Spetch et al.
(2001). There were two one-geon stimuli and two three-
geon stimuli; for each pair, one of the objects was arbi-
trarily designated A, and the other was designated B (see
Figure 3). For each A and B pair, we produced one exam-
ple of the A object and two examples of the B object.Dur-
ing discrimination trials, the A object was placed in the
middle chamber of the apparatus, and the B objects were
placed in the chambers to the left and the right of it (see
Figure 1). As was previously noted, either the A or the B
object could be designated as S1 or S2. Also, as was pre-
viously noted (although we did not do this), several ex-
emplars of each A and B shape should be produced and
counterbalanced in terms of their assignment to the mid-
dle and outside chambers and, when assigned to the middle
chamber, in terms of which exemplar appeared during a
given session or block.

The 3-D coordinates generated by the CAD software
were input to a Stratasys Genisys Xs 3-D printer, which
makes 3-D objects to scale by first determining an optimal
pose for the object (in terms of what surface will form the
most stable base) and then laying down threads of poly-
ester in solid layers, from the base up. Because the poly-
ester threads were visible on the surfaces of the resulting
objects, we painted the objects with Krylon Living Color
46410 Canary enamel paint, to render a smooth surface.
The objects were then glued onto an acrylic rod, and the
rod was glued onto a 94-mm-diameter circular base.

The undersides of the circular bases used to support the
objects were machined 8 mm into pentagonal shapes that
matched metal shapes that were set into the three turn-
tables of the apparatus (see Figure 4). In addition, a verti-
cal line (invisible to the subjects) was drawn on the under-
side of each base, and another line was drawn on the
Plexiglas panels that the bases rested on. These lines en-
sured that the bases were exactly aligned relative to each
other. These measures also permitted the stimulus objects
to be mounted in the same positions and aligned precisely
each time they were placed in the apparatus. In addition,
both the undersides of the object bases and the tops of the
turntables in the chambers had Velcro pieces to prevent
the shapes from moving.

Apparatus Overview
We will first describe the apparatus as it was config-

ured for use with pigeons, and then we will describe the
modifications required for use with humans.

The apparatus had a large box (Grason-Stadler Animal
Chest Model E3125AA, 54 3 36 3 36 cm) designed to
contain a pigeon subject (see Figure 2, panel A). Behind
the box was a small movable table with three objects on it
(Figure 1). Between the movable table and the box was a
sliding door cover and a computer touch screen mounted
on a piece of Plexiglas (Figure 2). When the sliding door
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was opened, two of the three objects on the movable table
could be seen through the Plexiglas viewing area. The
middle object was always present but could be on the left
or the right, depending on which position the movable
table was in. The sliding door was in the closed position
only when human subjects entered the room; it prevented
them from seeing the starting position of the objects.

There was also a hinged Plexiglas cover attached to the
top of the back of the three-chamber box (see Figure 2). It
was closed once the objects were in place, to provide a
backdrop for them.

The platforms on which the three objects were mounted
were attached to individualsteppermotors mountedunder
the table’s surface. These motors and their controllercards
were salvaged from 5 1�2-in. floppy disc drives and, hence,
were quite accurate. Because the motors had 100 steps,
they allowed the objects to be positioned every 3.6º. The
exact alignment and firm attachment of the objects with
the bases of the turntables, together with the precision of
the stepper motors, ensured that the objects would rotate
positionsaccurately and without discernablevariability in
the final poses achieved.

The controller card from the floppy drive was activated
by 5-V TTL signals from an 82C55 I/O card. For the

floppy drive to function, the drive select line (pin 12) must
be pulled low. The motor can be set to move clockwise by
pulling the direction line (pin 18) high or counterclockwise
by pulling the pin low. The motor was pulsed for 3 msec
on pin 20 for each 3.6º step. Since the motor can be acti-
vated only if it senses a floppy disc in the drive, the pres-
ence of a disc is indicated to the controller card by pulling
the motor on line (pin 16) low.

There were solenoid-type bird feeders on both sides of
the pigeon box that were used to reinforce correct re-
sponses from the pigeons (see Figure 2, panel A). These
feeders had an infrared beam of light (IR) across the open-
ing of the feeder, which sent a 5-V signal back to the I/O
card to indicate when a bird was feeding.

A few simple modificationsto the apparatus were made
for use with human subjects. First, we opened the door to
the operant chamber and placed a chinrest in front of the
door so that the subjects would view the objects from a
fixed position in front of the chamber. Second, rather than
using the touch screen, we provided a response box so that
the subjects chose the left or the right object by pressing
the left- or rightmost button on the box. Third, the food
hoppers were not used, and instead we provided head-
phones through which the subjects were given feedback.
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B

Figure 3. The top panel shows a pair of one-geon objects, and the bottom
shows a pair of three-geon objects. Both photographs were taken from the front
of the apparatus through the touch screen, as the objects would be seen by both
human and pigeon subjects.
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Fourth, to prevent the subjects from seeing all three cham-
bers when they entered the experimental room, a wooden
box was built that covered the entire apparatus except for
the front (Figure 2, panel B). The top of the box was
hinged so that the entire back of the apparatus could be
exposed when the stimuli were positioned.

Specifications
The movable table and sliding cover door slid back and

forth on linear bearings. They were powered with re-
versible Hurst electric motors that were wired to solid-
state relays (Crouzet GA8-4B02).

The solenoid type bird feeders were also wired to solid-
state relays. These relays were controlled with an 82C55
I/O card installed in a 486 IBM-compatible computer.

Microswitches sensed when the moving table or sliding
cover reached its limit and switchedoff the electricmotordri-
ving it by sending back a 5-V signal to the 82C55 I/O card.

The I/O card directly controlled the stepper motor oper-
ation by providing the 5-V signal that was required to con-
trol the direction of movement and the steps of the rotation.

The 82C55 I/O card controlled other relays that turned
on and off lights located inside the feeder hoppers, the pi-
geon box (houselight), and each object chamber. All the
lights were 24-V DC and were attached to the I/O card via
solid-state relays.

To summarize, the 82C55 I/O card controlled the lights
in each of the three object chambers, the houselight, the
hopper lights, the hopperpresentations,and the IRs within
each hopper; it was used to move the table left and right
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Figure 4. Panel A shows one of the pentagonal metal bases in
the chamber that holds the objects, and panel B shows the Plex-
iglas bottom of one object’s base, machined to the same shape as
the metal bases in the object chambers. Both the metal base and
the Plexiglas have Velcro pieces at two of their corners. The metal
base is attached to a stepping motor.
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and to sense when the table was at the far left or the far
right; it closed and opened the cover in front of the cham-
bers and sensed when the cover was at the far left and the
far right; and it rotated the stepper motors and controlled
the direction of rotation of the motors.

The touch screen that recorded the pigeons’ responses
was a Carroll Touch (P/N 8100-9162-01) that communi-
cated directly with the computer via the serial port.

The response box used for human subjects was a Psy-
chologySoftware Tools serial responsebox (Model 200A).

Programs to operate the apparatus and collect the data
were created using E-Prime software (Psychology Soft-
ware Tools, 2001).

Summary
We have successfully used this apparatus to investigate

recognition of depth-rotated objects by both pigeons and
humans, and a series of comparative experiments is near
completion.By varying the stimuli, the software programs,
or the characteristics of the moving table (e.g., number of
platforms), the apparatus can be used with other types of
tasks (e.g., successive discriminations or classification
tasks) or to investigateother kindsof processes (e.g., recog-
nition of spatial layouts).
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