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Verbal reports lend themselves to use in diverse task
domains and provide important behavioral data (see, e.g.,
Austin, 1999; Chi, 1997; Crutcher, 1998; Crutcher & Er-
icsson, 2000; Ericsson & Simon, 1993). For example,
they provide a high temporal density of behavioral data
critical to the evaluation of psychological theories (An-
derson, 1987; Crutcher, 1994, 1998; Ericsson & Simon,
1993; Simon & Kaplan, 1989). The increasing use of
verbal report methodologies requires that methods for
collecting, coding, and analyzing these reports must im-
prove accordingly. A number of theoretical issues have
been raised by previous researchers, such as the need for
rigorous task analysis before reports are collected and
the importance of localized encoding schemes, which
require that a given protocol be coded with minimum re-
liance on other protocol segments or surrounding con-
text (Crutcher, 1994; Crutcher, Ericsson, & Wichura,
1994; Ericsson & Simon, 1993). My central concern here
is the use of computer hardware and software tools to im-
prove the efficiency and ease of collecting and coding
verbal reports while adhering to these important theoret-
ical constraints. Many aspects of the collecting and en-
coding of verbal report data are very time-consuming
(Bainbridge& Sanderson, 1995;Chi, 1997;Crutcher et al.,
1994). Here I describe a new approach to collecting and
coding verbal protocols that maintains the verbal reports
in a digitally recorded format throughout the process of
collecting, segmenting, and coding the reports, while en-
forcing the localized encoding principle (Crutcher et al.,
1994; Ericsson & Simon, 1993). A new computer soft-
ware tool named CAPAS (Computer-Aided Protocol
Analysis System), along with standard computer soft-
ware tools, eliminates the need for conventional cassette
tape, tape players, and transcription machines and in-

creases the speed and efficiency of collectingand coding
verbal reports.

Computers have been used in two types of systems for
encoding verbal report protocols: automatic computer-
ized encoding systems, in which encoding is accomplished
entirely by a computer program (Waterman & Newell,
1971, 1973) and semiautomatic encoding systems (Bain-
bridge & Sanderson, 1995; Bhaskar & Simon, 1977;
Crutcher & Ericsson, 2000; Crutcher et al., 1994; Erics-
son & Simon, 1993; Fisher, 1988; James & Sanderson,
1991; Sanderson, James, & Seidler, 1989). Waterman
and Newell’s (1971) PAS-I is one of the most ambitious
systems of the first type. In this program, a problem space
is first defined, in order to limit the number of possible
coding categories onto which the protocol statements are
mapped. The protocol statements are segmented manu-
ally, processed by a linguistic parser, mapped onto a set
of propositional relations, and reduced to a smaller set of
semantic primitives. These primitives are eventually
translated into a problem behavior graph that captures a
person’s successive knowledge states and the productions
required to move from one state to another. The strength
of a completely automated approach is that all protocol
segments are encoded similarly, with consistent applica-
tion of the coding rules. In addition, because the rules
must be incorporated into the program itself for it to
work, evaluation of the rules is straightforward. Unfor-
tunately, such programs have been implemented only in
well-defined task domains for which linguistic parsers
can be developed.

Semiautomatic encoding systems, in which human
coders classify the reports but are aided by computer
tools that increase the objectivity, reliability,or efficiency
of human coders, are much more common. In a semiau-
tomated encoding system, the coding decision responsi-
bility is split between a human coder and the computer
program, with relative responsibilities of coder and pro-
gram varying from one system to another. At one ex-
treme, the program may store considerable domain
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knowledge and assume major responsibility for coding
decisions, with the human coder simply confirming or
denying and perhaps revising coding decisions made by
the program. At the opposite extreme, the program may
have little or no domain knowledge but merely presents
individual protocol segments and perhaps possible cod-
ing categories, leaving major responsibility for encoding
decisions exclusively to the human coder.

SAPA (Bhaskar & Simon, 1977) is an example of a
semiautomatic system in which much of the domain
knowledge is contained in the program itself. Possessing
a model of the subject’s problem solving strategy as it
processes a protocol segment, SAPA predicts the next
operation that the subject will apply but offers the coder
the option of correcting the program’s decision and re-
turning the program to the correct path. Examplesof semi-
automatic systems in which no specific domain knowl-
edge is contained in the program are SHAPA (James &
Sanderson, 1991; Sanderson et al., 1989) and MPAS
(Crutcher et al., 1994). These systems aid in the encod-
ing process by handling large numbers of protocols and
focusing the coder’s attention on individual segments
one at a time, but leave coding decisions exclusively to
the human coder. The advantage of systems such as
SHAPA or MPAS over systems such as SAPA consists in
their wider applicability, because domain specific
knowledge is not built into the system. A potential dis-
advantage of such systems is that often they cannot elim-
inate all of the subjective aspects of coding entirely.
Whereas a machine program can be designed to encode
a specific segment in the same way regardless of the sur-
rounding context, a human coder’s encoding can be in-
fluenced by context. For example, information from pre-
viously coded segments from the same participant or
experimental treatment condition may influence the cod-
ing of a current segment. In addition,whereas automated
programs can easily code hundreds or even thousands of
protocols rapidly without tiring, human coders code much
more slowly and tire after even relatively small numbers
of protocols, particularly if the coding process is done
by hand. Finally, human coders may fail to apply coding
rules consistently unless the rules are explicit and can be
applied to the protocols straightforwardly. Nevertheless,
if semiautomatic systems are properly implemented and
if the principle of localized encoding is implemented,
these differences can be minimized.

Implementing the Localized Encoding Principle
The MPAS (Multiple Protocol Analysis System) pro-

gram (Crutcher et al., 1994) is an example of a system
that rigorously implements the localized encoding prin-
ciple. Whenever possible, it is preferable to code verbal
reports without reference to the surrounding context.
This is referred to as the localized encoding principle
and is a key feature of MPAS. MPAS forces the coder to
code each protocol segment independently and without
reliance on contextual information. This is accomplished
by storing all of the protocol segments for a group of
subjects in an experiment in a single file before coding

begins. During coding, MPAS randomly selects and pre-
sents individual protocol segments to the coder. Infor-
mation concerning the identity of each protocol segment
(e.g., subject number, condition, etc.) is kept hidden dur-
ing the encoding process.

The MPAS program also implements the localized en-
coding principle in a second way: By improving the ease
and efficiency of coding verbal protocols, MPAS makes
it possible to actually code many more protocols from a
larger pool of subjects than would be practically possi-
ble without the program. As the number of subjects and
protocol segments in the stored pool of protocols in-
creases, the likelihoodof a coder remembering and using
information from previous segments to code a current
segment decreases.

A General Description of CAPAS
Despite its efficiency in coding large numbers of in-

dividual protocol segments, MPAS, like most computer-
aided coding tools, requires that one first transcribe all
of the verbal reports before coding begins. Not only is
this transcription process extremely time consuming, it
can introduce errors into the data. CAPAS (Computer-
Aided Protocol Encoding System) is a new computer
tool inspired by the former MPAS program that employs
the same localized encoding principle in its approach.1
CAPAS dramatically improves on MPAS by eliminating
the need for transcribing the verbal reports. CAPAS ac-
complishes this by maintaining the recorded verbal re-
ports in digital audio format and presenting (or playing)
the individual segments in randomized order for encod-
ing. Unlike MPAS, though, CAPAS is designed to code
relatively brief verbal protocols rather than longer verbal
protocols such as one might collect in problem-solving
tasks. CAPAS is appropriate for coding protocols col-
lected in memory or learning strategy experiments in
which brief think-aloud or retrospective verbal reports
for many hundreds or thousands of trials are collected.
CAPAS would also be appropriate for coding verbal in-
teractions of relatively brief duration. In principle,
CAPAS can play back audio segments or protocols of
any length; however, longer protocols, if they cannot be
broken down into smaller segments for coding, are prob-
ably more easily coded from a written transcription. It is
also important to note that CAPAS does not automati-
cally encode the recorded protocols.The researcher must
previously define a coding scheme before using CAPAS
to code a set of protocols, and these codes must consist
of five character strings of letters or numbers.

The use of CAPAS to code protocols is straightfor-
ward and will be described in a moment. However, be-
fore coding can begin, all of the individual protocols or
protocol segments for an experiment must be stored in
individual sound files (AIFF or Sound Designer II for-
mat) which must be named so that each file name iden-
tifies a subject number and a protocol or protocol seg-
ment number (e.g., 1-1, 1-2, 1-3, 1-4, . . . 2-1, 2-2, 2-3).
This is so that CAPAS can associate each entered code
with the appropriate protocol.
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This preprocessing of the recorded verbal protocols
can be accomplished with digital recording and editing
software (e.g., Bias’ Peak2) or digital recording hardware
and audio editing software together. A variety of ap-
proaches are possible, and each has merits. One ap-
proach is to use the digital recording and editing pro-
gram to record the verbal protocols while running a
participant and, while recording, to mark the individual
protocol boundaries. The Bias’ Peak application, for ex-
ample, allows one to mark audio regions with a simple
keystroke during recording and then later export the
marked regions to individual sound files. The criteria for
segmenting the recording are determined by each re-
searcher’s needs: For example, in my current experiments,
recordings are segmented on the basis of the individual
memory retrieval trials. However, recordings can also be
marked and segmented on the basis of pauses or sentence
units, depending on the specific goals of the researcher.
Peak’s export function can append prefixes to file names
and produce a set of individual sound files labeled with
the appropriate naming scheme required by CAPAS,
where the first number is the subject number and the sec-
ond is the protocol or protocol segment number.

Alternatively, recordings can be made with an external
digital recording device (such as a CD/RW recorder) to
make recordings that are later transferred to the desktop
computer via a high-speed data connection (e.g., USB or
Firewire). Afterward, a digital audio editing tool is used to
mark and segment the audio file into discrete audio re-
gionsand then export them to individual sound files as de-
scribed previously. A potentialadvantageof this approach
is that a hardware recording solution is more reliable than
a software recoding solution; there are no computer
crashes. However, the downside of first recording on dig-
ital hardware and then transferring to the desktopmachine
is that the recorded audio must still be segmented and ex-

ported, which requires additional time. An ideal solution
to the latter problem is a CD/RW recorder that allows
marking of track segments on the recorded CD/R disk
media during the recording process. Most CD/R recording
machines have a remote controller with a “create new
track” button. During the recording process, the experi-
menter simply presses this button each time a new proto-
col begins. The limitation of no more than 99 tracks to a
disk simply requires that a new CD-R must be used after
the limit is reached. An additional advantage of this ap-
proach is that the recorded protocols are automatically
archived. Transfer of the individual protocol tracks to the
desktop is accomplishedwith a simple select and copy op-
eration that produces a separate audio file for each
recorded track. All that remains is to rename the files.

Once the individual audio files for all participants in
an experiment are created, they are placed together in a
“files” folder along with the CAPAS application. As
CAPAS starts up, a new coding session can be initiated
(see Figure 1), and all of the names of the audio f iles
from the “files” folder are automatically read into a list
(see Figure 2) and stored in an external backup file.

This list is randomized and used as an index to select
and present the individualaudio segments to the coder as
well as to keep track of how many protocols have been
coded and how many remain to be coded. Each protocol
is presented by playing the corresponding audio file for
the coder. After listening to a protocol, the coder enters
a code (see Figure 2), which CAPAS stores and associ-
ates with that specific protocol, writing everything to an
external tab-delimited file. Only a single code may be
entered for each presented protocol or protocol segment,
and this code must consist of a string of 5 alphanumeric
characters (e.g., 11101).

Coders sometimes need additional information while
coding a set of protocols. For example, in one of our

Figure 1. CAPAS interface upon starting up the program.
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memory retrieval experiments in which word pairs were
learned using specific mediators or images, the coder
needed to know the word pair for a trial as well as the
original mediator used to learn the pair in order to code
the correctness of the response and whether or not the
original mediator was mentioned. Any additional infor-
mation that the researcher would like a coder to see dur-
ing the coding process can be placed in an external file
so that each line of the file corresponds to a protocol for
an individual subject on a specific trial (i.e., the first line
of the file will align with audio file 1-1, the second line
with audio file 1-2, etc.). Before beginning coding, the
coder clicks on an Add Coding Info button (see Figures 1
and 2) to ensure that this information is displayed for
each protocol during the coding process.

At any time during coding, the coder may quit CAPAS
and resume coding at a later time. When coding resumes,
the coder clicks on an Update Field Info button to re-
sume coding exactly where coding ended. After coding
all protocol segments, CAPAS alerts the user that all pro-
tocols have been coded, at which point the user clicks on
a button to save all subject and trial information, the pro-
tocol codes, and the additional coding information to a
tab-delimited ASCII text file for analysis by a statistical
package.

A Comparison of CAPAS to MPAS in Analyzing
Verbal Report Data From a Laboratory Study

I now briefly describe the use of CAPAS in coding some
protocol data from a previously conducted laboratory
study (Crutcher & Ericsson, 2000) in which MPAS was
used to code the verbal protocol data. The task of inter-

est here is memory retrieval of vocabulary pairs learned
using keyword mediators (e.g., the Spanish–English pair
perro–dog can be learned using the keyword mediator
pear by first noticing the similarity in sound of perro and
the keyword pear and then relating pear and dog by gen-
erating an interactive visual image of a “dog eating a
pear,” for example). Verbal reports were collected during
the learning of these pairs as well as later, when partici-
pants were tested on the pairs with a cued recall proce-
dure that presented the Spanish word as a cue and asked
the participant to recall the corresponding English trans-
lation. Participants sometimes gave a retrospective ver-
bal report of whatever they remembered thinking from
the time when the cue appeared on the computer screen
(e.g., perro) until their response (e.g., dog). These verbal
reports were brief, on the order of a few seconds, and
from as short as just a few words to as long as four or five
lines or phrases. An example protocol is displayed in
Table 1.

To assess the efficiency of CAPAS, I conducted an in-
formal comparison of CAPAS and MPAS in coding a
small sample of these verbal reports. From the set of 512
previously transcribed protocols, 20 protocols were se-
lected at random and re-recorded. This recording was
then used to test the two programs and measure the total
time necessary to transcribe and code (in the case of
MPAS) or segment and code (in the case of CAPAS) the
recorded protocols.The length of the recording was 4 min
9 sec.

For processing and coding of the protocols with
MPAS, it was necessary to first transcribe the 20 proto-
cols with a software transcription program. This tran-

Figure 2. CAPAS interface after reading in audio file names and coding a verbal protocol.
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scription process required 17 min 3 sec. Subsequent cod-
ing of the transcribed protocols and generation of the final
tab-delimited data file took an additional 3 min 53 sec,
for a total processing time of 20 min 56 sec, or roughly
21 min total.

For the processing and coding of the verbal reports
with CAPAS, Bias’ program Peak was used to mark the
sound regions corresponding to individual protocols
while recording the verbal reports. Afterward, Peak was
used to export the marked sound regions as 20 individ-
ual audio files in approximately 2 min 20 sec. Placing
the files in a folder and then using CAPAS to code the re-
ports and generate a data output file required an addi-
tional 5 min 51 sec, for a total processing time of 8 min
11 sec, or roughly 8 min. The total time for processing
and coding 20 brief protocols was thus reduced from ap-
proximately 21 to 8 min, an absolute reduction of 13 min
and a relative savings of approximately 62%.

Summary and Conclusions
As a tool to improve the efficiency of coding verbal

protocol data, CAPAS appears to have significant po-
tential. CAPAS showed a 62% savings in coding a set of
protocols, in comparison with using the text-based
MPAS program.

Although CAPAS has clear advantages over programs
such as MPAS, which require that one first transcribe
verbal protocols, some limitationsdo need to be acknowl-
edged. First, coding protocols directly from the raw audio
recordings is probably practical only when the protocols
are of brief duration, as in retrospective reports gathered
in memory or strategy experiments (e.g., Crutcher &
Ericsson, 2000; Siegler, 1987, 1988). Longer protocols
may exceed the capacity of a coder to process and code
accurately. Empirical studies could test this. Second,
transcribing protocols has the advantage that later, after
coding, one can easily scan through the transcribed pro-
tocols to look for additional information or patterns in
the protocols. Third, a possible limitation of CAPAS
concerns the localized encoding principle: Some con-
textual information may be available that is absent when
one is using MPAS. During the coding process, MPAS
conceals all information concerning the identity of a par-
ticipant as well as the treatment condition. CAPAS,
though, because it plays the actual recorded protocols,
provides voice identification information that might
sometimes remind the coder of a subject’s previous re-
port. Anecdotally, I can report that in coding many par-

ticipants’ protocols at the same time, it is rather difficult
to recall details of any given subject’s previous protocols.
A potential solution to this problem may be available,
though. Currently, I am exploring several possible ways
to apply frequency transforms to the recorded audio so
that information identifying the speaker of a given pro-
tocol is disguised or masked during playback. One final
limitationof CAPAS deserves comment. Though CAPAS
produces a considerable time savings in coding verbal
protocols in comparison with the traditional approach of
first transcribing and then coding reports, recently some
researchers have described coding systems that achieve
even greater efficiency by relying on voice recognition
technology to directly code audio data at the time of col-
lection (e.g., White, King, & Duncan, 2002). Such sys-
tems are of course limited by current voice recognition
software capabilities and, for the time being, are limited
to experimental domains in which the range of verbal re-
sponses comprises single word vocabularies (e.g., color
responses in a Stroop paradigm) or to verbal data from
speakers who have been explicitly trained on the pro-
gram for many hours.

As for the future, some specific changes and im-
provements in CAPAS are planned. First, whereas MPAS
can be used to code verbal protocols of any length, for
now CAPAS seems practical only in domains in which
brief protocols are employed. I plan to merge the two
programs into a single program that can be used to code
recorded protocols directly (as CAPAS does now) as well
as to code transcribed protocols (as MPAS does). Sec-
ond, I plan eventually to rewrite CAPAS so that it can
present the coding categories to the coder during the
coding process to minimize miscoding errors.

In conclusion, CAPAS is a useful new tool for coding
and analyzing verbal protocol data in domains where the
protocols are of relatively brief duration. It improves dra-
matically on previous programs such as MPAS by re-
ducing the time necessary for processing and coding
protocol data. In addition,CAPAS enforces the localized
encoding principle, ensuring that the verbal report data
are coded and analyzed as rigorously as possible.
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NOTES

1. CAPAS was created using Revolution1.1.1, and it runs within that
environment. Revolution is a cross-platform HyperCard-like program-
ming environment designed for authoring and running multimedia pro-
grams on multiple operating systems, including all versions of Win-
dows and Mac OS as well as many versions of UNIX. Althoughwritten
to run under Mac OS X and OS 9, with minor modifications CAPAS
should run under any version of Windowsor UNIX. Revolutioncan also
be used to easily modify CAPAS to suit a specific user’s needs. Further
information about CAPAS as well as copies of the current CAPAS pro-
gram, which requires Revolution1.1.1 to run, are available free upon re-
quest from the author (crutcher@udayton.edu). In addition, a stand-
alone program version of CAPAS 1.0 for Mac OS X and OS 9 that does
not require Revolution 1.1.1 is also freely available. Stand-alone ver-
sions of the program for Windows will be available in the future.

2. On the Macintosh platform, Bias’s Peak program is one of many
possible digital audio recording and editing programs that may be used;
other possibilities include SoundEditand Sound Designer. I prefer Peak
because of its advanced features for marking sound regions and au-
tomating the exporting of these regions to individual sound files. On
the Windows side, there are many options as well (e.g., Sound Forge
and Cubase VST), but I am not familiar enough with them to recom-
mend one over another.
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