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Testing the BOSS hypothesis: Evidence for
position-insensitive orthographic priming

in the lexical decision task

TIMOTHY RICHARD JORDAN
University of Reading. Reading. England

One recent conceptualization of the process of lexical access, the basic orthographic syllabic
structure (BOSS)hypothesis, has been developed from a number of separate empirical and theo­
retical sources, and implicates distinct characteristics of the word recognition process. Using a
lexical decision/priming paradigm, the present study tested all such characteristics simultane­
ously, together with a control condition in which simple sequences of letters were repeated wi­
thin pairs of words, occupying different serial positions in each member of a pair. No evidence
was obtained to suggest that BOSSs enjoy a special psychological status. Yet evidence from the
same experiment suggests that words are processed via multiletter units in the lexical decision
task, and that these units are not position specific, because they produce facilitation even when
presented in different serial positions across primes and targets. Two interpretations of this
position-insensitive orthographic priming are presented.

To recognize and understand a written word, the reader
must encode physical characteristics of that word and
match them with an appropriate representation in his/her
long-term word store, or internal lexicon. The precise
nature of this encoding process has been a predominant
issue in psycholinguistic research for the past decade or
so, and, in that time, several types of encoding have been
suggested.

According to some researchers (e. g. , Meyer,
Schvaneveldt, & Ruddy, 1974; H. Rubenstein, Lewis, &
M. A. Rubenstein, 1971; H. Rubenstein, Richter, & Kay,
1975), the recognition of a word depends upon the con­
version of its orthographic content into a phonological
code, because it is believed that it is this code that en­
ables lexical access to occur. According to others (e.g. ,
Gibson & Guinet, 1971; Murrell & Morton, 1974; Taft
& Forster, 1975), the access code is of a morphological
form: when the reader is presented with a polymorphemic
word (e.g., returned), the code derived is the root mor­
pheme (tum), and stored permissible prefixes and inflec­
tions are accessible via this lexical representation. Finally,
according to researchers such as Hansen and Rodgers
(1968) and Spoehr and Smith (1973), the encoding of a
word involves its syllabification into appropriate syllabic
structures, structures which then form the necessary code
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through which access of an appropriate lexical represen­
tation is achieved,

More recently, in 1979, Taft introduced an interesting
view of the lexical access procedure; he posited an ac­
cess code, derived purely from the orthography of a stimu­
lus, to which he gave the title basic orthographic syllabic
structure (BOSS; Taft, 1979a). Like many other
hypotheses, the BOSS hypothesis claims that lexical ac­
cess involves a visual (rather than phonological) encod­
ing process; it is in its explanation of the more intimate
aspects of this process that it differs from other
hypotheses. Taft proposed, primarily, that the printed
word is encoded via a process of orthographic syllabifi­
cation; that is, whole words are represented in the lexi­
con as syllables constructed not within articulatory or
purely morphemic constraints (although morphological
consideration is an intrinsic component of the BOSS
hypothesis), but within the constraints of English or­
thography.

To present this view accurately, Taft developed a work­
ing rule whereby the appropriate syllabification for any
printed word can be calculated; the rule represents a pre­
cise description of a process proposed to be automatic in
normal reading: "Include in the first syllable as many con­
sonants following the first vowel of the word as orthotactic
factors will allow without disrupting the morphological
structure of that word" (Taft, 1979a. p, 24). As an ex­
ample of this rule, the BOSS of lantern is lant; it is not
lan, because, in compliance with the BOSS hypothesis,
more consonants can be added without a violation of En­
glish orthography in the resultant syllable. Furthermore,
the BOSS of walrus is wal, because walr contains a ter­
minal cluster that violates English orthography:
"[WALRUS] must be syllabified as WAL RUS since the
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letter combination LR is an orthographic combination that
occurs neither initiallynor finally in English (i.e., it vio­
lates what I will term orthotactic rules)" (Taft, 1979a,
p.23).

Taft proposed that it is only the first syllableof a word,
encountered by the proposed left-to-right, letter-by-letter
analysisof the letter string, that enters into the lexicalac­
cess procedure and, further, that the lexical representa­
tion of the word is simply a representation of this struc­
turing, with information about the remaining orthographic
content of the word being stored within this lexical en­
try. Taft concluded:

Theclaim thatCANDLE is represented as CAND in the
lexicon does not mean to imply that the full spelling of
CANDLE is notstored at all.What it means is thatall in­
formation about CANDLE (orthographic, phonological,
semantic) is stored but that this information is accessed
through an orthographic code, namely CAND, when the
word is presented visually. (Taft, 1979a, p. 36)

Consequently, a single orthographic unit that in isolation
is typically a nonword (e.g., CAND) is proposed to en­
joy a lexical process normally resulting in the recogni­
tion of the word from which it was parsed.

Convergingevidencefor this proposalwas providedby
Taft and Forster's (1976) presentation of the BOSSs of
real words (e.g., samp, the BOSS of sample; however,
at the time of this earlier study, the term BOSS had not
yet been developed) individually in a lexical decisionex­
periment. Taft and Forster found that it took subjects
longer to classify BOSSsas nonwords than to so classify
matched nonwords that were not BOSSs of real words
(e.g., selp). Taft (1979a) also capitalized on the fact that
a BOSS is typically a nonword when presented in isola­
tion; he showed that itemssuchas ston(theBOSS of stone)
incurred longer response latencies than did items such as
slon, which is not the BOSS of any real word.

This, then, is the orthographic aspect of the BOSS
hypothesis; but the detectionof this type of syllable is crit­
ically dependent upon the morphological structure (or,
more precisely, the apparent morphologial structure) of
the word in which it is present. In particular, Taft pro­
posed that the BOSS of a word is parsed only after the
removal of any prefix containedin the word, and that this
prefix-stripping procedure will occur for any word that
starts with the necessary sequence of letters (e.g., re),
even if this sequence is not a true prefix in a particular
word (e.g., relish). In support of this idea, there is some
evidence to suggest that the prefixesof wordsare removed
automatically, irrespective of the appropriateness of this
procedure. Taft (1979b) found that the stems of words
appear to enjoy a frequencyeffect independent of the sur­
face frequency of the actual words in which they appear.
For example, although the words reproach and dissuade
possessthe samefrequency of writtenoccurrence, the fre­
quencyof the stemproach is far higherthanthat of suade.
Taft (1979b)found that words with high-frequency stems
(e.g., reproach) were recognizedmore quicklythan were
words matchedfor surface frequency yet with lower stem

frequencies (e.g., dissuade). This suggestsboth that such
itemsare stored in their decomposed form and that recog­
nition of the words in which they are present is accom­
plishedby the removalof prefixes and the entering of the
remaining stem into the lexical access procedure. Fur­
thermore, both Rubin, Becker, and Freeman (1979) and
Taft (1981) demonstrated thatpseudoprefixed words (e.g.,
relish) take longer to categorizeas words, in a lexicalde­
cision task, than do truly prefixed words (e.g., revive).
These findings suggest that the parsing of, for example,
revive into prefix and stem is conducive to the rapid ac­
cess of the lexical representation for vive and its stored
legal prefix re. Conversely, the recognition of pseu­
doprefixed words (e.g., relish) is hampered by the in­
appropriateness of this process for accessing the lexical
representations of these monomorphemic items.

These findingsappear to be robustdespite (andalso be­
cause of) the claim made by Rubin et al. (1979) that such
a process of prefix removal is task specific, occurring in
the lexical decision paradigm only when nonword filler
items are also prefixed. However, Taft (1981) obtained
similareffectsin a naming task in whichno nonword filler
items were employed, making Rubin et al. 's claim im­
plausible. Furthermore, Rubin et al. removed the effect
through the removal of prefixed nonwords from their
stimulus set; it is quite possible, as Taft (1981) argued,
that such a stimulusselectionprocedure may itself induce
a strategy of making a "lexical" decision merely upon
the basis of the existence of a prefix. Clearly, lexical ac­
cess is not required for performancein this kindof stimu­
lus environment, in which the accurate categorizationof
stimuli may be achieved throughthe detection of their first
two letters. Therefore, although lexical processes may
havebeenresponsible for the interference effectsobtained
by Taft (1981) in both lexical decision and naming
paradigms, the disruption of these processes by strategi­
cal influencesin Rubinet al.'s study may explain the ab­
sence of "normal" prefix-strippingeffects in that study.

As a consequence of this evidence and its interpreta­
tions,Taft (1981) arguedthat, irrespective of the appropri­
ateness of a prefix, indiscriminate prefix-stripping
mechanisms in the lexiconwill reveal the stem of a word,
from which the BOSS is then extracted and used in the
process of lexical access. Indeed, the BOSS hypothesis
suggests that the inappropriateness of this procedure for
a pseudoprefixed word (e.g., relish) will becomemanifest
only after a futile attempt to access the lexical represen­
tation of its incorrectly detected BOSS (/ish), resulting
in the delayed latency that has been found with this type
of item (Taft, 1981). Whenthis incorrectlyparsed BOSS
is actually represented in the lexicon, as the real BOSS
of one or more words, then rejectionof the inappropriate
parsingprocedurefor pseudoprefixed itemswill occur af­
ter this representationhas been accessed and the store of
permissible affixes has been examined (Taft, 1979a,
1981).

Finally,whenseveral wordssharethe sameBOSS, only
one psychological representation of this structure is re-
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quired for the recognition of all words in which it is
present (Taft, 1985). Taft's (1979a) contention that can­
dle will be perceived as candle only after its BOSS (cand)
is detected enforces the conclusion that all words possess­
ing that BOSS (e.g., candid, candelabra) attain lexical
access via this same psychological representation (by vir­
tue of their satisfaction of the orthographic criterion for
access), but are recognized as different words because of
their different orthographic representations at the level
of full lexical representation.

Let us now summarize the psychological implications
of the BOSS hypothesis. (1) The BOSS of any monomor­
phemic word is the first syllable encountered by the pro­
posed left-to-right, letter-by-letter analysis of the stimu­
lus. (2) When a word contains a prefix or pseudoprefix,
this morphemic feature will be removed before the re­
mainder of the word is analyzed in the same way as a non­
prefixed word. (3) The same lexical representation for a
specific BOSS will be employed for the detection of all
stimuli within which this structure is present.

These three major components of the BOSS hypothe­
sis have been formulated in isolation across the studies
mentioned. It was the purpose of the present experiment
to provide a test of their functional relationship in the
recognition of a word. Because almost all of the evidence
supporting the BOSS hypothesis has been accumulated in
the lexical decision paradigm, this paradigm was used for
the present investigation.

The specific predictions of the BOSS hypothesis lend
themselves to precise empirical examination. Consider a
presentation of the word demon. If the arguments
presented by Taft are correct, the prefix will be detached
(in this example, erroneously) from the remainder of the
word, the resultant orthographic content will be analyzed,
and a BOSS (mon) will be detected (Taft, 1979a, 1981,
1984). Although this procedure is inappropriate for this
stimulus, its inappropriateness will become apparent only
after the lexical representation for mon has been accessed
and an inspection of the stored orthographic information
has taken place (Taft, 1979a, 1981).

Consider now the effect of repeated access to a lexical
item. Stanners, Neiser, Hernon, and Hall (1979) and Stan­
ners, Neiser, and Painton (1979) have shown that lexical
decisions to words are facilitated by prior presentation
of the words' stems. Similarly, in the present investiga­
tion, if demon, for example, has been stripped of its pre­
fix and the lexical representation for the BOSS mon has
been accessed, then the threshold for mon may be tem­
porarily lowered, thus facilitating subsequent access by
the same orthographic feature, even when it appears in
a different word. Consequently, if that same psychologi­
cal representation is subsequently re-employed in the per­
ception of a novel stimulus (e.g., monarch), whose BOSS
is in fact that which was previously activated by demon
(mon), then recognition of this novel stimulus may now
be facilitated. In the lexical decision paradigm employed
in the present study, response latencies to the target word
monarch, for example, should be shorter when a response
to demon has previously been made.

Furthermore, the activation of BOSS representations
should be similar for both pseudoprefixed and truly
prefixed words, provided that the resultant stem does con­
tain a BOSS that is represented in the lexicon. For exam­
ple, the truly prefixed word expire would be expected to
be parsed into ex and pire. An analysis of the stem would
then activate the lexical representation of the BOSS pir,
through which the word expire would ultimately be recog­
nized (assuming, of course, that the BOSS hypothesis is
correct). However, pir is also the BOSS of pirate, and
this word also should be recognized via this representa­
tion. Again, if the BOSS is a functional component in the
process of word recognition, a response to expire should
facilitate the subsequent recognition of pirate.

Consider now the stimulus lemon, which is orthographi­
cally matched to demon but is neither truly prefixed nor
pseudoprefixed. The BOSS of lemon is lem, and it is this
lexical representation that should be employed in the
recognition of this word. As a consequence, the word
monarch, presented after lemon, should enjoy little or no
facilitation, because no overlap of feature extraction has
occurred, inasmuch as representations of lem and mon are
the two different psychological entities involved. Indeed,
if no other elements of facilitation are present within le­
mon, it should affect performance on monarch no more
than does a matched, orthographically neutral prime (pe­
dal). However, if the lexical decision task involves the
detection of other letter groups, less formally defmed than
BOSSs or morphemes, then both demon and lemon may
show priming effects, and to a similar degree.

It is often assumed that the repeated use of the same
perceptual processes for the detection of two verbal stimuli
requires that at least some of the individual letters of these
stimuli occupy identical positions in both stimuli (see John­
ston & McClelland, 1980; McClelland & Rumelhart,
1981; Rumelhart & McClelland, 1982). According to such
theories, word recognition proceeds directly from a
position-specific perception of individual letter content,
and because of the gross positional differences between
primes and targets in the present experiment, both demon
and lemon should facilitate the recognition of monarch
to no greater extent than does the prior presentation of
pedal. This conceptualization of the word recognition
process will be returned to later.

This, then, forms the rationale underlying the present
experiment, in which three priming conditions-neutral
(pedal), orthographic (lemon), and prefixed BOSS (de­
mon)-were used to study the BOSS hypothesis.
However, to reliably attribute any effect of priming to
the variables under investigation, it was necessary to
preclude, as far as possible, any other potential priming
characteristics between primes and targets. Evidence does
exist suggesting that both semantic and morphemic prim­
ing can occur between words (e.g., Henderson, Wallis,
& Knight, 1984; Meyer, Schvaneveldt, & Ruddy, 1975;
Neely, 1977; Shulman, Hornak, & Sanders, 1978; Stan­
ners, Neiser, Hernon, & Hall, 1979; Stanners, Neiser,
& Painton, 1979; and perhaps Murrell & Morton, 1974,
and van der Molen & Morton, 1979, although these two
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studies appear to have employed paradigms that invoked
the more general processes of memory rather than those
underlying the recognition of words). Consequently, a
preliminary study was conducted in an attempt to remove
these potentially confounding variables from the stimu­
lus corpus of the main experiment. Sixteen subjects were
asked to judge the semantic connections between primes
and targets in two ways. The subjects were given two lists,
each containing the same stimuli printed in pairs of prime
and target. The prime was always the first word of a pair.
Pairs were listed in a random order, which was the same
on both lists for anyone subject, although this order varied
between subjects. Each list was formed from 31 sets of
four words (one prime from each priming condition plus
their target word); each set was a contender for inclusion
in the stimulus corpus of the main experiment. As each
prime was paired with its target, this resulted in 93 pairs
of stimuli to be judged.

The subjects' tasks were slightly different for the two
lists. For List 1, the subjects were asked to judge any
gross semantic connection that linked the members of a
pair of words in any way. As an indication of what was
required, the subjects were given the example cold,frost.
For List 2, the subjects were asked to divide the first word
of each pair (the prime) in any way they chose in order
to achieve a "relationship of meaning" between the two
words. As an example, they were given the pair resign,
signal, in which the root sign shares a semantic relation­
ship with signal. List 1 was always shown before List 2.
For both lists, the subjects were instructed to tick any word
pair they regarded as related in the ways described.

Six additional pairs of words were interspersed within
each list to determine whether the subjects understood the
tasks and performed them correctly. In List l , each of
these additional pairs reflected a semantic relationship be­
tween the two words in their entirety (e.g., nurse, doc­
tor). In List 2, the additional pairs reflected a semantic
relationship between a part of the prime and the target
(e.g., remain, mainly). The data ofany subject who failed
to tick five out of the six additional pairs on each list were
discarded.

The data of 2 subjects who failed to meet the above
criterion measure were not used in the selection of stimuli.
From the judgments of the 14 remaining subjects, 24 sets
of four words were selected as sharing no semantic con­
nection or "relationship of meaning" (no subject had
ticked any of the three prime-target pairings of these words
in either of the two tasks). These 24 sets of words were
employed as stimuli in the main experiment.

METHOD

Stimuli
The 96 word stimuli are presented in the Appendix. Each of the

24 sets offour words comprised three primes (e.g., demon, lemon,
pedal) and a target word (e.g., monarch). The three priming con­
ditions were prefixed BOSS, orthographic, and neutral. Each prime
in the prefixed BOSS condition (e.g., demon) was either truly

prefixed or pseudoprefixed, with a stem that formed a BOSS if
processed in accord with the BOSS hypothesis (Taft, 1979a, 1981).
The resultant BOSS (e.g., mon) was also the BOSS of the target
word (e.g., monarch).

The orthographic feature that formed a BOSS in the prefixed BOSS
condition was also present in the orthographic condition (e.g., mon
in lemon), but because of the orthographic content of the remainder
of the string, this feature did not now constitute a BOSS. Instead,
a different BOSS (e.g., lem) should be employed for the percep­
tion of these stimuli.

No two targets shared the same BOSS.
Across prefixed BOSS and orthographic conditions, primes were

matched in terms of length, consonant-vowel-consonant (Cv'C)
structure, and, as far as possible, frequency of occurrence (although
the vagaries of the English language prevented precise frequency
matching). Eight of the 24 matched prefixed BOSS and orthographic
pairs differed by only one letter; the remainder differed by two let­
ters. There was only one exception to this stringent matching proce­
dure: it proved impossible to match indent with an orthographic
prime of the same CVC structure.

In each set, the neutral prime (e.g., pedal) was matched to the
two other primes by word length and CVC structure. The less con­
straining nature of these primes also permitted a more precise match­
ing of frequency; each neutral prime possessed a frequency of oc­
currence approximately equal to the mean of its two matched
counterparts. For each stimulus, all frequency counts were taken
from two sources (Carroll, Davies, & Richman, 1971; Francis &
Kucera, 1982), and the mean of these two counts was regarded as
the estimate of frequency for that stimulus.

For each ofthe 96 words in the stimulus corpus, a nonword was
constructed, matched for length and CVC structure. Furthermore,
the evidence provided by Rubin et al. (1979) and the criticisms made
by Taft (1981) suggest that subjects may adopt a strategy oflexical
decision based merely upon the presence of a prefix within a stimu­
lus. Clearly, for the present experiment, if such a strategy were
adopted by the subjects, then any potential facilitative influence
present within the latter part of a prime might not become manifest.
Therefore, for each of the 24 primes in the prefixed BOSS condi­
tion, each nonword possessed the same prefix as did the prime word
to which it was matched. This precluded the development of a sys­
tematic strategy of lexical decision based upon the detection of a
prefix. Furthermore, since all prefixed nonwords formed just one
quarter of the nonword corpus, the objection raised by Rubin et al.
(1979), suggesting the strategical treatment of prefixed words in
a total environment of prefixed nonwords, was also avoided.

No nonword item contained a critical multiletter unit that was
shared by a prime-target word pair. Thus, any priming effect ob­
served for targets could be attributed more reliably to the multi­
letter unit shared by a target and its prime. Furthermore, nonword
items were designed so as not to contain a BOSS or comparable
multiletter unit that was repeated in another nonword item; thus,
nonwords did not mimic the systematic relationship that existed be­
tween the BOSS and orthographic prime-target word pairs. This
precaution was adopted to create only the minimum of repetition
in the experiment as a whole.

However, because of these criteria for nonword construction, it
may be argued at this point that each target in this experiment could
be classified as a word merely on the basis of the presence of a
multiletter unit that had been encountered by the subject earlier in
the session. If such misclassifications were to occur in the present
experiment, then the examination of lexical processes for which
the experiment was designed might be seriously contaminated by
these strategical influences. However, two aspects of the stimuli
used in the experiment precluded this possibility. First, as a result
of their wordlike structure, over 40% of the nonwords did share
letter sequences with other nonword items, yet these shared se­
quences differed both in size (either two or three letters in length)
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and in position within an item. Second, and perhaps most impor­
tant, because of the three priming conditions employed, 67% of
the words that were shown to each subject contained critical mul­
tiletter units that had not been encountered previously in the ex­
periment (see Design). That is to say, each of the 24 primes and
the 8 targets from the neutral prime condition contained a BOSS
or matched orthographic unit that was not present in a word previ­
ously shown to that subject. Thisprevented subjects from performing
a lexical decision merely on the basis of the presence in a stimulus
of a previously presented letter sequence. As a result of these two
aspects of the stimulus set used, it seems implausible that subjects
classified stimuli in any way other than that normally used in lexi­
cal decision experiments.

The total stimulus corpus for the experiment consisted of 96 words
(24 x 3 primes and 24 targets) and 96 nonwords matched to the
words in length and CVC structure. These experimental stimuli were
preceded by 102 practice stimuli: 51 words and 51 nonwords con­
structed to match these words in length and CVC structure. Ten
of these words (and hence 10 of the matched nonwords) contained
prefixes.

Visual Conditions
All stimuli were presented on an off-white background, in a black,

proportionally spaced lowercase font based upon the Letraset Pin
Ball typeface (selected for its clarity) and adapted for computer­
generated graphics. Background illumination of the CRT screen was
approximately 25 cd/m"; a filled matrix of dots with the same
horizontal (1.13°) and vertical (0.23 0) visual angles as four spaced
letter a s had a luminance of approximately I cd/rn", as measured
by a United Detector Technology photometer.

Design
The 72 primes were randomly distributed over three groups of

stimuli, with each group containing 8 neutral primes, 8 orthographic
primes, 8 prefixed BOSS primes, and all 24 target words. Within
any group, no primes shared a common target, so that each of the
24 primes was specific to just one of the 24 targets. In addition
to these 48 words, each group also contained the 48 nonwords
matched to the word stimuli. Each group was shown to one third
of the subjects, so that over all subjects each target was presented
equally often in each of the three priming conditions.

For all groups, word and nonword items were intermixed in a
random order that was different for each subject. The presentation
of a prime preceded the presentation of its target.

To investigate the durability ofany priming effect, the lag (num­
ber of intervening stimuli) between prime and target was included
as an additional independent variable. For each subject, half of the
primes in each of the three conditions preceded their targets by be­
tween I and 10 intervening trials; this was called the short lag con­
dition. The remaining primes preceded their targets by between II
and 94 trials (94 is the maximum possible lag in a list of96 items).
This was called the long lag condition. The precise lag within each
of these conditions was a randomly generated factor included to
remove any regularity of stimulus presentation that might other­
wise have become apparent to the subjects. For short lags, the mean
lag between primes and targets and the mean list position of tar­
gets were 6 and 69, respectively, in the neutral prime condition,
6 and 70 in the orthographic prime condition, and 6 and 66 in the
prefixed BOSS condition. For long lags, the mean lag and target
list position were 26 and 67, respectively. in the neutral prime con­
dition, 27 and 70 in the orthographic prime condition, and 25 and
69 in the prefixed BOSS condition.

Targets were randomly allocated to each lag condition in each
stimulus group, giving a different selection of 12 targets in each
lag condition in Group 1, Group 2, and Group 3. To enable equal
representation of a target within each of the two lag conditions,
the 12 primes (and their targets) in the short lag condition were

alternated with the 12 primes (and their targets) in the long lag con­
dition for consecutive subjects within a group. Thus, a target (e.g.,
monarch) would be presented in the short lag condition to half of
the subjects in a group, and in the long lag condition to the other
half. Over the three stimulus groups, each target thus contributed
to performance in both lag conditions in the three prime conditions
equally often.

Apparatus
The experiment was conducted under the control of an Acorn

Atom microcomputer equipped with a real-time clock and a 9-in.
high-resolution monochrome monitor (Hitachi VM-900). Each
stimulus was fully plotted before screen presentation started, en­
abling each stimulus to be drawn on the screen at the speed of the
scanning electron beam of the CRT. The timing of a response was
initiated immediately after stimulus presentation.

Procedure
Thirty undergraduates from the University of Reading partici­

pated in the experiment, which lasted for half an hour and for which
they were paid £0.50. All subjects were native speakers of English
and had normal or corrected-to-normal vision. The subjects were
randomly assigned to one of the three stimulus groups.

One subject produced a dramatically high error rate (36%); this
subject's data were discarded and replaced by those of a fresh
subject.

The subjects were seated in a darkened room in front of a video
monitor. Before each subject were two buttons, labeled "Yes" and
"No," which the subjects operated with the index andmiddle fingers
of their preferred hand.

On each trial, a small dot appeared in the center of the screen.
When subjects were ready to receive a stimulus, they pressed either
of the two response buttons. The screen then went blank for
500 msec during which time the stimulus was plotted. The screen
was then enabled and the stimulus was presented in the center of
the screen, centered around the position previously occupied by the
dot. The stimulus remained on the screen for a maximum of 5 sec,
after which time an error response was assigned to that trial. If a
subject responded within this 5-sec period the type of response and
the reaction time latency were stored by the computer and the dis­
play was terminated. After stimulus offset, the small dot reappeared
in the center of the screen, signaling the availability of the next
stimulus.

Before the experiment, the subjects were given the following in­
structions:

You will be shown a series of words and nonsense words presented
in a random order. For each stimulus you must decide, as quickly
as you can, whether that stimulus is a word or a nonsense word.
Ifyou think it is a word press the "Yes" button; ifa nonsense word
press the "No" button, Ifyou take too long to decide, the stimulus
will be removed from the screen. However, please try not to make
too many errors.

The subjects were further informed that the experiment was designed
to investigate speed and accuracy of response. This information was
given both to enhance these instructions and to diminish the possi­
bility of subjects' suspecting the experiment's real purpose, of which
no mention was made.

The experiment was divided into two parts, separated by a 1­
min break. In Part I, subjects were shown, in a random intermixed
order, 48 words and 48 nonwords from the practice list of 102
stimuli. This same list of stimuli was used in a practice session for
all subjects.

The remaining six practice items were added to the beginning
of the experimental session, Part 2, as a buffer, with no discrete
event signaling a transition to the real experimental items. Although
experimental items were presented in accord with the design of the
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RESULTS

Table 1
Mean Reaction Times (RT, in Milliseconds) and Percentage of

Errors (E) for Targets at Each Lag in the Three Prime Conditions

Typeof Prime

experiment, each subject received a different random order of
presentation.

Following the experimental trials, the subjects were encouraged
to comment on the task. Morespecifically, theywere asked to sug­
gest possiblepurposesof the experiment that they may have per­
ceived while takingpart. Finally, they were told the real purpose
of the experimentand wereaskedto divulgewhetherthey had had
any awareness of this purpose during the experiment.

The reaction time and error data for target words are
shown in Table 1. Only data from targets both correctly
categorized and preceded by a correctly categorized prime
were included in the reaction time analysis, because for
these items the probability that a response required the
activation of the appropriate processes for lexical access
should be higher than that for incorrectly categorized
items, for which appropriate access may not have oc­
curred.

All analyses of variance were computed with raw means
of both subjects and items as units. Analyses included the
factors of type of prime (neutral, orthographic, and
prefixed BOSS) and length of lag (short or long).

For the reaction time data, no main effect of type of
prime was found for subjects [Ft(2,58) = 2.22, p > .10,
MSe = 11,498] orfor stimuli [F2(2,46) = 1.44, p > .10,
MSe = 11,314]. Forlength oflag, a maineffect was found
with subject means [Ft(1,29) = 6.73, p < .02, MSe =
46,476], but not with item means [F2(1,23) = 0.94,
p > .25, MSe = 85,928]. For the error data, no mainef­
fect or interaction was found (allps > .05). However, the
overall error rate of 5% may have been too low to sup­
port an analysis of variance. Consequently, a chi-square
test of the number of subjects who made errors in each
of the six conditions was also performed. Again, no sig­
nificant differences were revealed (all ps > .10).

As suggested by the table, a type of prime x length
of lag interaction was found for reaction times [Ft(2,58)
= 4.91, P < .02, MSe = 8,321; Fi2,46) = 4.60,
P < .02, MSe = 9,693].

Planned comparisons were performed between the sub­
ject means for each type of prime in both lag conditions.
In the short lag condition, targets preceded by a prefixed
BOSS prime were responded to more quickly than were
those preceded by a neutral prime [Ft(1,29) = 6.85,
P < .02, MSe = 20,525]. Targets preceded by an or­
thographic prime were also responded to more quickly
than were those preceded by a neutral prime [Ft(1,29)
= 11.00,p < .005, MSe = 19,635]. There was no sig-

Recall that this experiment was conducted to examine
the appropriateness of the BOSS hypothesis for describ­
ing the process of lexical access. From the results ob­
tained, it appears that when a word contains a sequence
of letters that occurs in a later presentation of a different
word, the repetition of this cluster across these two stimuli
results in a facilitated response to the second word. Fur­
thermore, the effect of this facilitation appears to dimin­
ish as the number of intervening trials increases, so that
in the long lag condition (with a mean of 26 intervening
trials) all three priming conditions elicited similar reac­
tion times to targets. However, it is apparent that the facili­
tation observed was not restricted to the repetition of
BOSS units, as the facilitation produced in the prefixed
BOSS priming condition did not differ from that observed
in the matched orthographic condition, in which primes
and targets had no potential for accessing the same BOSS
entry.

Before we examine this evidence more closely, the in­
dication that the repetition effects observed were due to
processes involved in the detection of orthographic units
must be clarified, because orthographic units can also sub­
serve phonologicalcomponents, either pre- or postlexically
(see Rosson, 1983), which may have contributed to the ef­
fects of facilitation that were found in this experiment.
Therefore, an analysiswas performed to assess the relation­
ship between the phonological overlap between prime and
target and theeffectthatthis may have had upon targetfacili­
tation. Although they were matched for their orthographic
content, the multiletter clusters present in both prefixed
BOSS and orthographic primes typically varied in their
phonological similarity to these same clusters in the target
words (e.g., decant, vacant, canter). Consequently, ifpho­
nology was a potent influence on the facilitation effect, it
seems reasonable to expecta systematic relationship between
the degree of phonological similarity between a multiletter
cluster in a prime and the same cluster in its target, and
the effect of priming between these two words.

To determine whether such a relationship existed, 15
independent judges were asked to rate the shared mul-

DISCUSSION

nificant difference between the prefixed BOSS and ortho­
graphic prime conditions (p > .25). In the long lag con­
dition, no differences were found among the three prime
conditions (for all comparisons, p > .10).

Within type of prime, the effect of length of lag was
significant only for the orthographic prime condition
[F1(1,29) = 11.79, p < .005, MSe = 17,499]. For all
other types of prime, p > .05.

As a final check for any trade-off between errors and
reaction time, all of the above analyses were repeated,
using an analysis of covariance in which the influence of
errors on reaction time was included as a covarying fac­
tor. The results reported above were replicated almost ex­
actly, again showing that error rate had no systematic in­
fluence on reaction times.

683 4
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tiletter cluster in the prefixed BOSS and orthographic
prime of each set for its phonological similarity to the
same cluster in the target word for that set. Ratings were
to vary between 0 and 5, with 0 indicating no similarity
and 5 indicating identical pronunciation. The judges were
urged to reviewtheir ratings throughout the list to achieve
an overall balanceof ratings that best reflected theirjudg­
ments. A mean rating of prime-target phonologicalover­
lap was then calculated for each prime and correlated with
themeanreactiontimefor that targetwhen it waspreceded
by that prime in the short lag condition of the lexical de­
cision task. Because a higher value had been given to
greater phonological overlap, a correlation suggesting a
causal relationship between phonology and priming would
have a negative value; a higher rating would indicate a
higherprimingpotential, whichshouldresult in a lowered
reaction time to a target if phonologicalpriming was im­
plicated. Using the Pearson product-momentcoefficient,
no significantrelationshipwas found between the phono­
logical overlap of primes and targets and reaction times
for targets [r(46) = + .16, P > .10]. This result suggests
that the effect of priming observed in the experiment was
due to the orthography of both primes and targets, and
not to their phonology.

It now seemsreasonable to conclude that the priming ef­
fects observed in this experiment were the result of prim­
ing representations for orthographic sequences. Yet it must
be emphasized that primes with the potential for priming
within the constraints of the BOSS hypothesis showed no
greaterprimingof target words than did their orthographi­
cally matched non-BOSS counterparts. If the BOSS hypothe­
sis were correct, then repeated access to the same BOSS
entry would be expected to produce additional facilitation
beyond that observed for simple orthographic units. Con­
sequently, the content of Taft's hypothesis for word recog­
nition (Taft, 1979a, 1979b, 1981, 1984, 1985; Taft& For­
ster, 1976) does appear to be open to question. Let us
examine some possible reasons why this experiment does
not support this view of the process of word recognition.

All primes in the prefixed BOSS condition required that
this prefix be removed before the BOSS contained within
a prime could be revealed. This was a necessary charac­
teristic of stimuli designed to examine the major interact­
ingaspects of the BOSS hypothesis. However, if this prefix­
stripping operation had not occurred, then it would be
reasonable to suppose that no priming of an appropriate
BOSS entry had taken place, and the similarity in perfor­
mance between the prefixed BOSS and orthographic con­
ditions would be at leastpartially explained. Henderson et aI.
(1984) andTaft (1985) reported evidence thatprefixed non­
words are rejected more slowly thannonprefixed nonwords
in a lexical decision task. In view of the apparent robust­
ness of this effect, it would seem more certain that the
present experiment provided a valid test of the BOSS
hypothesis had this standard effectalso been obtained. The
nonword filler items used in this experiment were not
designed to test for this effect, but 22 of the 24 prefixed

nonwords (matched to theprefixed BOSS primes) werewell
matched to their nonprefixed nonwordcounterparts (which
werematched to theorthographic primes) and thusprovided
a valid test of this effect. Prefixed nonwords took signifi­
cantly longer to be rejected than nonprefixed nonwords (Wil­
coxon; z = 1.74, P < .05, one-tailed), producing mean
response latencies of 1,022 and 959 msec, respectively.
Prefixed nonwords also produced more errors (4.2% vs.
1.7%, Wilcoxon; z = 2.48, p < .01, one-tailed). Conse­
quently, the experiment replicated one prefix-stripping ef­
fect previously reported in the lexical decision literature
(Henderson et aI., 1984; Taft, 1985). However, the BOSS
hypothesis predicts that a similar detection-of-prefixes ef­
fect shouldoccur for words. To determine whetherthisef­
fectdid occur, subjects' performances withpseudoprefixed
primes (e.g., demon) were compared to their performances
with matched nonprefixed orthographic primes (e.g., le­
mon); the reasoning was that pseudoprefixedwords should
incur longer reaction times because of the inappropriate
prefix-stripping process that is supposed to occurwiththese
items(Taft, 1981). From the listof prefixed BOSS primes,
sevenitemswere selected as pseudoprefixed, andthe reac­
tion timesto theseitemswere compared with thoseto their
matched orthographic controls. These items are the first
sevenpairs listedin the Appendix. Interestingly, there was
no significant difference between the two lists of items (Wil­
coxon; z = 1.36, P = .09). Furthermore, the trend was
for responses to pseudoprefixed items (mean RT =
631 msec) to be faster than responses to nonprefixed items
(mean RT = 647 msec). Differences in the frequency of
the words involved may havecontributed to this result (the
frequencies of the pseudoprefixed and orthographic primes
were89 and 40 occurrences per million, respectively; Car­
roll et aI., 1971; Francis& Kucera, 1982); however, Hen­
derson et aI. (1984) have also shown that pseudoprefixed
words do not incur longer response latencies in the lexical
decision paradigm. Clearly, results of this kinddo not sup­
port the view contained within the BOSS hypothesis that
the automatic removal of prefixes is a necessary prelimi­
nary stage for lexical access.

Despite the emphasis that the model placeson the strip­
ping of prefixes and the evidence just reported, it is not
difficult to maintain the essential aspects of the BOSS
hypothesis. A reformulation of the hypothesis that suggests
that both intact and stripped versions of a stimulus are
processed in parallel, rather than that the appropriate BOSS
entrymustbe accessed on the second of twoserial attempts,
overcomes the need to show that pseudoprefixed items in­
cur longer reaction times. However, even with this modifi­
cation, it is conceivable thatpseudoprefixed primesmaybe
less appropriate than truly prefixed itemsfor activating the
internal representations for the BOSSs that were present in
both the targets and primes of thepresent experiment. There
are two possible reasons for this. First, if prefix stripping
is a process that is notapplied to all stimuli indiscriminately,
then its employment should be apparentat leastwith truly
prefixed items. Therefore, if the multiletter unitthat is shared
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by a prefixed BOSS prime and its target is to be revealed
at all, it may be that this appropriate parsing occurs only
for truly prefixed primes. Second, even if pseudoprefixed
and truly prefixed items are parsed, at some point, in much
the same way, it may be that although the same BOSS en­
try is accessed in both cases, this access does not result in
an excitatory trace for pseudoprefixed primes because the
procedure is inappropriate for use with these items. Again,
this suggests that priming will be observed only with truly
prefixed primes and their targets.

If either or both of these possibilities are true, it seems
reasonable to expect that the same BOSS entry would be
employed for truly prefixed primes (e.g., decant) and their
targets (e.g., canter). Judgments about the nature of a pre­
fix can vary considerably, but 12 of the primes in the
prefixed BOSS condition appear to constitute a good
representative sample of truly prefixed words. These
primes are the final 12 listed in the Appendix. If these
primes are well suited to the analysis proposed by the
BOSS hypothesis (and it is difficult to see how they might
not be), then these items, at least, should have facilitated
the recognition of their targets to a greater degree than
did their matched orthographic controls. A comparison
of the facilitation produced by these two types of prime
showed no significant difference, for either short or long
lags (Wilcoxon; both zs < 0.62, p > .25, one-tailed).
For the short lag condition, the mean target response time
produced by the prefixed BOSS primes (699 msec) actu­
ally exceeded that produced by their orthographic con­
trols by (a nonsignificant) 35 msec. This result is difficult
to encompass within the model of lexical access provided
by the BOSS hypothesis, for even when an analysis is re­
stricted to stimuli that are most appropriate to the type
of processing that the model proposes, no evidence is ob­
tained for its support.

The lexical decision paradigm was used in the present
experiment to provide a reliable comparison between the
evidence obtained here and that on which the BOSS
hypothesis is based, which has been derived almost ex­
clusively from lexical decision experiments. It may be
that, for some reason, the internal representations for
BOSSs do not enjoy facilitation or that the present ex­
periment was not sufficiently sensitive to tease out prim­
ing effects that were specific to these units. But it is
difficult to see why this should be, since the paradigm
seems well suited to exposing the effects of orthographic
repetition. Why should the influence of purportedly crit­
ical units in word recognition not be observed, when in­
fluences of simple orthographic repetition were so appar­
ent? At this point it must be acknowledged that indications
from other sources also show that the BOSS hypothesis
is less than robustly supported. In particular, Lima and
Pollatsek (1983) found serious inconsistencies in the
proposal that lexical access is mediated by an access code
that conforms to the BOSS of a word; their findings sug­
gest that perhaps the failure of the present experiment to
find a priming effect specific to BOSSs is due to the lack
of actual lexical representations for thesesyllables (see also
Smith, Meredith, Pattison, & Sterling, 1984). As the present

experiment shows no evidence to suggest that any of the
components of the BOSS hypothesis are used for perceiv­
ing words, this conclusion is certainly not without merit.

However, although the present study found no evidence
in support of the BOSS hypothesis, it was apparent that
the repetition of multiletter units across two stimuli did
facilitate the response to the second item. Furthermore,
these effects do not appear to be under the strategic con­
trol of subjects, as no subject reported discerning the repe­
tition aspect of the experiment. In addition, most subjects
were doubtful that repeated multiletter units should aid
recognition, which suggests that their reported unaware­
ness of this experimental manipulation was accurate. In­
terestingly, Henderson et al. (1984) found that ortho­
graphic priming in a lexical decision task actually
increased lexical decision times to targets, relative to a
neutral control condition. However, in their experiment,
stimuli were presented in distinct pairs, with a target
directly following its prime. Furthermore, in addition to
orthographic and neutral priming conditions, other word
pairs were either semantically or morphemically related.
Consequently, even if their subjects were not explicitly
informed of the repetition aspect of the experiment, this
repetition may have become apparent after only a few
trials and subjects may have then attempted to predict tar­
gets from the nature of the prime. This view gains some
support from the finding that in all four conditions, tar­
gets presented 4 sec after their primes were responded
to, on average, 50 msec faster than were those presented
at a prime-target interval of just 1 sec, suggesting that
when more time was available to predict a set of poten­
tial targets, target reaction time decreased. A strategy of
this kind may have removed the effect of orthographic
priming that was observed in the present study.

It is perhaps interesting to consider how the position­
insensitive facilitation of multiletter clusters that has been
observed in the present experiment can be encompassed
within models of word recognition in which individual
position-specific channels of letter detection enable ac­
cess to an appropriate lexical entry (e.g., Johnston &
McClelland, 1980; McClelland & Rumelhart, 1981;
Rumelhart & McClelland, 1982). In models of this type,
each serial position within a word is first processed by
a position detector. Each letter is then detected through
an array of letter detectors that is specific to that serial
position. Thus, any facilitation obtained between two
words such as have and cave may be explained by the
repeated employment of three letter detectors, as the same
three letters occur in the same three positions in both
words. However, it is clear from an inspection of the
stimuli used in the present experiment that letters shared
between primes and target do not share the same serial
position (e.g., demon/lemon, monarch). Consequently,
the repeated employment of a selection of position-specific
letter detectors seems an unlikely explanation of the prim­
ing effects that were observed. However, words may not
beperceived through the activation of individual letter de­
tectors specific to each serial position. Rather, word
recognition may require that larger features, positionally
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unrestricted and encompassing several letters, be per­
ceived, and the same psychological representation for any
such feature may be used whenever it is encountered, ir­
respective of its position within a word. Thus, the per­
ception of lemon and monarch would involve the repeated
use of the same representation for the letter sequence com­
mon to both items (mon), resulting in the priming effect
that was observed.

However, it may be dangerous to conclude that the evi­
dence from the present experiment necessarily indicates
the process of word recognition. A recent analysis of the
lexical decision paradigm suggests that the effect of the
familiarity of a letter string may be attributed to the deci­
sion stage of a response, rather than to processes involved
in actually accessing the appropriate lexical entry (Balota
& Chumbley, 1984). Consequently, it is uncertain that the
orthographic priming effects observed in the present study
reflect aspects of the recognition of words. Yet these ef­
fects may provide an indication of processes that are crit­
ically involved in making lexical decisions.

In view of the precautions taken in the stimulus selec­
tion procedure, it is difficult to see how the repetition
aspect of this experiment might have induced processes
not normally used in deciding the lexical nature of a stimu­
lus. Indeed, the stimulus set of a lexical decision task not
concerned with the study of repetition effects may
nevertheless contain a number of multiletter units that are
repeated across items. This may often be regarded as a
natural reflection of the repeated exposure to such units
in our everyday linguistic environment, and may be a
characteristic that increases the similarity between the ex­
periment and natural reading. However, unlike natural
reading, the lexical decision task generally requires the
subject to perform a precise letter-by-letter analysis of a
stimulus in order to decide whether or not it is a word.
This kind of specific analysis may be completely unneces­
sary in a reading environment, in which nonwords are
rarely encountered and lexical decisions do not have to
be made. Irrespective of whether multiletter units are
repeated in an experiment, the identification of many se­
quences of letters may be extraordinarily enhanced by the
requirement to make lexical decisions, and it is perhaps
only when these units are the focus of experimental at­
tention (as in the present study) that this enhancement be­
comes apparent. Consequently, although the repetition ef­
fects observed here may be the result of facilitating the
perception of multiletter units by priming lexical represen­
tations for these features, it is also plausible that these
results reflect the lexical decision task's overemphasis on
the subjective analysis of a stimulus into a sequence (or
sequences) of letters.

This view gains support from a study by Oliphant
(1983), who found a priming effect between two presen­
tations of a word only when both presentations occurred
within a lexical decision task. When the first presenta­
tion occurred in a more natural setting (within a piece of
text), no facilitation was observed when subjects
responded to the same item when it was subsequently
presented for lexical decision. The argument presented

here suggests that the degree of stimulus analysis required
to perform the lexical decision task may involve an un­
usually thorough analysis of the individual letter content
of each stimulus. Thus, words and nonwords may be dis­
tinguished more accurately. Yet, in the study by Oliphant,
the extent of this analysis may have emphasized the iden­
tity of each stimulus and produced the effect of repetition
that was observed when both presentations occurred in
the lexical decision experiment. However, it may be that
when the first presentation of a word did not require a
lexical decision, the level of stimulus analysis was far less
extensive, although sufficient for lexical access to occur,
and did not facilitate a later lexical decision to the same
item.

This view of the way in which lexical decisions are ac­
complished adds its own caveat to theories of word recog­
nition developed predominantly from evidence provided
by the lexical decision paradigm. If the perception of
stimuli in lexical decision experiments requires an un­
natural emphasis on the letter-by-letter construction of
items, then the influence of certain letter sequences is a
function not of normal lexical processes but of the de­
mands of the task employed. Therefore, the conclusion
that certain letter sequences are invariably used in the
recognition of words may be false. Although it could be
suggested that certain letter sequences (e.g., BOSSs) are
still important under these conditions, such an observa­
tion may offer misleading indications about the way in
which words are perceived in more natural reading situ­
ations.
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APPENDIX
Word Sets Used in the Experiment

Neutral Orthographic Prefixed BOSS Reaction Time
Prime Prime Prime Target (in Milliseconds)

pedal lemon demon monarch 597 670 637
salute novice device vicar 735 758 665
focus legal regal gala 727 653 583
rapid civil devil vile 842 669 709
secret parson person sonic 788 709 566
topic level revel velocity 761 589 808
mural pivot divot vote 695 519 736
rampart solvent convent venture 751 641 601
secure severe revere verify 882 646 754
parcel hermit permit mitre 783 820 870
cavern silent relent lentil 753 692 812
vocal habit debit bitch 565 629 684
hazard cutest detest testify lIB 731 806
robust vacant decant canter 789 737 618
cabbage suspect respect spectate 1045 873 717
garage palate relate latch 675 507 607
bonus lapel repel pelican 986 658 989
menace satire retire tirade 767 711 585
forest saturn return turnip 539 660 548
linen wafer defer ferocity 736 770 711
octave umpire expire pirate 583 646 784
alters rodent indent dental 605 618 502
captions viscount discount country 539 660 548
mustard culvert convert vertical 623 594 816

Note-Figures after each target show mean reaction times to that target at short lags in the neu-
tral, orthographic, and prefixed BOSS conditions, respectively.

(Manuscript received August 19, 1985;
revision accepted for publication May 5, 1986.)


