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GCM: An interactive program for the
analysis of time-structured data

where y* is an n by q data matrix, with population
covariance matrix ~, B is a g by p matrix of unknown
parameters, and X and Pare n by g and p by q across
and within individual design matrices, respectively
(p ~ q, g~ n). The general multivariate theory can be
used by reducing Modell to the standard MANOVA
model:

The analysis of longitudinal time-structured data is
often referred to as growth curve analysis, since a curve
is fitted to the data. Several procedures have been
proposed to estimate curve parameters and to test
general linear hypotheses (Khatri, 1966; Potthoff &
Roy, 1964; Rao, 1965, Tubbs, Lewis, & Duran, 1975).
Timm (1980) reviewsthese procedures.

Potthoff and Roy (1964) developed a generalized
MANOVA model:

of estimates, in relative power of the tests, and in
width of confidence intervals, especially for small
sample sizes.

The program described here can fit orthogonal or
nonorthogonal polynomials of degree p - 1. Other
transformations, such as a Fourier transform (Zerbi
& Jones, 1980), can also be used. The question of
whether the average curves can be represented by a
p - 1 degree polynomial is answered by testing the
null hypothesis that the last q - p parameters equal
zero.

Assuming an adequate description of the data with
p parameters, the program estimates the parameters for
each procedure and performs tests for coincidence and
parallelism of the curves. Four multivariate test statistics
are computed: Wilks' likelihood (with chi-square approx­
imation), Hotelling's trace, Pillai's trace, and Roy's
largest root criterion with the largest root distribution
parameters.

Finally, the group means are estimated using p
parameters, and the corresponding residualsare obtained.

This program can analyze three different designs.
Design 1: S(G) by T by V-Subjects (S) are nested within
groups (G) and measured on different treatments or
variables (V) over time (T). Coincidence and parallelism
of group curves are tested. Design2: S by T by V-Coin­
cidence and parallelism of curves of different treatments
or variables are tested. Design 3: S by T(V)-The same
hypotheses as in Design 2 are tested. The parameters,
however, are estimated by taking into account that
time points are nested within the treatments or variables.

Description. The program consists of a main routine
and 24 subroutines. The subroutines READIN and
CORFMT control the data reading and format specifica­
tion. ORNOPL (Emerson, 1965), POLYN, and VANDER
generate the orthogonal or nonorthogonal polynomial
transformation matrix, P. FIT and HYPOGEN generate
contrast matrices for hypothesis testing. COYAR com­
putes group and treatment or variable means and the
sample estimate of ~. KHATRI estimates the parameters
for each procedure, and SSCP computes the hypothesis
and error sums of squares and products (SSCP) matrices,
Sh and Se. Graphical display of group means is given by
PLOT and SORT (McNeil, 1977). The eigen structure of
ShSe-1 is solved in NROOT and EIGEN (International
Business Machines, 1970), and the four test statistics
and largest root distribution parameters are computed in
CRITER. WRMATRIX and WRVECTOR are printing
routines, and MATINV (Cooley & Lohnes, 1971) is a
matrix inversion routine. CRITEST and ZTEST approx­
imate chi-square probabilities. Supplementary operations
are performed by MPROD, TRPOSE, DCOPY, and
GENER. The subroutines PLOT, NROOT, EIGEN, and
MATINY have been altered to conform to the main
routine.

(3)

(4)

(2)

(1)E(Y*) = XBP,

E(YiW)= XB +WQ,

Y = Y*G-I P'(PG-1p')-I ,

E(Y)= XB.

This reduction is obtained by:

where W is an n by (q - p) matrix of covariates and Q
is a (q - p) by p matrix of unknown regression coef­
ficients. This model uses the last q - p parameters
for covariance adjustments.

Another procedure was given by Tubbs et al. (1975),
who used a maximum-likelihood estimator of B (Khatri,
1966) for unconditional tests of the general linear
hypothesis.

Although these procedures are asymptotically equiva­
lent (Kleinbaum, 1973), there are differences in variance

where G is any q by q symmetric nonsingular matrix.
The choice of G, however, is arbitrary. If the number of
parameters equals the number of time points (p = q),
there is no need to choose G (Bock, 1975; Finn, 1976;
Finn &. Mattson, 1978). If P< q, the choice of G
becomes important. A simple choice of G is G =I.

To avoid the choice of G, Khatri (1966) and Rao
(1965, 1966) proposed an alternative reduction of
Modell to the multivariate analysis of covariance
(MANCOVA)model:
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Input. The program receives input from a keyboard.
This input consists of user replies to Teletype prompts
(e.g., "ENTER DESIGN NUMBER:", "ENTER NUM­
BER OF TIME POINTS:"). The interactive nature of
the program allows the user to conduct more than one
analysis per execution of the program.

The program requests a specification of (1) the
design number, (2) the number of time points, (3) the
number of treatments/variables, (4) the number of
groups and subjects within groups (only for Design 1),
and (5) the name of the data me and the format specifi­
cation. Data can be read either FREE formatted (default),
in which scores in the data me are separated by blanks
and/or a comma, or with an F-type variable format
enclosed in parentheses.

As soon as these parameters are entered, they are
displayed for verification and can be modified. Then the
user is asked to specify the polynomial transformation
matrix, P: orthogonal (code = 1) or nonorthogonal
(code =0). Other transformation matrices can be entered
via file (code = 2).

If the goodness-of-fit test and the coincidence and
parallelism tests are wanted, the number of parameters
p ::;;; q is required.

Output. The output is on terminal screen (default),
but it can also be directed to a line printer. The output
includes (1) a listing of the input parameters, (2) the
data for the first five cases, (3) the transformation
matrix, P, (4) the sample estimate of ~ and the sample
correlation matrix, (5) the correlations between the
transformed (polynomial) variables, (6) the means and
their plots for each group and variable, (7) the estimated
(polynomial) parameters, (8) the hypothesis SSCP
matrix, Sh, with the corresponding error SSCP matrix,
Se, and (9) the four multivariate test statistics with the
largest root distribution parameters. The estimated
group means corresponding with each treatment or
variable and residuals are also reported.

Restrictions and Error Messages. The program simply
corrects input errors from keyboard by asking the same
input statement again. The following error messages
may be encountered and will terminate the execution.

PROGRAM DIMENSIONS EXCEEDED: The data
matrix may not have more than 500 rows and/or 50
columns. This restriction can easily be changed, how­
ever, by modifications of the array sizes. The PARAM­
ETER statement in the main routine specifies these
array sizes.

MODEL NOT OF FULL RANK: The sample esti­
mate of ~ is not of full rank. The dependent measures
are perhaps linear combinations of each other or n - g is
less than q.

INPUT CONVERSION ERROR: A nonnumeric
character is found in the data, or a wrong F-type variable
format is used.

END OF FILE DURING READ: The input me does
not contain enough scores.
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ERROR OPENING INPUT DATA FILE: The pro­
gram cannot find a file with the specified me name.

FORMAT SPECIFICATION ERROR: The F-type
variable format must contain a period, the character F,
and at least one of the digits 0-9. The specification
begins with a left parenthesis and closes with a right
parenthesis.

Computer and Language. The main program and
some of the subroutines are written in an updated
language, known as FORTRAN 77, formally standard­
ized in 1978 by ANSI. The other subrou tines consist
of standard FORTRAN IV statements.

The program was developed and tested on a VAX-11/
780 (DEC) computer. The only machine-dependent
statements are the file manipulations. There should be
little trouble converting the program to other computer
systems with a FORTRAN 77 compiler. No external
functions or special library routines are necessary. In
order to maintain accuracy, all computations are done in
DOUBLE PRECISION. The total allocated space is
approximately 300 KB. The source listing of main
program and subroutines contains 1,200 statements. The
data set reference numbers for input data me, terminal,
and line printer are 1,5, and 6, respectively.

Availability. Source listings, test data, and output
listings can be obtained at no cost from the author:
Martijn P. F. Berger, Psychological Laboratory,
Katholieke Hogeschool, Postbus 90153,5000 LE Tilburg,
The Netherlands.

VAX-I 1/780 users can send a floppy diskette (RX01
compatible, single density, single sided) to obtain
soft-eopy versions of the program.
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