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JACKK: A general jackknifing routine

CRAIG E. SPITZER
University of Illinois, Champaign, lllinois 61820

A FORTRAN subroutine subprogram is presented which
will perform the jackknife statistical procedures on varied
statistics and data sets of the user’s choice. The procedures
will provide a best single estimate of the population value of
the user’s parameter and will provide a confidence interval
around that estimate. The procedures do not make any assump-
tions about the sampling distribution of the statistics and thus
are useful for making estimates for statistics with unknown
sampling distributions. Input to and output from the routine
are discussed with examples.

Function. JACKK is a subroutine subprogram written for the
WATFIV compiler. It will also run on standard FORTRAN
compilers (IBM FORTRAN Level G).

Using the procedures described by Mosteller and Tukey
(1969), subroutine JACKK jackknifes any statistic of the user’s
choice. Subroutine JACKK is designed to accept data sets of
variable sizes and to perform the jackknife procedures systemati-
cally excluding subsets of data from the calculations when the
size of the excluded subset may be fixed at the user’s request.
JACKK is designed to accept input data in any format selected
by the user.

Jackknifing. Jackknifing is a procedure which will generate
the best estimate of a population value and the confidence
limits around that value for a sample statistic when the
sampling distribution of that statistic is unknown. This proce-
dure is thus very useful for research in the social sciences, as
the measures used in this research are often developed around
a particular problem and a particular data set. Use of the jack-
knife in these cases is worthwhile, then, to test hypotheses about
population parameters when the sampling distributions of the
estimators are unknown.

The procedures for jackknifing (see Quenouille, 1956; Tukey,
1958; Durbin, 1959) estimate confidence limits for a measure
by dividing the data into groups (subsets), and seeing the effect
on the measure that would be produced by systematically
omitting each of the groups. This is accomplished by calculat-
ing the set of values Y*;, where

Y*j=kY.n-—(k—1)YG) ji=1,2,3,...,k (1)
In Equation I, Y,y is the measure calculated with all k data
points and Yy 1s the measure calculated with all the data
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points except the jth group. The Y*; (called “‘pseudovalues™)
are averaged to yield the best single estimate of the true popula-
tion value, and the variance of the distribution (s*’) is estimated
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5,2 =s?/k. (3)
(see Mosteller & Tukey, 1969). The confidence limits around the
best single estimate are simply

+ ]t x s* 4)
where the T value is calculated at the desired degree of
confidence, and it has k — 1 degrees of freedom. If a measure
like a median is jackknifed where, due to the type of the
measure, only a few discrete Y*,- values result, Mosteller and
Tukey (1969) argue that the degrees of freedom for the T
statistic should be the number of distinct Y*; values generated
minus 1.

Mosteller and Tukey (1969) also note that, due to rounding
in the calculations, some lack of precision occurs. They then
suggest a correction factor. This correction factor is not present
in this version of JACKK. The correction factor was omitted
because, for the precision offered by the present routine, it
would amount to an increase in s, of only 1072, approxi-
mately.

Input to JACKK. JACKK is a subroutine subprogram, and
may thus be called many times in the course of a user’s program.
For each call of JACKK, the following data cards must be
entered.

Card 1 consists of two parameters: NS and NG. These values
represent the number of subjects and the number of groups,
respectively. This data card is read by the user’s calling program
(discussed subsequently) and can be formatted by the user as
integers of any length.

Card 2 contains two pieces of data. In the first three columns
of the card are entered the limits of the confidence interval
(e.g., “.95” or “.66”"). The next 16 columns are used to input
a label for the statistic being jackknifed (e.g., “ABSOL. DEV. ™).

Card 3 contains the format that the user will use to input the
sample data. Card 3 begins and ends with a left and right paren-
thesis, and the format is to be in standard FORTRAN. The
format may be up to 72 characters long.

Card 4 to Card N + 3 follow and are the N data cards,
formatted as the user described in Card 3.

Output from JACKK. Each time JACKK is called the follow-
ing will be outputted.

(1) A list of all the pseudovalues (Y*;) generated, This list
will print the number of the group omitted in calculating the
particular Y*;j for j = 1,999, and for cases where there are more
than 1,000 groups involved in the calculation, JACKK will print
asterisks in place of the j values for those values greater than
1,000. Nevertheless, JACKK will compute the estimate and
interval using all the data.
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(2) JACKK will then print the statistic it has just jackknifed
and the estimate and interval associated with that statistic and
with the particular set of data used.

The Calling Program. JACKK was written as a subroutine
subprogram rather than a program to enable the user: (1) to
store JACKK in object form and save the cost of recompilation
at each use and (2) to allow several different statistics and/or
data sets to be jackknifed from one main program. Therefore,
to use JACKK, the user has to have a main program to call
JACKK. The main program can be any program the user wishes
and is only bound by the following conditions.

(1) The user must write a function subprogram for each
statistic he wishes to jackknife. The function can have any name
acceptable in standard FORTRAN and must operate from three
parameters: DATA, NS, and NPG. DATA is the array of data
from which the statistic will be calculated, NS is the number
of data points in the data set, and NPG is the number of points
in each data group. The function should contain a DIMENSION
statement dimensioning the array DATA to have NS values
[ DIMENSION DATA(NS)”]. Finally, the function must have
a statement assigning to a variable with the name of the
function, the value of the function, given the input data.

(2) The user’s main program must contain a statement
1eading

EXTERNAL f1,€2,... fN
where f1-fN are the N function names assigned by the user
to compute the N statistics to be jackknifed in the program.
(3) The user’s main program must contajn a statement
reading

DIMENSION X(v1), Y(v2), Z(v3)

where vi, v2, and v3 are the greatest number of data points
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in any one data set in the program to be jackknifed. In the
example presented following this section, there are two
statistics jackknifed. The first has a data set with 11 values,
and the second has a data set with 55 values. For this example,
in the main program, X, Y, and Z are dimensioned to 55.

(4) Each call of JACKK must have the following form.
(a) Preceding the CALL statement must be a READ statement,
where the user reads in the values of NS and NG. This can be
formatted in any manner desired by the user. (b) Following
the READ and before the CALL statement will be a statement
reading

NET = NS - NS/NG.

(c) Following these statements will be the CALL statement
using the following form:

CALL JACKK (NS, NET, NG, function, X, Y, Z)

where function is the user chosen name of the function that
calculates the statistic to be jackknifed.

Example. To aid in using JACKK an example is provided.
The program jackknifes two statistics using two separate data
sets. The examples chosen are the ones used by Mosteller and
Tukey (1969, pp. 133-144) and that text may be consulted for
further details.

Note first that the two functions to be jackknifed were
named EX1 and EX2 and that the first statement of the main
program is the EXTERNAL statement listing these function
names. Note also that in the main program arrays X, Y, and Z
are dimensioned to be 55, the size of the largest data set.

The program is straightforward and simply twice goes
through the steps necessary to call JACKK. Following the
program listing are the pseudovalue lists and confidence
intervals for the two statistics and data sets input into JACKK.

»Jnn
C UEMONSTWATIUN USE OF SUBROUTINE JaCKK,
9 TnlS MAIN PRUGHAM USES JACKK T¢ JACKKNEIFE Twy
T DIFFERENT STATISYICYS, USING VW@ UIFFERENT SETS
o OF DATA, EXAMPLES wERE CHQSEN FRPM THE
[ ‘WANUBSOK oF SOCTAL PIVCHOLBGY, CRAPTER 10,
} EXTERNAL EX§,EXe
-2 DTMENSION X(SS), Y {557 ,2(597
3 READ(S,931)N8,NG
T NEY#NSeNI/NG
] CALL JACKK(NS,NET,NG,EX1,X,Y,2)
() READ(S,YIINS, NG
7 91 FORMAT(213)
¥ REYENS=NI/NG
9 CALL JACKK (NS, NET,NG,EX2,X,Y,2)
10 STV
13 END
12 SUBRBUTINE JACKK(NS,NET,NG,FUNCY,DATA,DATAL, YSTAR)
13 OTRENSTIR " [ [ [
14 wRITE(6,900)

) ) VALUESY/) "
is READ(5,901) CIo(STAT(3),Xu),4), (FORM(JI),Jn},18)
14 JOT FORMATY F3.2,8A4718A%)

18 READ(S,FBRM) (OATA(I),Is],NS)
19 NPLeNS/NG .

20 FALLOFUNCT(DATA,N8,NPG)

T CIoY, =0T

ee SUMsQ,

23 SUNZ0,

24 D¢ 1 Ju),NG

es N® ]

26 08 2 183,NS,NPG

tY IF(((IoNPReI]/NPLYEC,T)00 YO &
28 INDol*NPGe]

29 Do § Lsl,IND

30 DATAL(N)wDATALL)
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3 3 NONe}
32 2 CONTINUE
13 YEYAR(JY o INGaPALL T ((NGo1) nFUNCT (DATAT, NET,NPG))
34 1 WRITE(6,902)J,Y8TARCJ)
15 02 FORMATLY ¥, 20K, Va7, 13,77 » 7, 710.%)
36 DY 4 K®i,NG
37 % SUNSSUMeYSTAR(K)
38 YASTERaSUM/FLUAT(NG)
39 0e 5 1a1,NG
40 S5 SUM2sSUMReYSTAR(I)wn2
41 SSTARSSQRY (((SUMEe (SUMn@)/NG) 7 (NG 1)) /NG)

4 NRXTEQG,QO!)(GTAT(I)¢llllﬂsiYAlTENISSTARIVAGTEN‘UITAN‘CIING

43 O3 FORMAT(PL7,//710%,"THE Twe DEO Cién NCE L 30 1 8A4, (1%
$i//7/F14,0,% o ABS VALVE(Y X ?,Fld,6,//720X,PAND?,/ /P 4,6, o AHS
eVALLE(T)Y X ",Fld,0,/ OX, fwHERE "ABI VaLUY ) [} ABSOLUY
JALUE ©oF Tt T STATIBSTIC AY ¢,F4,2," wWiltTm *,13,%«1 UEGREES @F FREED
4om,t,77/7/20K,71F TnE JACKKNIFED STATISTIC IS A mEDIAN, OW GNE THAY

5 wdulLD PREDUCE*/* ONLY A FEwW PSEUDOVALUES (YnJ), USE THE
oNUMBER OF DISTINCY valLubd MINUS BNE AS TnE DEUREEF 2F FReEEoon,7,/7/
1/)
Y] RETURN
45 END
46 FUNCTIAN EX1{UATA/NS,NPG)
['Y4 DIMENSIEN DATA(NS)
c EXAMPLE] STANOARD DEVIATIZN < SEE MANDJQUK 3F SaC PSv, vaL 2,
T Pe 139
48 XBARRO,
49 02 § Tsf,NS
50 { XBARSXBARODATA(])
51 XBARsXBAR/FLOATNT)
52 TePwl,
33 09 & 19],NS
34 2 TUPsTAP+ (DATA(I)eXBAR)sN2
5% EX{sSURT({TAP/(NSel))
Se RETURN
5T END
58 FUNCTIUN EX2(DATA NS, NPG)
39 OIRENSTON DATA(NS)
(1] DIMENSION IND(200)
C  EXaMpPLE 231 ESTIMATING TQP 30X 9F A PaP QF MEASURES
[+ SEE TME MANOURQK QF S@C PSY, Vi, 2, PP {4lelda,
[ 1 . D9 1y Isi,NS
(1] 41 INO(1)e]
63 NLES1uNSe}
[1) D@ 16 I1a3,NLESY
[1] IPLUSIE]Ie}
(1] BUDATACING(]))
K4 D@ 12 JaJPLU3L,NS
[ 1] 1F(B,6E,0ATACINOCJ)))GR TR g2
49 MTEMPSIND (J)
10 INDCJ) WIND (L)
71 IND(L)SMTEMP
12 BSDATA(MTENR)
73 12 CONTINVE
=i . 16 CENTINUE
s SPUTaFLBAT(NS*1)/10,
16 ISPBT®(NS*1)/30Q
7Y EXTRARIPATFLOAT(ISPRT)
L EX28DATACIND (J8PRT) )= (EXTRAR(DATACIND (FSPRT))w0OATALIND (ISPOT+}
L
9 ‘;%iikh PSEUDUVALULS
END
Yol 1) = 1413997
Yol 27 © 1o 13997
TRE Tw¢ SIDED CONFIDENCE LIMITS @M STAND, OEV, ARES Vet 3) - 1:"“"
Yya( S) @ U, 82427
|
§,u89560 « ABS VALULE(T) X 0, 624405 ::E ?; . 8::33:2
AND T Ye(U E) 0,62189
Ya( 9) s U,83542
> Yo 107 & 0,8354¢2
T,489380 = ABS VALUE(T) X 0,624a0% Yol 11) ® 7470394

WHERE ®ABS VALUE(T)" 1S THE ABSRLUTE VALUE @F THE T STATISTIC AT 0,05 wITH 1ie] DEGREES BF FREEDRM,

IF THE JACKXNIFED STAYISTIC IS A MEDIAN, QR ONE TNAT wRULD PRROUCE
BQ[V A FEw PSEUDBYALUES (YeJ), USE. ?HE NUMBER 2F DISTINCTY VALUEY MINUS ONE A3 THE OEGREES @F FREEDEM,
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PSEYLDOVALUES
Y1*{ 1) = 9,19699
Yol 2) ¢ 4,97600
Yol 3) u 5,67200
Yal 4) ® 4,97600
" .- L] 4297
Yn( o) o G,97600
Ya( 1) » 4497600
Ye( 8) = 3,07200
Ya( 9) = 9,19699
4,97600
THE Twi SIDED CENFIDENCE LIMITS @N UPPER 10X ARE ::: :?; . 4’97600
5,869996 « ABS VALGE(T) X G.502815
AND
5,569936 = ABS VALUE(T) X 0,502815%

WHERE "ABS VALUE(T)™ 1S The ABSQLUYE VALUE 2F ThE T STATISTIC AY 0,05 wiTH

11~} DEGREES @F FREEDEM,

IF THE JACKKNIFED STATISTIC IS A MEDIAN,

BR Nt THAT woduULD PRODUCE

BNLY A FEw PSEUVBVYALUES (YnJ), USE Trnt NUMBER ©F DISTINCT VALUES NINUS @NE AS THE OEGREES ©F FREEDON,
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