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On people's understanding of the
diagnostic implications of probabilistic data
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Two lines of prior research into the conditions under which people seek information are examined
in light of two statistical definitions of diagnosticity. Five experiments are reported. In two, subjects
selected information in order to test a hypothesis. In the remaining three, they selected information in
order to convince someone else of the truth of a known hypothesis. A total of 567 university students
served as subjects. The two primary conclusions were as follows: (l) When the task is highlystructured
by the environment, subjects select information diagnostically, and (2) when the task is less structured,
so that subjects must seek relevant information not manifest, they select information pseudodiagnos
tically. Possible relations to other laboratory inference tasks and to clinical judgment are discussed.

(2)

In a current text in social psychology, Sabini (1995,
citing Trope & Mackie, 1987) has asserted that "an impor
tant determinant ofwhether subjects test hypotheses in a
biased way is whether they have a clearly stated alterna
tive in mind. Ifthey do, then subjects tend to be relatively
unbiased in their hypothesis testing" (p. 170). This gen
eralization appears to represent a widely held view in the
area of social cognition, with variants of it appearing in
current textbooks (Brehm & Kassin, 1990; Gilbert, 1995;
Smith & Mackie, 1995) and in recent empirical literature
(van Wallendael & Guignard, 1992).

The purposes of the present paper are to (1) contrast
the research program that supports the above generaliza
tion with a research program from outside the literature
of social cognition, (2) present some new data, and (3) ar
gue that the above generalization is valid, but only within
a relatively restricted domain. First, we note that the con
cept of diagnosticity is operationalized and defined in at
least three different ways, and we focus on two of these.
Then we describe the two programs of research, note the
essential similarities and differences, and show the re
spective ties of the two programs to the two definitions
ofdiagnosticity. In five original investigations presented
in this paper, we explore some conditions under which
people do not show diagnostic data selection.

Diagnosticity
The diagnosticity ofinformation may be informally de

fined as the extent to which that information requires the

This manuscript was prepared with the support of National Science
Foundation Grant SBR-9422253 to Bowling Green State University,
M.E.D. and C.R.M., principal investigators. The authors would like to
acknowledge the contributions to this paper made by Ruth Beyth
Marom, Gernot Kleiter, and an anonymous reviewer. Correspondence
should be addressed to: M. E. Doherty, Department of Psychology,
Bowling Green State University, Bowling Green, OH 43403 (e-mail:
mdoher2@bgnet.bgsu.edu).

revision ofone's assessment of the probability (P) ofsome
state of the world. Several distinctions must be made for
a formal definition of the concept of diagnosticity. We
will consider two different ways in which the term has
been used, depending on the inferential task involved,
with both ways defined in terms of Bayes' theorem. In
the odds form, Bayes' theorem is:

P(HID) = P(H) X P(DIH) (I)

P(-HID) PC-H) P(DI-H) '

where Hand D refer to hypothesis and datum, respectively,
and the - denotes "not." The most common usage of the
term diagnosticity refers to the diagnosticity of a datum,
that is, the degree to which the occurrence ofa datum re
quires the revision ofone's assessment of the probability
of H. The diagnosticity ofa datum is commonly defined
in terms ofthe likelihood ratio (LR), and is derived sim
ply from Equation 1 by segregating the impact of the
datum from the prior odds:

LR = P(DIH).
P(DI-H)

Another sense in which diagnosticity has been used is
with respect to the expected degree to which a question
about a feature will, when answered, require the revision
of one's assessment of the probability of H. Following
Trope and Bassok (1982), we define the diagnosticity of
a question as the expected likelihood ratio (ELR):

ELR = P(D)LR(D) + P(-D)LR(-D), (3)

with the LRs such that LR ;::: 1. The LRs are required to
be ;::: 1 since the ELR is designed to reflect the expected
change in posterior probability given either answer, irre
spective of the direction of change. Hence, Equation 2
reflects the impact of an individual datum, whereas Equa
tion 3 reflects expected diagnostic impact averaged over
the possible data. There is also a third sense of the term
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diagnosticity that we will not pursue, that is, the diagnos
ticity of an answer to a question. Whether people who
are sensitive to the diagnosticity ofa question are sensitive
to the potential diagnosticity ofeach answer is an empir
ical question we will not address (but see Siowiaczek,
Klayman, Sherman, & Skov, 1992).

TWO REFERENCE INVESTIGATIONS

A Study Concluding That People Select
Information Diagnostically

Skov and Sherman (1986) presented subjects a sce
nario in which subjects had to draw an inference about
which of two mutually exclusive and exhaustive cate
gories a creature was a member. The scenario dealt with
hypothetical creatures on hypothetical planets so that the
effects of prior content knowledge would be minimized.
Specifically, subjects were asked what questions they
would select in order to determine whether an unknown,
invisible creature was, for example, a Glom or a Fizo.
The subjects "visited" a hypothetical planet on which
they selected 2 of 12 available features that discrimi
nated G10ms from Fizos, with diagnosticity defined in
terms of the ELR. The conditional probability of each
feature, given each category-that is, P(DI H)-was also
provided. Table 1 presents examples of the features and
P(D IH) values. The subjects responded by writing down
two yes/no questions (e. g., "Do you wear hula hoops?")
specifying which two features they would prefer to ask
about in order to infer whether the creature was a Glom
or a Fizo, with the focal hypothesis having been specified
in the instructions. Note that the questions were about
features, not about conditional probabilities; if a subject
were to ask whether the creature wore hula hoops and
that question were to be answered (which it was not), then
the subject would know the associated pair of conditional
probabilities needed to form a likelihood ratio (LR), since
those probabilities were provided along with the features.

The subjects tended strongly to ask the most diagnos
tic questions, as defined by Equation 3, that is, those des
ignated as I, 4, 7, and 8 in Table 1. Skov and Sherman
(1986) interpreted these results in a straightforward way:
"Diagnosticity was the main determinant ofquestion se
lection. Given a choice between a high diagnostic and
hypothesis disconfirming question vs a low diagnostic
and hypothesis confirming question, subjects almost al
ways choose the former" (p. I II).

A Study Concluding That People Select
Information Pseudodiagnostically

To illustrate this line of research we describe an ex
periment by Kern and Doherty (1982), who set up a sce
nario in which subjects had to draw an inference as to
which of two fictitious diseases a hypothetical patient
had. Fictitious diseases were used to minimize the ef
fects of prior content knowledge. The subjects were 65
advanced medical students who had completed all aca
demic work for the MD degree, and were enrolled in clin
ical c1erkships at a university medical school. The sub-

Table 1
Proportion of Gloms and Fizos Possessing Each of Eight Features

Feature No. Gloms Fizos

I 10% wear hula hoops 50% wear hula hoops
2 28% eat iron are 32% eat iron are
3 68% have gills 72% have gills
4 90% gurgle a lot 50% gurgle a lot
5 72% play the harmonica 68% play the harmonica
6 32% drink gasoline 28% drink gasoline
7 50% smoke maple leaves 90% smoke maple leaves
8 50% exhale fire 10% exhale fire

Note-This table is more useful for expository purposes than the cor
responding one in Skov and Sherman (1986), since it describes the fea
tures semantically as well as statistically. It is taken from Slowiaczek,
Klayman, Sherman, and Skov (1992).

jects selected the information from a 2 X 2 array that they
considered most useful in making their diagnoses. We
quote from a critical part of the instructions:

You again examine your patient and note that he is run
ning a high fever and is covered with a rash. Having stud
ied the medical history of the island before arriving, you
are aware that about an equal number of people on this is
land suffer from Type A disease as from Type B. (p. 102)

Below that was a 2 X 2 array ofP(D IH) values, where 0
denotes in this case a symptom, and H denotes disease,
but with three of the values covered by opaque stickers.
The exposed value revealed that the probability of a rash
given Type A disease was .84, and the subject was to se
lect one and only one of the three remaining P(D IH) val
ues in order to make the diagnosis, then write down that
diagnosis. The selection was made by peeling off an
opaque sticker, revealing the P(D IH) value underneath.
In this task, which presents the subjects with two mutu
ally exclusive and exhaustive hypotheses in a static in
ference problem, the normatively appropriate model of
opinion revision, given data, is, as above, Bayes' theorem,
but for this paradigm Equation 2 is the relevant one.
Given the probability ofa rash given Type A disease, the
only one of the three remaining conditional probabilities
that allows computation of the LR of the symptom is the
probability ofa rash given Type B disease. That is, if one
knows P(DII HI) and can select only one more condi
tional probability from among P(D I IH2 ) , P(D2 I HI),
and P(D2 1H2 ) , the only P(D IH) that will allow any nor
matively appropriate computation is P(D 11 H2 ) . Each
subject did two such problems, and of the 65 subjects,
only II chose the normatively dictated value on both
problems. On the basis of these results, Kern and Doherty
concluded that "medical students, despite extensive train
ing in patient-information-gathering and decision-making,
sought diagnostically irrelevant information when rele
vant information was equally available" (p. 103). This ex
emplifies what Doherty, Mynatt, Tweney, and Schiavo
(1979) called "the pseudodiagnosticity effect."

A Comparison of the Two
Experimental Procedures

These investigations deal with what we believe to be a
fundamental cognitive task: how people use probabilis-
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tic data to draw inferences. The two investigationsare sim
ilar in many ways. Both present the subject with informa
tion concerning two mutually exclusive and exhaustive
categories. Both have the subject gather probabilistic in
formation in order to make an inference, and for both,
Bayes's theorem provides the normative standard with
which subjects' behavior is compared. Both procedures
provide qualitativetests ofsubjects' understanding of diag
nosticity, with neither one requiring numerical responses
of the subjects. There are many surface differences, such
as subject populations, the specifics ofthe scenarios, and
so on, but the possible influences ofthese differences are
minimized by the variety of investigations using each
procedure that lead to the same conclusions.

There are fundamental differences. First, in the inves
tigation by Skov and Sherman (1986), the P(D IH) data
were presented as pairs. Second, since features rather than
P(D IH) values were the object of choice, then, in effect,
the P(D IH) values were chosen as pairs. The array offea
tures was listed, and the P(D IH) values were explicitly
provided. Hence the probative value ofeach available fea
ture was given to the subjects, and the subjects' task was
to select the most diagnostic ofthe available features and
ask whether the creature did or did not have that feature.

Conversely, the subjects in the investigation by Kern
and Doherty (1982) were told which features were pres
ent, but did not get sufficient information about the di
agnosticity ofthe features that they were given. The sub
jects were given one P(D IH) value for one feature, and
thus had to consider the potential relevance of the re
maining data-data that were available but as yet unseen.
What is required to produce normative behavior is the
insight that the complementary but unseen P(D IH) value
that would allow the composition of an LR might be as
large or larger than the P(D IH) value provided.

The formal difference between the two tasks is cap
tured by the two meanings of diagnosticity reflected in
Equations 2 and 3. The Skov and Sherman (1986) inves
tigation is at the level of the diagnosticity of questions,
whereas the Kern and Doherty (1982) investigation is at
the level ofthe diagnosticity ofdata. In the former, much
more structure is provided by the task environment. The
latter requires the subjects to impose that structure on the
environment. This contrast implies that subjects who
have differential diagnosticity displayed for them can at
least partially appreciate it, as evidenced by the fact that
they tend to make optimal selections of information on
which to base their judgments, but that subjects do not
appear to have a sufficiently well-developed understand
ing of the diagnostic implications ofdata to take into ac
count the possible implications of data that they do not
possess. Note that the fact that subjects select diagnostic
information appropriately does not mean that they can
then use it appropriately, were they to receive it; there is
convincing evidence that under certain circumstances
they do not (Beyth-Marom, 1990). In order to commu
nicate efficiently, we will refer to tasks in which the pairs
ofP(D IH) values are displayed or known and the subjects

ask which features are present as question diagnosticity
(QD) tasks. Tasks in which the features are given and the
subjects must seek the P(D IH) values will be called data
diagnosticity (DD) tasks.

OTHER INVESTIGATIONS

Investigations Showing Diagnostic Behavior
Several other QD investigations lead to the conclusion

that when people are given sets of relevant values-say,
P(Dll HI) andP(D lIH2)-they are able to select the best
questions wisely. Trope and Bassok (1982) noted that
there had been a dearth of research on information gath
ering in social judgment research, took issue with the
widely cited study by Snyder and Swann (1978), and dem
onstrated that people did select questions according to
their diagnosticity. As with the Skov and Sherman (1986)
study, the P(D IH) values were an essential aspect of the
display presented to subjects. Experiment 2 ofTrope and
Bassok (1983) involved question selection as the depen
dent variable, and the subjects evidenced a diagnostic
strategy. In that investigation, the P(D IH) values per se
were not provided, but verbal descriptions were, so that
the probabilistic implications of the verbal descriptions
for both hypotheses were manifest. Trope and Mackie
(1987) had their subjects assess mutually exclusive and
exhaustive hypotheses. In their Experiments 1 and 2,
the probabilistic features about which subjects could ask
were stated verbally, but they were such that subjects knew
the relation between each feature and both hypotheses.
As with all of the investigations cited in this section, sub
jects' question selections (or generations) were system
atically diagnostic. Trope and Mackie's Experiment 3 is
especially germane to what we posit to be a crucial distinc
tion between these two research paradigms. In Experi
ment 3, they had subjects formulate questions concerning
a category both with and without a specified alternative.
Subjects formulated diagnostic questions when the alter
native hypothesis was specified, but not when it was un
specified. Kruglanski and Mayseless (1988) also found
diagnostic search in a hypothesis-testing task, though their
Experiment 2 showed that subjects' search behavior could
be influenced by motivational factors (see also Markus &
Zajonc, 1985).

Slowiaczek et al. (1992) obtained essentially similar
results with respect to question selection (Experiments
3A and 3B) in a series of studies that focused primarily
on whether subjects understood the relative usefulness
ofdifferent possible answers. Van Wallendael and Guig
nard (1992), in a study also focused primarily on sub
jects' sensitivity to the probabilistic implications ofpos
sible answers, showed that subjects are sensitive to the
differential diagnosticity of different questions. And De
vine, Hirt, and Gehrke (1990) found question selections
to be influenced by diagnosticity as well as by a confir
matory strategy. Finally, Kareev and Halberstadt (1993)
showed that people used diagnostic information when it
was presented.
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Investigations Showing Pseudodiagnostic Behavior
Other investigations suggest that when people are not

given the relevant P(DIH) values, say P(DIIH]) and
P(DII H2) , they do not seek them. The term pseudodiag
nosticity was introduced by Doherty et al. (1979), who
used a hypothetical archaeological scenario. Like Kern
and Doherty (1982)-and unlike the literature just re
viewed-Doherty et al. gave subjects the features but
had subjects select the conditional probabilities of the
features given the hypothesis. There was a very strong
tendency for subjects to select P(D IH) values about the
same hypothesis, as in Kern and Doherty. A similar ef
fect was obtained in an investigation by Doherty, Schi
avo, Tweney, and Mynatt (1981), but that investigation
also demonstrated that subjects, with certain sorts ofex
periences on the task, could learn to behave diagnosti
cally. All subjects were given knowledge of results con
cerning their inferences, and some were led to see a
diagnostic pair ofdata by having to peel additional stick
ers. Subjects learned to select P(D IH) values in a nor
matively appropriate fashion if and only if they were in
formed that they had made an incorrect inference, and
then saw a diagnostic pair.

Other data selection investigations that explicitly show
pseudodiagnostic behavior include Beyth-Marom and
Fischhoff (1983); Doherty and Mynatt (1990); Mynatt,
Doherty, and Dragan (1993); Wolf, Gruppen, and Billi
(1985); and Wolf (1983, cited in Wolf et aI., 1985). The
larger body ofevidence referred to as supporting confir
mation bias (e.g., Snyder & Swann, 1978) or a positive
test bias (e.g., Klayman & Ha, 1989) is relevant, but will
not be reviewed here. Wason's (1960, 1968) 4-card and
2-4-6 tasks are also consistent with the general propo
sition that people are not sufficiently attentive to alter
native hypotheses. The picture that emerges from this lit
erature is consistent with Evans's conclusion that people
"apply analytic procedures to task features which appear
relevant,but they do not activelyseek relevant data" (1984,
p.459).

An Investigation Showing Both Diagnostic
and Pseudodiagnostic Behavior

We have described what we consider the crucial dif
ferences between the groups of investigations that have
led to two incompatible conclusions. There are numer
ous other differences, in addition to the one we have ex
plored: cover scenarios, subject populations, experi
menters, specific experimental procedures, and so on. In
order to rule these out as explanatory candidates that
would render the differences artifactual and uninterest
ing, Chadwick and Doherty (1993) conducted an exper
iment in which all of these presumptively extraneous
factors were held constant. Subjects were assigned at
random to three conditions, with all of the conditions
using scenarios that were as similar as possible, consis
tent with experimental manipulations that would consti
tute a QD condition, a DD condition, and a novel, mixed
diagnosticity condition that will not be treated further in

this paper. The scenario content was taken from Skov and
Shennan (1986), describedabove.Wefound diagnosticbe
havior with the QD task and pseudodiagnostic behavior
with the DD task. Clearly, the different generalizations
under consideration are not the product ofaccidental as
pects of the investigations.

The Present Investigations
The research reviewed above suggests that asking

whether subjects understand the diagnostic implications
ofdata is not a good question. There is a better one: Under
what conditions are people sensitive to the diagnostic
implications ofdata? The investigations presented below
do not follow from one another, as in many research pro
grams. Rather, they are a collection of closely related in
vestigations designed to gain some insight into the con
ditions influencing the appropriateness of subjects' data
selections. The first experiment is a DD study, intended
simply to rule out an alternative explanation ofthepseudo
diagnosticity effect. The second experiment is analogous
to a DD study,except that the data are verbal. Experiments
3, 4, and 5 remove the hypothesis-testing aspect of the
task in an effort to reduce the demand made on the sub
jects and vary the task conditions to test the limits of the
generalizations about diagnostic and pseudodiagnostic
behavior.

EXPERIMENT 1

Experiment I is a test ofwhat has been proposed as an
artifact in the pseudodiagnosticity paradigm. It has been
suggested that people select P(D2IHl) rather than
P(D IIH2 ) not because of some heuristic such as a posi
tive test strategy, but rather, because they assume that
P(D]I H]) and P(D]I H2) sum to 1.00-or, since we pre
sent these as percentages, to 100%. Given that assump
tion, it would be reasonable for subjects to select P(D2 1HI)
given P(D]IH]). This alternative explanation has been
raised several times, most recently by Lopes (personal
communication, 1991). Hence, in this investigation, we
gave subjects highly salient instructions that the P(D IH)
values could sum to any value.

Method
Subjects. The subjects were 155 introductory psychology stu

dents at Bowling Green State University. They received credit to
ward a course participation requirement.

Materials and Procedure. There were three different content
problems, one involving a diagnosis, one involving an inference
about which political party a speaker represented, and the third in
volving the identification of the street on which a friend lived. Each
problem was in two forms, one with the focal hypothesis mentioned
in the final sentence of the scenario as well as being indicated by a
visible P(D IH), and the other with the focal hypothesis indicated
only by a visible P(DIH).

Each subject received a two-page booklet. Unlike previous DD
investigations, preceding the scenario on which subjects made their
data selections there was an instruction page that presented a sam
ple inference problem with all four P(D IH) values in plain sight,
arranged in a 2 x 2 array. The P(D IH) values were such that the
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nostic behavior was higher than in most ofour studies, so
the assumption that P(DIH) and P(DI-H) sum to 1,
which we might refer to as "illicit complementation,"
may have been one source of variance in data selection
behavior in earlier DD tasks. Nevertheless, there is strong
evidence that the pseudodiagnosticity effect is a real one;
the subjects selected inappropriate data and confidently
based their inference thereon. The fact that the subjects
who selected pseudodiagnostic data drew the correct in
ference as often as those subjects who selected diagnos
tic data does not suggest that the strategy is an ecologi
cally useful one; their drawing of the correct inference is
due to the specific P(D IH) values in the tables. The study
could as easily have been designed to mislead the sub
jects. Whether the pseudodiagnostic strategy is a good
one outside the laboratory would require what Brunswik
(1956) called an ecological survey.

Experiment 2 was conducted to assess the generaliz
ability of the tendency to seek more information about
the hypothesis about which one already has information.
All information was presented in nonnumerical form;
conditional probabilities were not given. In the absence
of quantitative information, there is no normatively cor
rect Bayesian data selection strategy. Thus for the pres
ent problems, the issue of what data selection choices are
diagnostic or pseudodiagnostic is moot. There is, on other
grounds that will be described below, a best data selection.

EXPERIMENT 2

Method
Subjects. Subjects were 96 introductory psychology students. Par

ticipation in the experiment partially fulfilled a class requirement.
Materials. Each subject was given a booklet containing 16 prob

lems, 8 ofwhich are relevant to this paper. Each problem began with
a brief statement that provided a context for the data selection fol
lowed by two mutually exclusive alternatives and two mutually ex
clusive categories of information. Each problem can be conceptu
alized as a 2 X 2 matrix, as above, but subjects were presented data
choices in the form ofstatements. Let a statement of the form, "Hy
pothesis I is characterized by Level I ofFeature I," be called Cell A,
a verbal analog ofP(DIIH I). Similarly, let the analogs ofP(D tIH2) ,

P(D 2 1 HI)' and P(D 2 1 H2) be called Cells S, C, and D, respectively,
as in the example below.

One datum (Cell A) was presented in each problem stem. Data in
the other three cells were presented below each problem in the form
ofthree phrases. One problem is shown below. The cell designations
are shown for purposes of exposition only, and were not on the ver
sions seen by subjects.

You are taking a botany class and havebeen given the assignmentof
decidingwhethera particular tree is a CanadianBirch or an American
Birch. Youare first told that the tree bears leaveswhich are reddish in
color and oval in shape.

You are then told that a Canadian Birch has oval-shaped leaves
(Cell A) and you must make your judgment based on only one more
item of information. Which will youchoose?

A. The shape ofleaves from American Birch. (Cell B)

B. The color ofleaves from Canadian Birch. (Cell C)

C. The color of leaves from AmericanBirch. (Cell 0)

The initial datum given in the problem was randomly selected for
each problem from among the four possible information category-

45%65%

Percentageof houses that
are over$100,000

Percentageof houses
made of brick

Yourfriend has movedto a new house and you're trying to remem
ber where it is. You'venarrowed it down to the houses on Street X and
houses on StreetY.You knowthat he lives in a brick housethat is worth
over$100,000in value.One more piece of informationis shown,telling
you that 81%of the houses on Street X are worth over$100,000.

Which other piece of information from the table below would be
most helpful in figuring out which street your friend liveson?

Street X Street Y

81% 57%

rows summed to 131% and 84%, and the columns to 117% and
98%. The subjects had merely to inspect the problem; neither data
selections nor inferences were called for. Immediately below the
data array was the following sentence, in boldface italics: "Notice
that there is no need for the percentages in either rows or columns
to sum to 100%. All 4 percentages might be 100%; all 4 might be
0% or anything in between." These instructions also convey to so
phisticated subjects that the data are conditionally independent,
thus ruling out another possible criticism, though one would expect
conditional nonindependence to lead subjects to behave diagnosti
cally, rather than pseudodiagnostically. The experimental DD prob
lem was on the second page, one version of which follows:

Please pick only one piece of information from the remaining three
in the problem. We are very interested in which piece of information
you think will be most useful to you. Take your time in making this
choice and in answeringthe question below.

Only the 81% was exposed, the other three being covered by opaque
stickers. Subjects were asked to identify the street on which their
friend lived, and to mark their degree of belief on a P(H ID) scale
that ranged from .50 to 1.0. The other two problems had P(DII HI),
P(DII H 2) , P(D2 1 HI)' andP(D2 1H 2) values of77%, 57%, 61%, and
45%, and 79%,57%,40%, and 45%, respectively, with P(D]IHI)
being the exposed value in all cases.

Results and Discussion
Neither the manipulation of the salience ofthe focal hy

pothesis nor the content of the scenarios made a system
atic difference in data selection or in the judged P(H ID)
responses at the bottom of the page. Hence, for simplic
ity, the data will be pooled over the six experimental con
ditions. Of the 155 subjects, 45 selected P(Dll H2), the
diagnostic response, 69 selected P(D2 1HI)' the pseudo
diagnostic and positive test bias response, and 41 selected
P(D 2 1 H2), a response explained by subjects in other stud
ies as wanting to get some information about each datum
and each hypothesis. Note that the selection ofP(D2 1H2)
is pseudodiagnostic, but would not qualify as a +H test.
A test of goodness-of-fit showed that subjects were not
simply selecting data randomly [X2(2, N = 155) = 8.87,
P < .05]. The meanP(HID) responsefor all subjects draw
ing the correct inference was virtually identical for the
three response categories: .683, .685, and .665, for
P(Dll H2), P(D2IHI)' and P(D2IH2) data selections, re
spectively. Only 11 subjects drew erroneous conclusions,
with 6 of those having made the P(D 2 1 H2) selection.

Experiment 1had a limited purpose: to see ifthe pseudo
diagnosticity effect would obtain under conditions in
which it would be difficult to argue that the effect was
due to a misinterpretation of the independence of the
conditional probabilities. There was a substantial degree
of pseudodiagnostic data gathering. The level of diag-
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alternative relationships. The order in which the information equiv
alent to the three remaining cells was presented was balanced so
that each order appeared an equal number of times for each prob
lem across all subjects and on each page of the booklet. This was
accomplished by creating six versions of each problem, varying
only in the order of the three phrases. Each subject's booklet was
arranged in a different random order, thus partially controlling for
possible carryover effects from one judgment to the next.

The type of alternative was also manipulated. For half of the
problems, both of the decision alternatives were specific. For ex
ample, in the tree problem, subjects were told that an unknown tree
was either a Canadian birch or an American birch. In the other half
of the problems, one of the decision alternatives was specific and
the other was nonspecific. For example, in the fish problem, sub
jects were told that an unknown fish was either a frostfish or some
other kind of fish. This manipulation was included primarily in
light of Beyth-Marom and Fischhoff's (1983) speculations about
the effect of specificity. Although there was no effect of this vari
able in their study, we felt that it was of sufficient interest to ma
nipulate it in the present study.

Instructions and Procedure. Subjects were run in groups of 8
to 30 but worked on the booklets individually. They were told that
the experiment was concerned with judgment strategies and that
they would find a description of a problem requiring a judgment on
each page of the booklet. They were instructed to read each prob
lem carefully, to consider the information presented in the descrip
tion, and then to circle the letter next to the one additional piece of
information they would select from the three presented below the
description.

Results and Discussion
Table 2 shows the choice data for all eight problems,

broken down by cell. On each of the eight problems, 1 X 2
X2 tests of goodness-of-fit indicated that subjects made
significantly more Cell C choices than Cell B choices.
Cell D was rarely chosen. The ratio of Cell C to Cell B
choices is almost 5: I. As in Beyth-Marom and Fischhoff
(1983), the specificity of the alternative hypothesis had
no effect on the choice frequencies. Hence these results
are consistent with the general finding that subjects pre
fer more data about the same hypothesis over data rele
vant to the alternative.

Table 2
Frequency of Cell B, C, and D Choices

for Each Problem in Experiment 2

Cell Choices

Problem B C D

Specific Alternatives

Disease 0 96 0
Tree 20 69 7
Tooth 17 73 6
Wreck 35 55 6

Total 72 293 19

Nonspecific Alternatives
Fish 10 80 6
Bar 9 87 0
Oil 2 92 2
Suspect 30 55 II

Total 51 314 19

Note-For all eight comparisons, Cell C frequencies are significantly
greater than Cell B frequencies [X2(l , N ~ 85)~ 7.35,p < .0I].

This experiment considered alone, however, admits of
a ready alternative explanation to that just proposed. The
results are consistent with the generalization that people
seek more information about the hypothesis about which
they already have positive information, but they are also
consistent with the proposition that the subjects select
the most informative data. Given the reasonable assump
tion that some datum will differentiate between the two
possible hypotheses, a subject who requests information
from either Cell B or Cell D may be left uncertain about
the correct classification, depending on the answer. No
matter what the answer to Cell C, however, the identity
of the tree is determined. Hence, unlike the probabilistic
form, it is optimal in this case to seek more information
about the same hypothesis. The fact that in this case the
strategy is a good one does not diminish the interest ofthe
data or the power ofthe generalization; there maybe other
task environments in which the tendency to seek more data
about the same hypothesis is optimal, as in, for example,
a number of the conditions in Mynatt, Doherty, and Sul
livan (1991), and as explored in Klayman and Ha (1987).

We have indicated what we considered the essential
distinction between QD and DD tasks, and alluded to
Evans's (1984) theorizing that subjects simply failed to
see potential data concerning H2 as relevant to conclu
sions about H l: It is possible that the uncertainty inher
ent in having to consider both the possible truth and fal
sity of the hypothesis in question results in cognitive
overload, preventing an otherwise functional under
standing of diagnosticity to come to the fore. Hence, in
Experiments 3, 4, and 5, we reduced the task uncertainty
for the subjects.

In the following three experiments, we sought to as
sess whether or not subjects, when they knew the true
hypothesis-that is, the identity of the creature, in addi
tion to knowing the features characterizing the creature
would show a tendency to select information diagnosti
cally in order to support the truth of that hypothesis. We
sought to reduce the cognitive load by eliminating the
hypothesis-testing part of the task. Subjects in Experi
ment 5, in addition to knowing the true hypothesis and
the features, knew the P(D IH) values associated with
each feature.

The cover stories in Experiments 3 and 4 were similar
to the one in Skov and Sherman's (1986) investigations
of hypothesis testing. In the present studies, however,
subjects were told, "You have met one of these creatures
and ... it is a Glom," and were instructed to select infor
mation that they would provide to someone else to prove
that the creature was indeed a Glom. In these hypothesis
supporting tasks, subjects selected individual condi
tional probabilities that could form zero, one, or two LRs,
and normative data selection is still dictated by Bayes's
theorem.

GENERAL METHOD, EXPERIMENTS 3-5

Subjects. A total of 316 subjects from introductory psychology
classes participated in these three experiments.
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Table 3
Number of Subjects Forming Zero, One, or Two Likelihood

Ratios (LRs) in Experiments 3, 4, and 5

Experiment

3

No. LRs Glom Fizo Neutral 4 5 Total

0 42 42 33 41 32 190
I 10 10 13 6 16 55
2 II 8 20 18 14 71

Total 63 60 66 65 62 316

Note-"Forming" indicates the number of pairs of data selected that
wouldform LRs.ln eachtask, a maximumof twoLRscouldbe formed.

Materials and Procedure. Each subject completed one task, pre
sented on a single sheet. In all versions, the subject met one of two
hypothetical creatures on a hypothetical planet, was told that the
creature was a Glom, and that there were equal numbers ofGloms
and Fizos on the planet.

Experiments 3, 4, and 5 were run simultaneously, with participants
randomly assigned to tasks. The experimenters handed out task
sheets to subjects, read general verbal instructions from a script,
and told the participants to begin. When a sufficient amount oftime
had elapsed for all subjects to complete their tasks, approximately
20 min, the experimenters gathered the sheets and debriefed the
subjects.

EXPERIMENT 3

In Experiment 3, we examined data selection strate
gies when participants were presented with two mutually
exclusive and exhaustive hypotheses, told which hy
pothesis was true, and then asked to select P(D IH) val
ues supporting the true hypothesis. We investigated the
extent to which providing two conditional probabilities
needed to form one LR might alter information selection
strategies.

Method
Subjects. Subjects were 189 introductory psychology students.

Participation in the experiment partially fulfilled a class requirement.
Materials and Procedure. Subjects received one of three ver

sions of a DO task, in which they were shown a 2 x 5 data matrix
consisting of five features together with the probabilities of each
feature, under the two hypotheses-that is, P(O,I HI), P(Oll Hz) ...
P(OsIHI), P(OsIHz). Of these 10 P(OIH) values, 3 were visible;
both P(OIH) values for Feature I were shown, as was P(OzIH I ) ,

which was .92 for all conditions. Each of the other seven P(O IH)
values was covered by an opaque sticker. Subjects were instructed
to select any three P(O IH) values by peeling three stickers.

There were three conditions. In the Glom condition the condi
tional probabilities associated with Feature I were P(O IG10m) =
.85 andP(OIFizo) = .35,foran LR of2.43 favoring the Glom (true)
hypothesis. A second (Fizo) condition reversed these same condi
tional probabilities to favor the Fizo hypothesis. A third condition
(neutral) had conditional probabilities ofP(O IG10m) = .85 paired
withP(OIFizo) = .88, for an LR of 1.04, which obviously did not
strongly favor either hypothesis. It was expected that under the neu
tral condition, information selection would be most diagnostic, under
the assumption that the exposed conditional probabilities would
show that a high P(O IH) could be paired with an equally high
P(O I-H). In other words, the independence of the numerator and
denominator ofthe LR was made salient.

Subjects were randomly assigned to the Glom, Fizo, or neutral con
dition (60, 63, and 66 subjects, respectively). They were instructed in

writing to select the three P(O I H) values that would best convince
a colleague that the creature was a Glom, and to do so by peeling
the stickers from any three of the covered conditional probabilities.

Results and Discussion
Table 3 shows the number ofsubjects choosing data in

such a way as to form zero, one, or two LRs. A X2 was
done on each of the three conditions to test the null hy
pothesis that sticker selection was random. For all three
conditions, X2(2, N ~ 60) ~ 80.61, p < .001; hence sub
jects were selecting data in a systematic fashion. How
ever, only 13% ofthe subjects in the Fizo condition, 17%
in the Glom condition, and 30% in the neutral condition
behaved normatively, that is, according to Bayes's rule.
In all three conditions, the most common data selection
pattern was to select all three P(D IH) values from the
same hypothesis as that for which the P(D IH) value had
been given. These results conform to previous results
using the DD task and suggest that reduction ofcognitive
load does not affect data selection strategies.

To see if showing P(D IH) values with an LR = 1.0 in
fluenced data selection strategies, subjects in the Glom
and Fizo conditions, in which the LRs departed substan
tially from 1.0, were combined and compared with the
neutral condition subjects. Proportionately twice as many
neutral subjects behaved normatively as those who had
LRs that were large [X2(l , N = 189) = 5.79, p < .05].
Note again, however, that a minority of subjects in all
conditions chose data according to the normative model.
Given that the two exposed P(D IH) values associated with
Feature 1 summed to greater than 1, these data support the
conclusion ofExperiment 1 that illicit complementation
cannot explain pseudodiagnosticity.

EXPERIMENT 4

In Experiment 4, we assessed subjects' patterns ofdata
selection when actual numerical values of conditional
probabilities were not provided. It might be argued that
our relatively naive subjects were biased somehow by the
numerical P(D IH) values, and in this experiment we
sought to determine what change, if any, would occur in
the absence of such potential biases. Persistence of pseudo
diagnostic behavior in the face ofthis change would but
tress the conclusion of Experiment 2, which would be
desirable given the alternative explanation of the results
of that experiment.

Method
Subjects. Subjects were 65 introductory psychology students. Par

ticipation in the experiment partially fulfilled a class requirement.
Materials and Procedure. The task was similar to that used in

Experiment 3; subjects were given the true hypothesis (Glom) and
were asked to select evidence that favored this hypothesis. In this
version, however, no numerical data were given and subjects were
to imagine that by selecting a datum they would have the associated
P(OIH) value. The eight features (e.g., "The percentage ofGloms
who eat iron ore") were arranged in one column, each followed by
a blank. An X was marked in that blank next to P(O 1 I G10m), in
dicating that that P(O IH) was known. Subjects were to select three
more data by placing an X in three other blanks.
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Results and Discussion
The frequencies ofsubjects choosing zero, one, or two

LRs are shown in Table 3. Subjects were not selecting
data randomly [X2(2, N = 65) = 107.18, P < .001]. Of
the 65 subjects, only 18 (28%) selected data normatively.
This percentage may be artifactually high due to the fact
that the columns were arranged so that if a subject were
simply to place an X in the three blanks immediately
below that which represented P(D,IH 1) , data selection
would appear normative. Nevertheless, the results are in
line with other pseudodiagnosticity studies.

EXPERIMENT 5

In Experiment 5, the data were presented exactly as in
Skov and Sherman (1986), but the subjects were free to
choose individual P(D IH) values (as opposed to features
that automatically provided LRs). Subjects were pre
sented with four pairs ofP(D IH) values from which they
were to choose the four individual values that would best
convince a skeptical colleague that the creature they had
met was indeed a Glom. The cover story elaborated rea
sons why having seen all the P(D IH) values was not the
same as being able to bring those P(D IH) values back.
Note that this task is similar in format to many of the tasks
used in the QD research. P(D IH) values were presented
as pairs, with each pair associated with a particular feature.

There were two key differences between the present
investigation and typical QD studies, one in the cover story
and one in the nature of the response. In Experiment 5,
the subjects were informed not only of the identity of the
creature, but also of its specific characteristics. That is,
subjects were informed that it was a Glom, that it eats
iron ore, drinks gasoline, has blue skin, and wears a hula
hoop. The difference in the response was that our sub
jects selected individual P(D IH) values to bring back to
their skeptical colleague, rather than being constrained
to select pairs ofP(D IH) values.

The task allows for normative behavior, in that subjects
may select data that would form two LRs. Unlike the typ
ical QD task, however, this variant of the task also allows
for nonnormative behavior, in that subjects may select
P(D IH) values that do not enable the formation of any
LRs. Hence in the present investigation, subjects must
have sufficient understanding of the principle ofdiagnos
ticity to impose the necessary organization on the data.

Method
Subjects. Subjects were 62 introductory psychology students.

Participation in the experiment partially fulfilled a class requirement.
Materials and Procedure. The task was a modified version of

the cover story employed by Skov and Sherman (1986), with the in
structions altered as described above. The P(D IH) pairs-that is,
P(DIGlom)/P(DIFizo )-werepresentedas 85%/35%, 92%/68%,
41%/7%, and 75%/68%, though not, ofcourse, displayed as ratios.

Results and Discussion
There was a clear preference for data describing the

known creature, with 172 conditional probability values
for Gloms selected in contrast to 76 for Fizos. Of the

subjects who showed a preference, 40 selected more
P(DI Glom) values,andjust one selectedmoreP(D IFizo)
values.

Diagnostic behavior is reflected in the selection ofcon
ditional probabilities that allow for the construction of
LRs. For ease of communication we will refer to this as
the selection of diagnostic pairs, or just pairs, though sub
jects selected not pairs but individual conditional proba
bilities. Normative behavior, that is, selecting P(D IH) val
ues such that two LRs could be formed, was evidenced
in 14 subjects; 16 subjects chose one pair and 32 chose
no pairs [X2(2, N = 62) = 29.16,p < .001].

A closer examination of the pairs chosen proves inter
esting. Of all pairs chosen (44 in total), the most diag
nostic one was selected 19 times, the second most diag
nostic 20 times, the third 5 times, and the least diagnostic
pair not at all. Those pairs that subjects did select reveal
a distinct tendency for people who choose pairs to choose
diagnostic ones over those of low diagnosticity, which is
what the QD research has shown.

The modal selection pattern (selected by 18 subjects)
was the 7% P(D IH) for Fizos and the three P(D IH)s for
Gloms, with no paired P(D IH) values chosen. This is fur
ther evidence that subjects believe that a single P(D IH) is
informative, which has also been shown by Beyth-Marom
(1990).

As noted, one purpose of this block of experiments
was to see ifsubjects' strategies would be more frequently
normative ifthe task uncertainty were reduced. The fail
ure of the reduction of task uncertainty to reduce pseu
dodiagnostic data selection can be interpreted in at least
three ways. First, it is hard to know how much the sub
jects' cognitive loads were actually reduced. Second, as
discussed in Mynatt et al. (1993), subjects have a ten
dency to seek further information about the hypothesis
they believe to be true. A third possibility, closely related
to the second, is that subjects, upon seeing a conditional
probability, think that the complementary conditional
probability is irrelevant. This is essentially the meaning
of the term pseudodiagnosticity-that is, that a P(D IH)
value alone has diagnostic value.

GENERAL DISCUSSION

These results demonstrate clearly that the quotation
with which we opened this paper is an overgeneralization;
one cannot make general statements about the degree to
which subjects seek information diagnostically without
qualification in terms of task conditions. There is solid
evidence in prior research that subjects show diagnostic
behavior when selecting questions (with diagnosticity de
fined in terms of Equation 3), but show pseudodiagnos
tic behavior when selecting data needed to form LRs (with
diagnosticity defined in terms of Equation 2). Taken to
gether, prior research and the present experiments show
that subjects will select data normatively if and only if
certain situational constraints make salient the relevance
of data about H2 to inferences about HI; the P(D IH) val
ues must be presented as pairs and the subjects must se-
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lect them as pairs. That is, if the situation constrains the
subjects' attention to focus directly on the relation be
tween the values in the stimulus array, the subjects will
very likely select information diagnostically. However,
if subjects must bring that degree of structure to the in
formation themselves, it is unlikely that they will do so.
The data of Experiment 5 speak especially clearly to this
point; most subjects chose data pseudodiagnostically, but
those subjects who did choose pairs of P(D IH) values
were likely to choose them in a diagnostic fashion.

These investigations also show that one source ofvari
ance in the pseudodiagnosticity effect is the extent to
which the task forces subjects to attend to the idea that
P(D j IHI) and P(D j IH2) do not normally sum to 1.0. But
even then, the number of subjects choosing information
diagnostically is small, considering that optimal perfor
mance would mean that 100% of subjects do so. Given
the tasks used, whether the information to be selected is
verbal or numerical had no influence on pseudodiagnos
tic information selection, but we certainly would not
generalize that null finding to other task domains. Finally,
the results show that information selection is not influ
enced by whether the subject knows the truth of the hy
pothesis about which evidence is sought. There are, of
course, other task parameters that influence information
selection (e.g., the extremity bias shown by Skov & Sher
man, 1986) not addressed in this paper.

Theoretical Implications
We believe that the distinction drawn above is directly

related to Evans's conception of heuristic, which refers
to "pre-attentive processes whose function is to select rele
vant information for analytic processing" (Evans, 1984,
p. 452). The QD and DD research paradigms assess sub
jects' data selection for analytic processing. The two par
adigms lead to different generalizations because in one,
QD, the displays and the requirement to select features
defined by pairs ofP(D IH) values make the relevance of
diagnostic pairs transparent. In the DD task, subjects ap
pear to make a preanalytic judgment ofrelevance that in
cludes only data that relate to the hypothesis they have
reason to believe true. That is, they simply fail to see po
tential data concerning H2 as relevant to conclusions about
HI' Evans referred to heuristic processes as "rapid and
indescribable," a set ofdescriptors reminiscent ofBruns
wik's (1956) distinction between perception and think
ing, and Hammond's distinction between intuition and
analysis (Hammond, Hamm, Grassia, & Pearson, 1987).
Broadly, the conclusion is that subjects have a sufficient
understanding of question diagnosticity to select the
most diagnostic questions when the environment struc
tures the task, as in the QD paradigm, but not a sufficient
understanding of the diagnosticity of the data, as in
the DD paradigm, to seek out relevant information that
is not presented. In addition, Beyth-Marom (1990) and
Slowiaczek et al. (1992) have shown that people are not
sensitive to the diagnosticity of answers in the domains
tested.

We also construe this set of findings as consistent with
the three propositions concerning data selection posited
in Mynatt et al. (1993):

1. People will normally test hypotheses that they be
lieve true, rather than hypotheses that they believe false.
It is well established that people tend to have difficulty
with negation (Wason & Johnson-Laird, 1972) and have
a generalized positivity bias (Evans, 1989). With respect
to the present investigations, this proposition is reflected
in Experiments 1,3,4, and 5.

2. The number ofobjects that can be maintained and
operated on in working memory is one. An object can be
a hypothesis, a dimension of utility, or an explicit rela
tion between two of these, depending on the task. We
construe the QD results as situations in which the object
is the relation between P(D IH) and P(D I-H).

3. People commonly update their beliefs on the basis of
information relevant to the single hypothesis in working
memory. This proposition is reflected especially clearly in
Experiment 5 and in Beyth-Marom (1990; see also Robin
son & Hastie, 1985, and van Wallendael & Hastie, 1990).

This set of assumptions is compatible with traditional
conceptions of memory, which hold that there is an ac
tive memory, or short-term store, a subset ofwhich is the
"focus of attention" (Cowan, 1988, 1993).

Relation to Other Laboratory Tasks
The failure to attend to the potential relevance of infor

mation about alternative hypotheses is also reflected in
other laboratory investigations. For example, in reviewing
the literature on Wason's 4-card selection task, Tweney
and Doherty (1983) noted that the notorious difficulty
with that task might be due to the failure of subjects to
consider the relevance of the unchosen cards to the possi
bility that the rule might be false. This is related to the
proposition (see, e.g., Evans, 1989, p. 60; Klayman & Ha,
1987) that subjects tend to focus on positive information.
One clear finding in the research using Wason's 2-4-6
task is that subjects do not readily generate triples to test
alternative hypotheses (Wason, 1960), unless the experi
mental situation is designed to get them to do so (Gorman,
Stafford, & Gorman, 1987; Tweney et aI., 1980; Wharton,
Cheng, & Wickens, 1993). It is our experience with the 2
4-6 task that subjects simply never spontaneously state
two hypotheses when performing a test with a single triple
(Tweney et aI., 1980), which is consistent with the propo
sition that subjects typically consider data as relevant to
only one hypothesis at a time. Nor do subjects in our arti
ficial universe studies state multiple hypotheses (Garavan,
1992; Mynatt, Doherty, & Tweney, 1978).

Another related phenomenon that is readily observed in
the laboratory is illusory correlation, one manifestation of
which is the tendency to report relationships when none
exists (Arkes, 1981; Chapman & Chapman, 1969; Crocker,
1981). The DD and QD experimental paradigms bear a
close formal relation to the typical illusory correlation
paradigm. Consider a common illusory correlation task,
the inference of whether there is a relation between a
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symptom and some illness, based on a number of obser
vations of each of the four events in the 2 X 2 table con
structed from data concerning the presence or absence of
that symptom and that illness. The pairs of P(D IH) and
P(DI-H) that are the crux ofthe DD and QD research are
simply two of the marginal probabilities of that 2 X 2
table. It is commonly believed that a major contributor to
the illusory correlation effect is the tendency of subjects
to discount as irrelevant all cause-absent data (Arkes, 1981).
This strategy leaves the subject with the information
needed to construct P(D IH) but not with the information
needed to construct P(D I-H), which is consistent with our
explanation of the pseudodiagnosticity effect.

Perhaps the research most closely related to the DD
and QD research is that of Klayman and Brown (1993)
and McKenzie (1994). Their results are highly consis
tent with the DD and QD results, despite considerable dif
ferences in the research paradigms; their subjects learned
the relations between data and hypotheses via case-by
case exposure to frequentistic information. Some learned
the relations between symptoms and each of two possi
ble illnesses one at a time; others between symptoms and
both of two illnesses at the same time. The latter proce
dure was called "contrastive learning." Those authors the
orized that the former learning protocol would lead to
"independent representations" of each illness, so that
subjects would consider the implications ofsymptoms for
a single disease (see also Van Wallendael, 1989). On the
other hand, contrastive learning was postulated to lead to
a dependent representation, such that evidence relevant
to HI would be seen as relevant to H2. The difference be
tween independent and dependent representations corre
sponds to what we see as how subjects react to DD and
QD task structures, respectively, and the experimental
results are very much in accord with each other.

Borrowing Beyth-Marom and Fischhoff's (1983) words,
"If one wished to summarize these data into a statement
about people's abilities as intuitive statisticians, one would
need to specify the context within which their abilities
were being tested. If information is selected and organized
for them, then they generally show a qualitative under
standing of diagnosticity. Unfortunately, however, orga
nized presentations are probably the exception rather
than the rule in everyday experience" (p. 1194).

Implications for Inference Beyond
the Laboratory

We believe that we are talking about basic psychologi
cal processes when we assert the three propositions con
cerning data selection for hypothesis testing. We restrict
our speculation about the implications of these processes
to two important categories of inference in the world, em
ployment interviewing and clinical psychodiagnosis. It has
long been the received view among investigators in the
area of industrial/organizational psychology that the cate
gorical decision (hire/don't hire) is made in the very first
few minutes of the interview session, and that the often
considerable time spent thereafter is devoted to the search
for corroborating information (Webster, 1982). In the

terms noted above, once HI (suitability, or its converse) is
adopted, the search for data relevant to -HI is abandoned.

While this pseudodiagnostic data selection cum +test
strategy may have immediate negative consequences for
the interviewee and long-term negative consequences for
the organization, this form of data selection may have
terribly negative consequences in the clinical domain.
Dawes (1994) explored the consequences of judgment
biases, among other issues, for clinical practice. We be
lieve that the general tendency toward pseudodiagnos
ticity cum +test strategy is at least in part at the root of a
problem he so powerfully decries. The issue is impor
tant; we quote at length:

Now consider the statement that "I can identify child abusers
because 1have had experience working with 50 [or 100, or
even 500] of them." Child abuse may have a fairly precise
definition on the basis ofactual behavior, but professionals
who attempt to learn from experience to distinguish abusers
from nonabusers must-according to the learning from er
rors principle-have experience with people who appear
to be child abusers but are not. Where does such information
come from? It is extraordinarily difficult to obtain; in fact,
it is impossible to obtain if one's contact is limited to peo
ple who actually are child abusers." (Dawes, 1994, p. 119)

The relation to pseudodiagnosticity is clear; a clinician
may have an idea of how frequently a feature (symptom)
may be associated with a psychiatric condition-that is,
P(D IH)-and base a diagnosis in part on that information
without considering how frequently that feature may occur
in the absence ofthat category-that is, P(D I-H). This ex
ample highlights the intimate relation between the failure
to attend adequately to P(D I-H) and the phenomenon of
base rate neglect (Bar-Hillel, 1990; Kahneman & Tversky,
in press; Koehler, 1996). The situation for the clinician is
compounded by two traditions of psychodiagnosis. The
first is the virtually exclusive tendency to focus on symp
toms ofpsychopathology; one searches the Diagnostic and
Statistical Manual a/Mental Disorders (4th ed.; DSM-IV,
1994) of the American Psychiatric Association in vain for
a description of the "symptoms" of health. The second is
the reliance on verbal rather than statistical formulations;
one searches the DSM-IV in vain for representations of
P(D IH) and P(D I-H).

In many circumstances, actions depend upon inferences.
Clearly, we believe that the failure to seek information that
might favor hypotheses other than the hypothesis that is at
the moment the focus of one's attention may lead to erro
neous inferences, and as a result, nonoptimal actions.
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