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Causal order does not affect cue selection
in human associative learning
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and
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Waldmann and Holyoak (1992) presented evidence in support of the claim that cue selection does
not emerge in "diagnostic" human learning tasks in which the cues are interpretable as effects and the
outcomes as the causes of those effects. Waldmann and Holyoak argued that this evidence presents a
major difficulty for associationist theories oflearning and instead supports a "causal model" theory. We
identify a number of flaws in Waldmann and Holyoak's experimental procedures and report three new
experiments designed to test their claim. In Experiment 1, cue selection was observed regardless of
causal order and regardless of whether the cues were abstractly or concretely specified. In Experiments
2 and 3, cue selection was again observed when subjects predicted causes from effects. Weconclude
that our results are consistent with simple associationist theories of learning but contradict Waldmann
and Holyoak's causal model theory.
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In an influential animal conditioning experiment, Saave
dra (reported by Wagner, 1969) demonstrated that the ex
tent to which a cue and an outcome come to be associated
is a function not simply of their repeated pairing but rather
ofthe degree to which the cue is a reliable predictor ofthe
outcome. Saavedra used a rabbit eyelid conditioning pro
cedure in which a brief neutral stimulus such as a light is
paired with a mild shock to the eye, as a result of which it
becomes a conditioned stimulus (CS) capable of eliciting
by itselfthe conditioned response ofblinking. In one group
(the contingent group), the light was paired on some trials
with another neutral stimulus, a tone, and this compound
was followed by a shock. On other trials, the tone occurred
on its own and was unreinforced. If the light was Cue A
and the tone Cue B, and shock was the outcome, then the
animals in this group received intermixed AB~outcome
and B~no-outcome trials, with shock being contingent on
Cue A's presence. At the end of the training phase, Cue A
was tested on its own, and (unsurprisingly) it elicited a
substantial conditioned response, indicating that it had be
come strongly associated with the shock.

A second group of animals (the noncontingent group)
again received AB~outcome trials, but for these animals
trials with Cue B by itselfwere reinforced rather than un-
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reinforced; thus these animals received intermixed AB~
outcome and B~outcome trials. Since shock could occur
on trials with B alone, shock was not contingent on Cue A's
presence. When this group was tested with Cue A by itself,
little conditioned responding was elicited, indicating that
Cue A had become only weakly (ifat all) associated with
the shock.

The importance ofSaavedra's result (and ofa number of
other, similar, results obtained around the same time; see
Mackintosh, 1983) lies in the fact that even though Cue A
was paired with the outcome an equal number of times in
the two groups, its association with the outcome differed.
The reason is that in the contingent group, A was a good
predictor ofthe unconditioned stimulus (US) compared to
Cue B, whereas in the noncontingent group, A was an en
tirely redundant stimulus in that it provided no informa
tion that was not already conveyed by B. Thus, a process
ofcue selection appears to operate in associative learning:
A cue will be selected only for association with another event
if it is a good relative predictor of that event.

This sort of cue selection effect played a major role in
the late 1960s in the development of formal associationist
learning theories such as that of Rescorla and Wagner
(1972), which is equivalent to the "delta" rule used to up
date the weights in many current connectionist models of
human learning (e.g., Gluck & Bower, 1988; McClelland
& Rumelhart, 1985). In brief, Rescorla and Wagner's (1972)
theory explains Saavedra's result by assuming that there is
a ceiling or limit to the amount ofassociation strength that
can be supported by any given outcome event. Early in train
ing, Cues A and B both accrue some associative strength
for the outcome on an Als-e-outcome trial, and on a B~
outcome trial in the noncontingent condition Cue B will
gain further strength. Before long, the combined strengths
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Novick, 1992; Holyoak, Koh, & Nisbett, 1989; Melz,
Cheng, Holyoak, & Waldmann, 1993; see also Shanks,
1995). Waldmann and Holyoak adopt a more mentalistic
"causal model" approach to learning, in which

people use meaningful world knowledge, often of a highly
abstract sort, to guide their learning about new domains. One
major example of abstract world knowledge is knowledge
about the basic characteristics ofcausal relations, such as the
temporal precedence of causes to their effects. (Waldmann
& Holyoak, 1992, p. 224)

According to this account, subjects use real-world knowl
edge to interpret the cues and outcomes in an experiment,
and in particular use knowledge about such things as causal
precedence: Regardless of the order in which the events
are perceived, subjects know about the directionality of
causation.

Having brought an interpretative causal mental model
to bear on the task, subjects then determine the extent to
which the cause and effect are related. In contrast to the no
tion that associative knowledge is derived by incrementing
or decrementing a mental bond, Waldmann and Holyoak
proposed instead that subjects compute the degree of sta
tistical contingency, t-,.P, between the events, where con
tingency is defined as

Here, P(E/C) is the probability of the effect given the
cause and P(E/-C) is the probability of the effect in the
absence of the cause. The derived value oft-,.pthen repre
sents the subject's judgment about the relationship be
tween C and E.

Like the Rescorla-Wagner model, this account oflearn
ing is able to explain certain cue selection phenomena.
With respect to Saavedra's experiment, such an approach
readily yields the appropriate result. In both the contingent
and noncontingent conditions, the probability ofthe effect
(shock) given the target cause (Cue A) is 1.0. However, in
the contingent condition the probability of shock in the
absence of Cue A is zero, whereas in the noncontingent
condition it is greater than zero; in fact, assuming that the
probabilities are computed only across the trials and not
across the intertrial intervals, P(E/-C) is 1.0 and hence
t-,.p is zero. At any rate, the statistic t-,.p can readily be seen
to differ between the two conditions in the required direc
tion (see Melz et aI., 1993, for further details).

As an aside, it is worth mentioning that there are certain
elaborations to the way in which t-,.p is calculated (e.g., the
notion of conditional independence; see Cheng & Holy
oak, 1995) that allow Waldmann and Holyoak (1992) to
explain how subjects distinguish between genuine and spu
rious causes. For instance, in a noncontingent condition it
is possible that Cue A is a genuine cause that would, if pre
sented on its own, be followed by the outcome. Alterna
tively, its pairing with the outcome on AB trials may be
spurious. Associative theories such as that of Rescorla and
Wagner have little to say about this distinction, whereas
Waldmann and Holyoak's theory specifies how subjects dis
tinguish between these possibilities in real life. However,
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of A and B on the compound trials will exceed what can
be borne by the outcome, and at that point, the cues nec
essarily begin to lose strength. However, Cue B is able to
make up what it loses on compound trials by acquiring
strength increments on B-alone trials. Cue A is not able to
do this, with the result that it keeps losing strength until it
has none at all: Effectively, Cue B "blocks" it from retain
ing any associative strength at asymptote. In the contingent
condition, by contrast, the Bv-mo-outcome trials force
Cue B to lose some of the strength it has acquired on the
compound trials. With continued exposure to AB trials,
Cue A gains more and more strength, but because the total
strength that can be attached to the outcome is limited, the
strength ofCue B will be driven down, eventually reaching
an asymptotic value of zero. Hence the result obtained by
Saavedra is explained.

Given the extensive success of connectionist models
that use the delta rule (or variants of it) in modeling human
learning in a variety ofdifferent domains (see, e.g., Cohen,
Dunbar, & McClelland, 1990; Gluck & Bower, 1988; Me
Clelland & Rumelhart, 1985; Seidenberg & McClelland,
1989), it is perhaps not surprising that cue selection ef
fects similar to Saavedra's have now been observed in a
range of human learning situations, including Pavlovian
(e.g., Martin & Levey, 1991), instrumental (e.g., Shanks,
1985; Wasserman, Elek, Chatlosh, & Baker, 1993), and
category learning (e.g., Shanks, 1991). For example, Was
serman et al. (1993) asked subjects to judge the relation
ship between pressing a button (the cue) and a light com
ing on (the outcome) in a situation in which the context
was an alternative potential cause of the outcome (equiv
alent to Cue B). When a design analogous to Saavedra's was
used, with the context by itself either causing the outcome
(noncontingent condition) or not causing the outcome (con
tingent condition), subjects gave significantly lower rat
ings for noncontingent responses than for contingent ones.

Although there is no consensus concerning the validity
of the Rescorla-Wagner model itself (see Mackintosh,
1975, Pearce, 1987, and Pearce & Hall, 1980, for alterna
tive associative models), and despite the fact that cue se
lection effects exist that have resisted explanation (e.g.,
Busemeyer, Myung, & McDaniel, 1993a, 1993b; Shanks,
1985), it has been widely argued (e.g., Dickinson, 1980;
Hall, 1991; Shanks, 1994) that the appropriate way to un
derstand cue selection phenomena is in terms of the sorts
of competition mechanisms embodied in associationist
theories. In sum, much of the recent interest in associa
tionist or connectionist theories has been stimulated by
their ability to account for a range ofcue selection effects.

Causal Models and Causal Order
In contrast to this associationist approach, Waldmann

and Holyoak (1992) have argued that cue selection effects
emerge for entirely different reasons. Waldmann and Holy
oak's article is part ofa large and very interesting research
program being pursued by these authors and their colleagues
aimed at challenging the enterprise of understanding human
and animal learning in terms of associationist principles
(see, e.g., Cheng, 1993; Cheng & Holyoak, 1995; Cheng &

t-,.p = P(E/C) - P(E/-C) (I)



the elaborations that allow this to be accomplished will not
be described here because they are not relevant to the pres
ent concerns (see Cheng & Holyoak, 1995, for details).

How may we discriminate between the associationist and
causal model explanations ofcue selection? Waldmann and
Holyoak (1992) noted that different predictions can be de
rived from the theories in so-called diagnostic learning tasks.
Suppose the subject is required to learn some cue-outcome
relationship, but the appropriate causal interpretation is
that the event labeled as the outcome would (in the real
world) have caused the event labeled as the cue rather than
vice versa. For instance, in a number ofstudies (e.g., Shanks,
1991), subjects have learned to predict diseases on the
basis of symptoms, but ofcourse in the real world it is dis
eases that cause symptoms. This sort of"diagnostic" learn
ing can be distinguished from "predictive" learning where
the cues are the causes and the outcomes the effects.

Waldmann and Holyoak (1992) predicted that while cue
selection may emerge in predictive contexts, it should not
emerge in diagnostic conditions. In the noncontingent
Als-ooutcome, B~outcomedesign, for example, the men
tal model theory assumes that the subject interprets these
trial types as E 1E2f-cause and E2f-cause, where E, and
E2 are different effects. Despite the fact that the order in
which the events are experienced is opposed to their true
causal order, on this theory subjects will learn relation
ships from the cause to the effects, and the presence ofE,
should not alter in any way the judged causal relationship
between the cause and E,. This is because the presence of
multiple effects does not change the computed value ofI1P
for a given cause-effect relationship. As Waldmann and
Holyoak said (1992, p. 224), "People have a strong dispo
sition to learn directed links from causes to their effects,
rather than vice versa, even in situations in which they re
ceive effect information prior to cause information," and,
"Different effects, like different dependent measures ob
tained in an experiment, do not compete with one another;
rather, each effect, as well as any interaction among the ef
fects, provides information about the consequences ofthe
cause" (p. 226).

For an associative account, however, the real-world in
terpretation ofthe events is immaterial. Ifthe subject is re
quired to predict outcomes from cues, the cues represent
the input to the system and the outcome represents the tar
get to be predicted, regardless of causal order. Thus, even
though cue selection in predictive situations (where the
cues are interpreted as causes and the outcomes as effects)
can be explained by either theory, the causal model ac
count predicts no cue selection in diagnostic situations
where the opposite interpretation is made, while the asso
ciationist theory does. Note that in the remainder of this
article we will use the terminology "cause-effect" (CE) and
"effect-cause" (EC) rather than that used by Waldmann
and Holyoak (1992) ("predictive" and "diagnostic," re
spectively) to describe the causal interpretation of the
events, because in both types of tasks subjects are asked
to make predictions (in the sense of stating ahead of time
what they think will happen). In this sense, the terms CE
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and EC are less ambiguous as descriptions of the status of
the cues and outcomes.

What is the evidence of cue selection in EC tasks? On
the face of it, Waldmann and Holyoak's theory would ap
pear to be incorrect since cue selection has been obtained
in a number ofEC situations. For instance, in a direct com
parison between contingent and noncontingent conditions,
Shanks (1991) obtained a cue selection effect in a task in
which subjects learned relationships between the symptoms
and diseases that a variety ofpatients had. Similarly, Chap
man (1991) observed cue selection with the same medical
diagnosis task. Moreover, Waldmann and Holyoak (1992,
Experiment 2) themselves obtained an apparent cue se
lection effect in an EC task, and the magnitude ofthe effect
was comparable to that obtained in a CE task. In their ex
periment, the actual cues and outcomes in the CE and EC
tasks were similar, but the tasks differed in terms of how
people interpreted the events. In the CE context, subjects
had to learn relationships between certain features of a
person's appearance (perspiration, skin, posture, weight)
and the outcome (an emotional response in observers of
that person). In the EC context, the same cues were inter
preted as symptoms (i.e., effects) ofa virus.

Both tasks took place across two phases. In Phase 1, a
predictive Cue P was consistently paired with the outcome
in that it was present every time the outcome was present
and absent whenever the outcome was absent. Another
two cues were also presented, Cue C, which occurred on
every trial regardless ofwhether the outcome was present,
and Cue U, which was uncorrelated with the outcome.
During Phase 2 the same cues were again present but a tar
get, Cue R, was added. This redundant cue was present
only on those trials in which Cue P was also present. Wald
mann and Holyoak (1992) reasoned that since Cues P and
R had each been paired with the outcome, any difference
between them in terms of subjects' ratings at the end of
Phase 2 would be evidence of cue selection. The relevant
result was that an attenuation of the ratings of Cue R oc
curred in both the CE and the EC contexts so that, appar
ently, cue competition had arisen in both cases.

Rather than taking this result as evidence favoring the
associative theory, Waldmann and Holyoak (1992) made
the reasonable point that the attenuation of the ratings for
Cue R relative to Cue P in the EC context may not have
been due to cue competition per se (competition between
effects in this case) but instead to the fact that subjects
may, on the basis of real-world knowledge, have attributed
the effects to extra-experimental causal factors. For instance,
in a medical diagnosis context with multiple symptoms
(effects) ofa single disease (cause), ifone ofthe symptoms
is a runny nose, the subject may assume that another dis
ease (e.g., a cold) must be present in addition to the specif
ically mentioned cause. The critical point is that if a cue in
an EC design has a concrete label that evokes prior knowl
edge, the target cause may implicitly be competing with
other causes.

To elaborate, Waldmann and Holyoak (1992, p. 231)
stated that
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no attenuation would be expected if there were only one
possible theory explaining the evidence; however this is sel
dom the case in realistic diagnostic tasks. There is potential
competition if multiple causal theories might account for a
given effect. More specifically, if subjects bring to bear
prior knowledge ofalternative possible causes ofan abnor
mal body sign, they may lower their rated predictiveness of
the sign as an indicant ofthe fictitious disease being taught
in the experiment. Thus, even though subjects learned in
Phase 2 that being underweight (Cue R) is an effect of the
virus, they presumably also knew that there are many other
reasons a person might be underweight. These alternative
causes may have competed with the newly acquired cause as
a possible explanation of the single cue underweight, caus
ing subjects to give the single cue a relatively low predic
tiveness rating.

To eliminate this alternative explanation of the lower
ratings for the redundant cue in the EC context, Waldmann
and Holyoak (1992) performed another experiment (Ex
periment 3) in which any effects attributable to prior knowl
edge concerning the cues were eliminated. In this experi
ment they used an unfamiliar context for which subjects
were assumed to be unable to introduce prior knowledge
ofalternative potential causes, and again ratings in CE and
EC contexts were compared. Subjects were told to imagine
they were in a bank and had to learn relationships between
the state ofactivation of the alarm system and various but
tons (CE condition) or indicator lights (EC condition). In
this case, Waldmann and Holyoak obtained a significant
cue competition effect in the CE condition, but not in the
EC condition, in accordance with the causal model theory
and contradictory to an associationist analysis. They ob
served a similar difference between CE and EC tasks in
their first experiment, but we delay discussion of that ex
periment until the General Discussion.

Waldmann and Holyoak's (1992) results are, on the face
ofit, highly problematic for associationist explanations of
cue selection. In associationist accounts it is assumed that
when the subject is asked to predict an outcome, the cues
represent the input to a network and the outcome represents
the output, with prediction responses being determined by
unidirectional weights from the cues to the outcomes. Cue
selection should emerge whenever multiple cues predict a
single outcome, regardless of the possible causal order in
terpretation that can be put on the events. Waldmann and
Holyoak's (1992, Experiment 3) result contradicts this pre
diction, and the present experiments were undertaken in
an attempt to reproduce and explore the generality oftheir
findings. Experiments 1 and 2 were designed to test the
claim that cue competition does not occur in EC tasks, and
in Experiment 3 we attempted to distinguish between the
associationist and causal model theories.

EXPERIMENT 1

Waldmann and Holyoak (1992, Experiments 2 and 3)
concluded from their results that cue competition arises in
CE but not EC contexts. There are two slightly different
ways of stating the problem that this result presents to as
sociative theories. One way is to concentrate on the inter-

action Waldmann and Holyoak obtained in their Experi
ment 3 between causal order and cue (Cues P and R re
ceived different ratings in the CE condition but not in the
EC condition), and the other way is to concentrate solely
on the absence of a cue competition effect in the EC con
dition. While both of these results are problematic for as
sociative theories, we believe that attention should be prin
cipally focused on the latter characterization.

First, the interaction Waldmann and Holyoak (1992, Ex
periment 3) obtained arose in an experiment in which rather
different cover stories were given to subjects in the CE and
EC tasks. Remember that the key result was that Cue P
was rated higher than were Cue R in the CE task but not
in the EC task. Thus far, we have not described the exact
details ofthe cover story for that experiment, but those de
tails are worth examining because they suggest a possible
reason for the difference in ratings. In the CE task, cues
were said to be different buttons in the control rooms of a
bank, and subjects had to detect which button or buttons
(cues) switched on the alarm (outcome). In Phase 1, sub
jects were instructed that Peter was working in Room A. In
that phase, Button P was a reliable predictor of the out
come. Before the beginning of Phase 2, subjects were told
that Mary was in another control room (Room B) and that,
by accident, whenever Peter pressed Button P in Room A
Mary pressed Button R in Room B. The outcome was that
Button R was rated lower than Button P at the end of
Phase 2. Note that because the buttons were being pressed
by different people in different rooms, there is no reason
why subjects should have believed that there was any nec
essary relationship between pressings of Buttons P and R;
in fact, the simultaneous pressings were explicitly de
scribed as accidental.

In the EC task, cues were said to be lights in a control
room that indicated whether the alarm was on or off. Dur
ing Phase 1, only Room A was available. Subjects had to
detect which light (cues) indicated the status of the alarm
(outcome). A particular cue (Cue P) was a reliable pre
dictor of the status of the alarm. Before the beginning of
Phase 2, subjects were told that there was another control
room (Room B) with different indicator lights. During
Phase 2, whenever Light P was on in Room A, Light R was
also on in Room B. At the end ofPhase 2, ratings for Cues
P and R did not differ reliably, implying an absence ofcue
selection. However, it is not very clear what specific men
tal representation subjects might have had about this task
given the cover story provided. In particular, since sub
jects were told at the outset of Phase 2 that information
would now be provided about a signal light in Room B,
they might have reasoned that the light had been present
all along and had been lit in Phase 1 whenever Light P was
lit, but that they were simply not informed about it. If this
was the case, then subjects might have reasoned that
Light R was perfectly correlated with Light P via some
causal link, in which case equivalentjudgments should have
been given to them.

In sum, subjects may have inferred that in the EC ver
sion of the task, but not in the CE version, Cues P and R
were linked to each other. That being the case, subjects



would be justified in giving them equivalent ratings. Thus,
in our view the interaction Waldmann and Holyoak (1992,
Experiment 3) obtained may have arisen because the cover
stories could be read in a way that was inconsistent with
the aim of the experiment. In the present experiment we
attempted to see ifsuch an interaction occurs in a situation
in which ambiguity in the cover stories is eliminated.

A second reason for focusing mainly on the absence
of a cue selection effect in the EC condition is that this
is-given prior demonstrations of cue competition in hu
man associative learning (see, e.g., Martin & Levey, 1991;
Shanks, 1985, 1991; Wasserman et aI., 1993)-probably
the most surprising finding of Waldmann and Holyoak's
(1992) study. Thus in the discussion that follows, we con
centrate on the apparent absence ofcompetition in the EC
condition rather than on the difference in the magnitude of
competition in the EC and CE conditions.

We begin by discussing some significant problems with
Waldmann and Holyoak's (1992) experiments that may
have contributed to the absence of the key competition ef
fect in Experiment 3. The most significant problem is that
because of inappropriate experimental design, their stud
ies do not in fact allow any conclusions to be drawn con
cerning cue competition effects at all. To illustrate this im
portant point, the following discussion simplifies Waldmann
and Holyoak's design by excluding some ofthe irrelevant
cues. The experiment took place in two phases. Ignoring
Cues C and U, Phase 1consisted of'Ps-eoutcome trials while
Phase 2 contained PR~outcome trials. Waldmann and
Holyoak compared ratings given to P with those given to
R at the end of Phase 2 and concluded that cue competi
tion had taken place ifa difference occurred between these
ratings. But a moment's reflection reveals that these are not
appropriate ratings for comparison to determine whether
cue competition has occurred. Apart from anything else,
subjects have had unequal exposure to these cues: Unless
learning is very fast, even a noncompetitive learning the
ory is likely to predict higher ratings for P, simply because
the subject has witnessed more pairings ofP with the out
come than of R;'

Demonstrating cue selection (see Kamin, 1968) requires
a separate comparison condition, as in Saavedra's (cited in
Wagner, 1969) experiment. The simplest of these would
involve a between-subjects comparison between ratings
for Cue R in the original group versus those in a group
exposed only to the Phase 2 trials. Better still is a within
subjects design (see, e.g., Rescorla, 1983) in which subjects
see P~no-outcome and P'~outcome2 trials in Phase 1
followed by PR~outcome 1 and P'R'~outcome2trials in
Phase 2, the relevant contrast being between Cues Rand
R'. A difference between these two ratings would repre
sent a genuine cue competition effect uncontaminated by
differences in exposure to the cues (R and R') being con
trasted. It is known that cue competition in CE tasks does
occur with this design (Shanks, 1985).

Three further interpretational problems with Waldmann
and Holyoak's (1992) experiments should be mentioned.
First, as will be apparent from our description of their ex
periments, Waldmann and Holyoak used a blocked- rather

CAUSAL ORDER 515

than an intermixed-trials design. Subjects saw a block of
P~outcome trials followed by a block of PR~outcome
trials. In Saavedra's experiment, in contrast, the AB~out
come and B~outcome trials were intermixed. While each
of these designs is capable ofdemonstrating cue selection
(indeed, the blocked-trials design was used by Kamin,
1968, in his famous experiments), it is well known that an
attenuation of learning to Cue A after separate B~out

come and Als-eoutcome blocks oftrials (relative to learn
ing with just the AB~outcome trials) can be quite hard to
obtain with human subjects (see Davey & Singh, 1988;
Lovibond, Siddle, & Bond, 1988; Martin & Levey, 1991)
for reasons that have little to do with cue selection per se.
The evidence suggests that human subjects are particu
larly prone to treat the Band AB trial types as unrelated and
thus to regard the two stages of the blocked-trials design
as unconnected, leading them in some circumstances to
learn normally about Cue A (see Lovibond et al., 1988).
If this is the case, then Waldmann and Holyoak may have
been using an experimental design ill-suited to observing
cue selection. A mixed-trials design may be more sensitive.

Second, in attributing the presence versus absence of
cue competition in EC situations to whether or not prior
knowledge was available, Waldmann and Holyoak (1992)
were forced to make a cross-experiment comparison be
tween Experiments 2 and 3. Because the tasks used were
very different, it is possible that procedural or subject dif
ferences between the experiments may have produced the
result, rather than the extent of prior knowledge engaged
by the task. Third, the only result Waldmann and Holyoak
obtained that represents a difficulty for associative theo
ries is a null result, namely the absence of a reliable dif
ference in ratings of Cues P and R in the EC condition of
Experiment 3. With only 12 subjects in the EC group, each
making one judgment for Cue R and one for Cue P, it is
possible that the failure to observe a difference between
the ratings for the two cues is attributable to a lack of suf
ficient statistical power.

In the present study we tried to reproduce Waldmann
and Holyoak's (1992) results in a single experiment using
basically the same intermixed-trials design that Shanks
(1991, Experiment 1) used to study cue competition. In
four different groups, we manipulated the two factors that
Waldmann and Holyoak found relevant to the asymmetry
issue: the context in which the task is presented (CE vs.
EC order) and the relevance ofprior knowledge (concrete
vs. abstract cues). Thus, the two tasks were identical, ex
cept that the cues and outcomes could be understood as
causes and effects (CE task) or as effects and causes (EC
task), respectively. In the CE task, the cues represented
different foods and the outcomes represented different al
lergic reactions. Subjects had to learn the relationships be
tween these different foods and the different types ofaller
gic reaction that they caused. The EC task used a medical
diagnosis task. Cues were understood as symptoms and
outcomes as diseases from which the different patients suf
fered. In addition to varying causal order, we also manip
ulated the extent to which prior knowledge might be rele
vant. In the concrete versions ofthe task, the different cues
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Condition Cues-oOutcomes

Note-A-N are the cues and 1--6 are the outcomes. 0, no outcome.

Table 1
Trial Types in Experiment 1

were given actual names (e.g., avocado, dizziness). In the
abstract versions cues were labeled by letters. If symp
toms are labeled in this abstract way in the EC version, it
is difficult to think how they can evoke alternative causes
as possible explanations of their occurrence.

The trial types presented to the groups were identical. In
the contingent conditions, the compound Cues CD and GH
were paired with Outcomes 2 and 4, respectively, whereas
D and H were unaccompanied by these outcomes when
they occurred on their own. Thus, the relative predictive
ness ofthe target Cues C and G remained high in these con
ditions. In the noncontingent conditions, the compound
Cues AB and EF were paired with Outcomes I and 3, re
spectively, whereas cues Band F were also paired with
Outcomes I and 3, respectively, when they occurred by
themselves. Thus, the relative predictiveness of the target
Cues A and E was attenuated.

Results and Discussion
The subjects were able to make correct predictions by

the end of the training phase of the experiment. Table 2
shows the percentage of correct responses across the dif
ferent experimental groups on the last two trials of each
trial type. Because there were six categories, plus the no
outcome category, chance performance is 1/7 or 14% cor
rect. The table shows that the subjects had learned correctly
to categorize each of the different cue types, with the per
centage ofcorrect responses varying from 79.7% to 96.9%.

The data of interest are the ratings subjects gave for the
predictive relationship between a cue and the correct out
come: Thus for Cue A the relevant rating is for Outcome I,
for Cue C it is Outcome 2, and so on. We collapsed the A
and E ratings into a noncontingent rating and the C and G
ratings into a contingent rating and carried out a 2 (contin
gency: contingent vs. noncontingent) X 2 (form: concrete
vs. abstract) X 2 (causal order: CE vs. EC) analysis ofvari
ance (ANOVA) on these ratings. The means are shown in
Figure 1. The only significant result from the analysis was
the within-subjects contingency effect [F(l,60) = 34.23,
MSe = 608.3, P < .00 I], reflecting the fact that the ratings
for the contingent cues (M = 75.2, SEM = 3.84) were
higher than those for the noncontingent ones (M = 49.7,
SEM = 3.68). The between-subjects factor, form, was not
significant[F(l,60) = 1.04, MSe = 1,153.6], nor was the
main effect of order [F(l,60) = 2.52, MSe = 1,153.6].

Importantly, we were unable to replicate Waldmann and
Holyoak's (1992) finding ofa difference in the magnitude
of the cue competition effect in the abstract/EC condition
relative to the other conditions: The contingency X form

(concretelEC and abstractlEC), the cover story stated that on each
trial a patient's symptoms would be described and the task was to
predict the accompanying disease. Orthogonally, for half the sub
jects (abstractiCE and abstractlEC groups) the task was abstract
while for the other half it was concrete (concrete/CE and concretel
EC). In the abstract information groups the foods or symptoms were
labeled from A to N. In the concrete information groups, the foods
(from A to N: cheese, chocolate, milk, eggs, fish, banana, olive oil,
avocado, orange squash, butter, onion, coffee, meat, garlic) and symp
toms (from A to N: discolored gums, skin rash, puffy eyes, slurred
speech, swollen glands, stomach cramps, dizziness, bloody nose,
fever, sore arms, dulled hearing, coughing, perspiration, stiffjoints)
were given specific names.

In the abstract versions, the allergies were labeled Type I to
Type 6 and the diseases were labeled Disease I to Disease 6. In the
concrete versions, the allergies were again named from Type 1--6,
but the diseases (1--6)were: Marshall-Isaacsdisease, Coralgia, Phipp's
syndrome, Burlosis, Terrigitis, and Dempes disorder.

The allocation ofcue and outcome names was counterbalanced in
each group. In the concrete/CE group, for instance, Cue A was cheese
and Cue C was milk for half the subjects, while for the remaining
subjects these assignments were switched. Orthogonally, for half the
subjects Cue E was fish and Cue G olive oil, while for the remain
ing subjects these were reversed. Similar counterbalancing took place
with respect to Outcomes I and 2 and Outcomes 3 and 4.

After the training phase, subjects were given a questionnaire in
which they had to rate on a scale from 0 to 100 how strongly each of
the Cues A, C, E, G, I, and L was associated with each ofthe six dif
ferent outcomes: "On a scale from 0 to 100, how strongly is [cue] as
sociated with [outcome]? Zero indicates no relationship, 100 indi
cates a very strong relationship."

AB~I/EF~3

B~1/F~3

CD~2/GH~4

D~O/H~O

IJK~5/LMN~6Fillers

Noncontingent

Contingent

Method
Subjects and Apparatus. A total of 64 University College and

University of Malaga undergraduate students of both sexes were
paid for their participation in the present experiment. They were tested
individually in a sound-proofed testing cubicle. The experiment was
presented on a personal computer with the subject responding via
the keyboard. Note that for the University ofMalaga subjects the in
structions and cue/outcome names were translated into Spanish.

Procedure. At the start of the experiment, subjects were given a
brief verbal description of the experiment telling them that they
would have to learn to predict various outcomes. They then read the
experimental instructions on the computer screen (see Appendix).

There was a total of 120 learning trials. On each trial, the program
selected at random I of the 10 trial types shown in Table I, with the
constraint that there should be 12 trials of each type. The cues ap
peared on the screen in a list, and for trial types containing more than
one cue, the order ofcues in the list was chosen at random. The sub
ject selected a category response and typed the appropriate key, and
then corrective feedback was given.

The filler trial types IlK and LMN were included to allow an ad
ditional test ofWaldmann and Holyoak's (1992) causal model theory.
In the concrete/EC version of the task, the rate oflearning should be
slower than in the three other groups. According to the theory, an al
ternative cause (or causes) can be evoked in this condition due to
subjects' prior knowledge, and this implicit cause (or causes) will
compete with the actual cause with which those cues have been ex
plicitly paired. This, in turn, will make the relationship between the
filler cues and their associated outcomes harder to detect, and hence
should retard learning.

The subjects were allocated at random to one offour groups (n =
16 per group, 8 from University College and 8 from the University
of Malaga). For half the subjects (concrete/CE and abstractiCE
groups), the cues corresponded to causes and the outcomes to ef
fects. The cover story said that on each trial a patient was being given
different types of foods as cues, and the task was to predict the type
of allergic reaction the patient would develop. In the EC groups
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Table 2
Mean Percentages of Correct Responses Across the Last Two Trials

for Each Trial Type and Each Group in Experiment 1,
and for Subjects in Experiment 2

Trial Type

Experiment 1

Conc/CE ConclEC Abst/CE Abst/EC

Experiment 2

Abst/EC

AB---7l1EF---73
B---7l1F---73
CD---72/GH---74
D---70/H---70
IJK---75/LMN---76

85.9
90.6
89.1
90.1
85.9

87.5 79.7
89.1 85.9
79.7 79.7
96.9 93.8
92.2 81.3

84.4
93.8
81.3
90.6
84.4

87.5
90.6
84.4
94.5
86.7

Note-s-As-N are the cues and 1-6 are the outcomes (see Table 1).0, no outcome. Cone,
concrete; Abst, abstract; CE, cause--effect; EC, effect--eause.

ConcreteiCE AbslractlCE Concrete/EC AbstractlEC

Group

Figure 1. Mean associative rating (±SEM) for the contingent
and nonconnngent-cues in each group for Experiment 1. CE,
cause--effect interpretation ofthe cues and outcomes; EC, effect
cause interpretation.

x order interaction was not reliable [F(l,60) = 2.00,
MSe = 608.3]. No other interactions were significant [all
Fs(1,60) < 2.88].

The contingent (M = 78.3, SEM = 7.85) and noncon
tingent (M = 56.3, SEM = 7.29) ratings in the crucial
abstract/EC group were also compared. Contrary to Wald
mann and Holyoak's (1992) findings, the difference between
these ratings was significant [t(15) = 2.52, p < .05]. As
Figure 1 shows, the competition effect was if anything
slightly larger in the abstractlEC group than in the concrete/
EC group, exactly opposite to Waldmann and Holyoak's
prediction. It does not seem that ratings were affected to
any great extent by real-world knowledge that the concrete
cues may have brought to mind.

We interviewed the subjects at the end of the experi
ment to see whether they had correctly perceived the causal
order of the events that they were presented. All the sub
jects in the CE groups stated that in the real world the cues
would be causes and the outcomes effects, whereas all those
in the EC groups stated that the cues would be effects and
the outcomes the causes.
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One final analysis was carried out. As noted previously,
Waldmann and Holyoak's (1992) theory predicts that sub
jects should find it harder to learn the classification in the
concrete/EC group than in the other groups, because in this
group extra-experimental knowledge will allow other
causes to be brought to mind that will implicitly compete
with the actual cause. To test this, we divided the 24 filler
trials into six blocks oftrials (each block consisting oftwo
presentations per filler) to derive a learning curve for each
of the four groups. The percentages of correct responses
per block are shown in Figure 2 and indicate no differences
between the groups. Weperformed a trials X form X order
ANOVA on these filler results. The within-subjects factor
of trial showed the only significant effect [F(5,300) =
34.44, MSe = 0.05, P < .001]. The trial X form X order
interaction was not significant (F < 1), disconfirming the
prediction of a slower rate of learning in the concrete/EC
group relative to that in the others. No other main effects
or interactions were significant (all Fs < 1.34).

These results are exactly what would be predicted by
an associative account of learning such as the Rescorla
Wagner theory. On such a theory, the cues-regardless of
their real-world interpretation-represent the inputs to an
associative network and the outcomes represent the target
outputs of the network. Cue competition is predicted in
each of the four groups since in each case the relative pre
dictiveness of the target cue is greater in the contingent
than in the noncontingent conditions. The results replicate
prior instances of cue selection but also show that selec
tion occurs even when the appropriate interpretation ofthe
cues and outcomes is as effects and causes, respectively.

On the other hand, our results fail to support Waldmann
and Holyoak's (1992) claim that cue selection does not
occur in abstract/EC tasks, and we have also failed to ob
tain the difference in the magnitude of cue competition
between abstract/EC and abstract/CE tasks that they ob
tained in their Experiment 3. Although our design and pro
cedure differ in many ways from those used by Waldmann
and Holyoak, we believe that our result is the more con
vincing one, because, as argued above, Waldmann and
Holyoak used an inappropriate design that in fact does not
speak to the issue of cue selection. Moreover, the results
from the abstract version ofthe EC task allowed us to elim
inate the hypothesis that subjects' prior beliefs explain why
cue selection appears in EC tasks. In the abstract version,
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Figure 2. Mean percentage of correct predictions across blocks
of four trials (two per filler) in each group for Experiment 1. CE,
cause-effect interpretation ofthe cues and outcomes; EC, etTect
cause interpretation.

in which the cues were designated by letters, subjects'
prior beliefs about what might cause those cues cannot
have played a role.

EXPERIMENT 2

In Experiment 2 we attempted to replicate the cue se
lection effect observed in the crucial abstract!EC condi
tion of Experiment 1. To assess the generality of that ef
fect, we used a task with an entirely new cover story.

Method
Subjects. Thirty-two undergraduate students of both sexes from

the University of Malaga took part in this experiment, which was
conducted in Spanish.

Procedure. The procedure was identical to that used for the
abstractiEC group of Experiment I (Table I), except that the cover
story for the task was changed. In this experiment, subjects had to
detect relationships between different indicator lights in the control
room of a chemical plant and different problems that could occur in
the plant, with the activation of the indicator lights (cues) being
caused by the problems in the plant (outcomes). Indicator lights
were labeled with letters (A to N) and problems in the plant were la
beled with numbers (I to 6). After the training phase, subjects were
given a questionnaire on which they rated on a scale from 0 to 100
how strongly each of cues A, C, E, G, I, and L was associated with
the six different outcomes.

Results and Discussion
The subjects were able to detect the relationships be

tween the cues and the different outcomes by the end of
the training phase. Table 2 shows that the percentages of
correct responses on the last two trials of each trial type
ranged from 84.4% to 94.5%.

As in Experiment 1, A and E ratings (for the correct
outcome) were collapsed into a noncontingent rating and
C and G ratings into a contingent rating. In accordance
with the results of Experiment 1, contingent ratings (M =

74.8, SEM = 5.3 I) were higher than noncontingent ones

(M = 56.6, SEM = 6.25) [t(31) = 3.04, p < .01]. Hence
the resultsshow a cue competitioneffect in this new abstract/
EC task. In a postexperimental debriefing, all the subjects
indicated that they construed the causal relationship in the
appropriate way, namely that problems in the plant caused
the warning lights to be illuminated.

Although the task used in this experiment is novel, we
have replicated the key result obtained in our Experi
ment 1. Cue competition in EC tasks seems to be a quite
general phenomenon.

EXPERIMENT 3

Our first two experiments suggest that Waldmann and
Holyoak (1992) were mistaken when they claimed that re
sults from so-called diagnostic tasks are problematic for
associationist theories. In fact, cue selection does occur in
such tasks and therefore associationist theories are un
troubled. However, the results we have obtained so far do
not discriminate between associationist and causal model
theories, since both are able to account for the results. Al
though cue selection in the EC groups in Waldmann and
Holyoak's (1992) experiments would have been at vari
ance with their theory, the changes in design we have had
to adopt in Experiments 1 and 2 mean that the causal
model theory does predict an apparent "selection" effect.

To see how causal model theory can explain the find
ings, consider the design of Experiment 1, shown in
Table 1. For the abstract/EC condition of this experiment
(and of Experiment 2), the cues need to be interpreted as
effects and the outcomes as causes. This means that the
AB--7I and B--71 trials are interpreted by subjects as, re
spectively,E IE2~cause 1and E2~cause 1 trials. Recall that
the causal model theory assumes that subjects compute
the degree ofcontingency (t..P) between the cause and ef
fect via Equation 1. Applying the t..P equation to the trial
types yields a cause l--7E I contingency of0.5 for the non
contingent AB--71 and B--71 trials:

t..P = P(E/C) - P(E/-C) = 0.5 - 0.0 = 0.5.

Now consider the contingent CD--72 and D--70 trials, and
let us denote the causal model interpretation of these
events as E3E4~cause2 and E4~no-cause. Computation
of the cause2--7E3 contingency yields a value of 1.0:

t..P = P(E/C) - P(E/-C) = 1.0 - 0.0 = 1.0,

and hence greater judgments for the contingent than for
the noncontingent cue are predicted. Thus like the asso
ciative theory, causal model theory is perfectly capable of
explaining the contingency effects obtained in the abstract!
EC conditions of Experiments 1 and 2.2

How can we distinguish between these accounts? A
simple modification to our experimental design allows
this to be achieved (Table 3). In this new design, the basic
arrangement for the target contingent and noncontingent
cues is maintained but the frequencies of occurrence of
the outcomes associated with these cues are equated by in
troducing additional trial types. Specifically, the trial
types for the noncontingent Cue A become AB--7I, 8--71,



Table 3
Trial Types and Mean Percentages of Correct Responses

Across the Last Two Trials for Each Trial Type
for Subjects in Experiment 3

Condition Cues-eOutcomes % Correct
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toms were labeled with letters (A to L) and diseases with numbers
(I to 4), and the specific letters were initially assigned at random to
the trial types given in Table 3. Across subjects, symptoms and dis
eases were counterbalanced in the same way as in Experiment 1.

Note-e-As-L are the cues and 1-4 are the outcomes. 0, no outcome.

Method
Subjects. Fifty-two undergraduate students ofboth sexes from the

University of Malaga took part in this experiment.
Procedure. The procedure was identical to that used for the

abstract/EC group of Experiment I except that the trial types were
modified as in Table 3. Also, there were 120 trials, with 10 ofeach
trial type rather than the 12 of the previous experiments. The symp-

C~O, and the trial types for the contingent Cue D become
DE~2, E~O, F~2. Except for the inclusion of the C and
F trials, the arrangement is as before; however, these ad
ditional trials alter the obtained values ofI1P. Applying the
causal model contingency formula to the target Cues A
and D yields a value of 0.5 in each case:

I1P= P(E/C) - P(E/-C) = 0.5 - 0.0 = 0.5.

For instance, the AB~1, B~1, and C~O trials are now
interpreted as E,E2f-cause j, E2f-causej, and E3f-no
cause trials, from which the crucial cause,~E, contin
gency is readily seen to be I1P = 0.5. The calculation is
the same for the contingent Cue D.

Thus Waldmann and Holyoak's (1992) causal model the
ory predicts the absence ofany difference between ratings
for the contingent and non contingent cues in this design.
What about associationist theories? The addition of the
extra trial types (C~O and F~2) to equate the outcome fre
quencies does not affect the predictions of the Rescorla
Wagner (1972) theory, since the contingent cue remains a
better predictor of the outcome than the noncontingent
cue, and a selection effect is again predicted (see Shanks,
1991, p. 438, for a simulation of this trial design). The in
clusion ofthe C--70 trials does not alter the fact that Cue B
is able to "block" Cue A and prevent it (at asymptote)
from acquiring any associative strength for Outcome 1.
Similarly, the inclusion of the F~2 trials does not impair
Cue D's ability to obtain an asymptotic associative strength
for Outcome 2. Experiment 3 therefore provides a crucial
test between the two theories. Note that Shanks (1991, Ex
periment 2) conducted an experiment with this design that
yielded a significant difference in judgments for the tar
get contingent and noncontingent cues. But although that
study used an EC medical diagnosis task, the cues (symp
toms) were concretely specified, and hence (although we
have disputed the viability of this process) the result is
open to the objection that subjects may have recruited
real-world knowledge of extra-experimental causal fac
tors. The present experiment therefore uses abstract cues.

Noncontingent

Contingent

AB--->I/GH--->3
B--->I/H--->3
C--->OII--->O
DE--->2/JK--->4
E--->O/K--->O
F--->2/L--->4

79.3
74.0
89.4
65.4
74.0
67.8

Results and Discussion
Subjects were able to detect the relationships between

the cues and the different outcomes by the end ofthe train
ing phase. Table 3 shows that the percentages of correct
responses on the last two trials ofeach trial type ranged from
65.4% to 89.4%. Chance performance is 20% correct.

Ratings for Cues A and G (for the correct outcome) were
collapsed into a noncontingent rating and ratings for D
and J into a contingent rating. In accordance with the re
sults ofExperiments 1and 2, contingent ratings (M = 66.6,
SEM = 4.03) were reliably higher than were noncontin
gentones(M= 58.2,SEM= 4.66)[t(51) = 3.40,p<.01].
Although the difference between these means is somewhat
smaller than that in the previous experiments, the results
plainly show that a cue selection effect occurs with this mod
ified design in which the outcome frequencies are equated.
The reduced size ofthe effect is probably attributable to the
reduced numbers of trials of each type and the increased
overall difficulty ofthe task brought about by having more
trial types.

In this experiment we have again replicated the key re
sult ofExperiment 1,namely cue competition in an abstract!
EC task. The present results, though, are at variance with
the idea that subjects compute contingency in the manner
prescribed by Waldmann and Holyoak's (1992) causal
model theory.

GENERAL DISCUSSION

The studies reported here confirm previous results dem
onstrating cue selection in animal (e.g., Kamin, 1968;
Wagner, 1969) and human (e.g., Chapman, 1991; Chap
man & Robbins, 1990; Shanks, 1991) learning. The extent
to which a cue comes to be associated with an outcome is
a function not simply ofrepeated pairing, but rather of the
extent to which the cue conveys nonredundant informa
tion about the outcome. The differences we have obtained
between contingent and noncontingent cues illustrate that
if a target cue is accompanied by another cue that, on its
own, is a reliable predictor of the outcome, the target cue
will tend to be discounted. As explained earlier, this sort
of cue selection effect is straightforwardly accounted for
by associative models that use competitive learning algo
rithms such as the delta rule.

As Melz, Cheng, Holyoak, and Waldmann (1993) have
pointed out, the Rescorla-Wagner model in fact predicts
rather more extreme ratings than those observed in the pres
ent experiments. At asymptote, the associative strength of
a noncontingent cue should be zero and that of a contin
gent cue should be at ceiling, yet judgments for these cues
were much less extreme than zero and 100. Two obvious
reasons for this discrepancy (see Shanks, 1993) are that
(I) learning may not have reached asymptote by the end
of the experiment, in which case intermediate judgments



520 SHANKS AND LOPEZ

would be expected, and (2) the relationship between in
ternal association strengths and judgments may not be an
identity mapping: Because of the rating scale used, asso
ciative strengths of zero, for instance, may map onto sig
nificantly positive judgments. The present experiments do
not allow these possibilities to be tested (and in any case
Shanks, 1993, has suggested that they may in general be
very difficult to distinguish).

While the present results are perfectly compatible with
associative accounts of learning, our findings contradict
those reported by Waldmann and Holyoak (1992) and also
contradict their causal model theory. They claimed that cue
selection does not occur in EC tasks, except when concrete
cues are used, and only then because extra-experimental
knowledge leads to the introduction of implicit competing
causes. If the cues are abstract, the absence of cue selec
tion would be at variance with an associative theory, but
would be consistent with a causal model theory in which
subjects use prior knowledge about causal order to inter
pret the events.

We have found, though, that cue selection is just as ev
ident in abstract EC tasks as in CE tasks (Experiment I),
and in Experiment 2 we confirmed that abstract EC tasks
can yield a contingent/noncontingent difference. Finally,
in Experiment 3 we obtained a difference between ratings
ofA and D in anAB~1,B~1,C~O, DE~2, E~O, F~2
design. Waldmann and Holyoak's (1992) causal model the
ory cannot explain this result because calculating the de
gree ofcontingency t1P between the relevant cause and ef
fect yields the same result in each case.

There are several reasons to question Waldmann and
Holyoak's (1992) apparent failure to obtain cue selection
in the abstract Ef: situation, and instead to give more weight
to our contrary findings. First, the main result Waldmann
and Holyoak obtained that is problematic for associative
theory is the null result oftheir Experiment 3, but that null
result is based on the data from only 12 subjects, each of
whom made one rating for Cue P and one for Cue R. In
our third experiment, a much larger sample was used (52
subjects), each making two contingent cue ratings and two
noncontingent cue ratings. We suggest that lack of power
in their experiment may be one reason why Waldmann and
Holyoak failed to observe a difference in ratings between
the cues.

Second,as noted, Waldmann and Holyoak(1992) adopted
a design in which cue selection was confounded with the
amount of exposure to each cue, such that none of their
experiments can be said with confidence to speak to the
issue ofcue selection at all. The appropriate comparison to
establish cue competition is between two cues each ofwhich
has been paired with another cue, where one ofthose other
cues is a good predictor and the other is a poor predictor
(see, e.g., Kamin, 1968). Waldmann and Holyoak merely
compared Cues P and R after subjects had been presented
with P~outcome and PR~outcome training trials, a
comparison that fails to meet the standard design require
ments. Any difference between ratings ofP and R could be
attributed to the fact that more trials with Cue P have been
observed, rather than to competition between the cues.

Finally,Waldmann and Holyoak (1992) used a blocked
trials design in which subjects saw the P~outcome and
PR-eoutcome trials separately. There is evidence to sug
gest that such a design is less than optimal for obtaining
cue selection effects (see Lovibond et aI., 1988) for rea
sons having little to do with selection per se. We used an
intermixed-trials design to avoid this problem.

Waldmann and Holyoak's Experiment 1
In the discussion to this point, we have said nothing

about Waldmann and Holyoak's (1992) first experiment.
The design and procedure were similar to those of their
Experiment 2. In the CE context, subjects had to learn re
lationships between certain features of a person's appear
ance (perspiration, skin, posture, weight) and the outcome
(an emotional response in observers ofthat person), while
in the EC context, the same cues were interpreted as symp
toms (i.e., effects) ofa virus. In the CE version, subjects
rated the causal predictiveness of the cues as in Experi
ment 2, and Waldmann and Holyoak observed significant
cue competition with Cue R being rated lower than Cue P.

In the EC task, by contrast, subjects made effect rather
than causal predictiveness ratings. Specifically, they were
told to rate each cue individually as to whether it was an
effect ofthe disease. For these ratings, Waldmann and Holy
oak (1992) obtained no significant difference between
Cues P and R (although R was rated about 30% lower than
was P), and concluded-in accordance with their causal
model theory but contradicting the associative account
that cue competition had not occurred in this EC task.

Quite apart from design problems in this experiment
similar to those discussed above for the other experiments
in Waldmann and Holyoak (1992), and quite apart from
the fact that (to our knowledge) no one has ever proposed
associationist theories to account for how subjects make
"effect" ratings, we argue that the result from the EC group
is not as problematic for associationist learning models as
Waldmann and Holyoak suggested. Remember that in this
condition the symptoms appeared first and were followed
by immediate feedback. Subjects must have reasoned
from symptoms to disease in order to make their predic
tion responses on each trial, but the crucial point is that the
reverse form of reasoning may also have occurred. Wald
mann and Holyoak (1992, p. 229) reported that subjects
were told at the outset that they would have to make "ef
fect" ratings: Specifically, they would have to rate each
symptom periodically as to whether it was affected by the
disease. Given these instructions, and given a lifetime's
history of reasoning from causes to effects, it is not un
likely that subjects were motivated to reverse in working
memory the effective ordering of the events at the end of
each trial so that the disease was literally processed before
the symptoms. This may have been the only course of ac
tion open to the subjects if they were to be successful at
making later "effect" ratings.

But if this happened, then the EC condition would have
been subjectively transformed into a condition involving
a single cue (the disease) and multiple outcomes (the
symptoms), a case for which associative theories such as



the Rescorla-Wagner model predict no competition.
Since it is the outcomes and not the cues that restrict the
total amount ofassociative strength that can be shared, mul
tiple outcomes connected to a single cue can acquire in
dependent strengths without competing with one another
(and indeed, there is excellent evidence from animal in
strumental learning studies that outcomes do not com
pete; see Rescorla, 1991). Although speculative, the up
shot of this analysis of Waldmann and Holyoak's (1992)
first experiment is that the results may not after all be in
consistent with associative accounts (see Matute, Arcedi
ano, & Miller, 1996, and VanHamme, Kao, & Wasserman,
1993, for similar observations).

Role of Prior Knowledge
The results reported here show no effect of subjects'

extra-experimental knowledge concerning causal order on
cue competition. We have obtained similar degrees of se
lection in CE and EC versions of our tasks. However, we
do not wish to imply that subjects' prior beliefs never exert
any influence on judgments. Indeed, there is good evi
dence that prior knowledge and expectancies can affect
the course of learning, as the extensive review by Alloy
and Tabachnik (1984) illustrates. In fact, the observation
of cue selection (see, e.g., Shanks, 1985) when trials are
presented in blocks (B~outcome, Als-eoutcome) could
be interpreted as evidence that prior knowledge (from the
first block) affects learning in the second block. But as
Alloy and Tabachnik (pp. 138-139) explained, there is no
reason why effects ofprior knowledge should necessarily
be incompatible with associationist theories. All that is re
quired is to say that prior knowledge is represented in terms
ofpreexisting weights on certain cue-outcome connections,
with these weights influencing the later course oflearning.

Rather than challenging the idea that prior knowledge
may affect associative learning, our results, in contrast to
those of Waldmann and Holyoak (1992), support the much
more limited conclusion that interpreting cues and outcomes
in terms oftheir real-world causal order does not affect the
course of learning.
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NOTES

I. Moreover, Waldmann and Holyoak (1992) didnot counterbalance
CuesP andR.ThusintheirExperiment 2, forexample, CueP wasskin
condition andCueR wasweight for all subjects. Any difference in rat
ingsis therefore confounded withpossible preexisting differences or bi
ases concerning these cues, such as the extent to which subjects will
learnnew associations involving them.

2.We thank Michael Waldmann andKeith Holyoak forsuggesting this
contingency analysis.

APPENDIX
Instructions Used in Experiment 1

CE Groups:
This experiment examines how difficult it is for people to

learn relationships between foods and different types ofallergic
reactions. You will be presented with the case histories of 120
people. Youwill be shown the foods [abstract group only: which

are labeled by the letters A to N] that each person ate, and then
asked to say which allergy you think the person develops. Some
ofthese people develop Type I allergy,some Type2, some Type3,
some Type 4, some Type 5, some Type 6, and some develop no
allergy.

When you have made your prediction, you will be told what
the correct allergy is for that person. All you have to do is to try
to make as many correct predictions as possible. You will have
as much time as you like to make your prediction.

After you have seen all the people, you will be asked to rate
how strongly you think each ofthe foods is related to each ofthe
allergies.

ECGroups:
This experiment examines how difficult it is for people to learn

to make medical diagnoses. Youwill be presented with the case
histories of 120 people [concrete group only: Some of these pa
tients have Marshall-Isaacs disease, some have Phipp's syndrome,
some haveCoralgia, some have Dempes disorder, some have Bur
losis, some have Terrigitis, and some have no illness].

Youwill be shown the symptoms [abstract group only: which
are labeled by the letters A to N] that each patient has, and then
asked to say which illness you think the person is suffering from.

[Abstract group only: Some of these people have Disease I,
some Disease 2, some Disease 3, some Disease 4, some Disease 5,
some Disease 6, and some have no illness.] When you have made
your diagnosis, you will be told what the correct diagnosis is for
that patient. All you have to do is to try to make as many correct
diagnoses as possible.

Youwill have as much time as you like to make your predic
tion. Youdo not need to memorize the disease names, since they
will be shown on the screen when you make your diagnosis.
After you have seen all the patients, you will be asked to rate how
strongly you think each ofthe symptoms is related to each ofthe
illnesses.
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