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Four experiments conducted in French were performed to investigate the role of grammatical
congruency and vocabulary class on lexical decision times. In Experiment 1, using a double lexi-
cal decision, slower reaction times were found for pairs of words that disagreed in gender or number
than for congruent pairs. Experiments 2, 3, and 4 tested this effect with a standard priming pro-
cedure. The grammatical congruency effect varied according to presentation times (130, 150, or
500 msec) and to vocabulary class of context word (closed or open). Closed-class context words
induced stronger grammatical effect than did open-class words. These results suggest that the
grammatical link existing between the two words of a pair is more immediately computed when
the first one is a closed-class item and argue for a distinct computational role of open- and closed-

class words in sentence processing.

It is a well-established fact that linguistic context (sen-
tence or single word) influences the processing of a sub-
sequent target word. Historically, psycholinguistic re-
search has investigated more specifically the effects of
semantic/associative relations between a prime word and
a target word. In a well-known study, Meyer and
Schvaneveldt (1971) showed that the identification of a
target word was facilitated by the prior presentation of
a prime word that was semantically related (e.g., nurse
doctor), relative to identification in a control situation with
the same target word preceded by an unrelated prime word
(e.g., bread doctor).

Subsequent work was conducted to study the effects of
formal, phonological, and syntactic relations between
prime and target words (e.g., Evett & Humphreys, 1981;
Humphreys, Evett, & Taylor, 1982; Lukatela, Carello,
& Turvey, 1990). In the latter case, it has been observed
that a lexical decision response to a target word is faster
when this word is preceded by a congruent syntactic word
context (e.g., whose planet) than when it is preceded by
an incongruent syntactic word context (e.g., it planet)
(Goodman, McClelland, & Gibbs, 1981; Seidenberg,
Waters, Sanders, & Langer, 1984). As Seidenberg,
Tanenhaus, Leiman, and Bienkowsky (1982) emphasized,
syntactic context effects, unlike associative or semantic
context effects, cannot be attributed to automatic intra-
lexical spreading activation. Crucial evidence for such a
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conclusion was provided by studies that showed that the
lexical decision task was sensitive to syntactic context,
whereas both lexical decision and naming were sensitive
to associative and semantic contexts (Carello, Lukatela,
& Turvey, 1988; Groot, 1985; Lukatela et al., 1990;
Seidenberg et al., 1984). It has been assumed (Seiden-
berg et al., 1984; Stanovich & West, 1983; Tannenhaus
& Donnenwerth-Nolan, 1984; West & Stanovich, 1982,
1986) that the lexical decision task, unlike the naming task,
is more prone to reflect postlexical stages related to
lexical-syntactic integration processes. These authors con-
cluded that the associative priming effect results from
intralexical activation, whereas the syntactic effect reflects
an ‘‘automatic’’ postaccess checking of grammatical con-
gruity between context and target words. This interpre-
tation of the syntactic context effect as a postaccess ef-
fect assumes that late decisional processes cannot ignore
the output of the syntactic module. If a potential syntac-
tic relation exists between the prime and the target word,
this relation is automatically computed even when the ex-
perimental procedure requires the subject to focus his or
her attention on the target word alone. When this pro-
cess ‘‘detects’’ a syntactic incongruency, the computa-
tion interferes with the lexical decision concerning the tar-
get word.

However, an examination of the syntactic context
studies only partly supports this interpretation. In partic-
ular, the magnitude of the syntactically incongruent con-
text effect differs considerably across experiments. For
example, Seidenberg et al. (1984) and Goodman et al.
(1981), using a single context word, observed a 13-15-
msec inhibitory effect. Moreover, this effect was unsta-
ble and disappeared when syntactically and semantically
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primed trials were mixed within the same experimental
list (Goodman et al., 1981). In contrast, experiments using
Serbo-Croatian showed a 30-128-msec inhibitory effect
for low-level syntactic context—namely, gender, number,
or case disagreement between context and target words
(Gurjanov, Lukatela, Moskovljevic, Savic, & Turvey,
1985; Katz, Boyce, Goldstein, & Lukatela, 1987;
Lukatela, Kostic, Feldman, & Turvey, 1983; Lukatela,
Kostic, Todorovic, Carello, & Turvey, 1987). Differences
obtained between experiments conducted in English and
Serbo-Croatian may be due to the fact that Serbo-Croatian
possesses a highly developed inflectional system that con-
veys grammatical information. Thus, grammatical agree-
ment in Serbo-Croatian requires words to be of the same
gender, number, and case, and these features are conveyed
by inflectional morphemes. In contrast, syntactic infor-
mation in English depends essentially on word order (Katz
et al., 1987). However, the comparison between experi-
ments conducted in English and Serbo-Croatian must be
made with caution since the nature of the manipulated
‘‘syntactic incongruency’’ is very different. In particu-
lar, experiments conducted in English have used categor-
ical syntactic violations (e.g., whose swear) that neces-
sarily also induce a semantic violation. Thus, the observed
inhibitory effects cannot be unambiguously interpreted as
the exclusive result of a delay of the decisional system
produced by the incongruous information sent by the syn-
tactic processor.

The experiments presented in this article were con-
cerned with the effect of grammatical congruity in the lex-
ical processing of French using two types of inflectional
rules: number and gender agreement. This type of ex-
perimental material facilitates the correction of the seman-
tic incongruity problem just described.

From a morphosyntactic point of view, French is in-
teresting because it offers an intermediate inflectional sys-
tem between those of English and Serbo-Croatian (Corbin,
1980). Compared with English, French is considerably
richer, in that all sorts of determiners, personal and pos-
sessive pronouns, nouns, and adjectives, as well as past
participles in certain syntactic contexts, have gender mark-
ing. All these categories, as well as auxiliaries and main
verbs, are marked for number. Therefore, both gender
and number enter in agreement processes and may sur-
face on two different types of items: a closed-class ele-
ment or an open-class element.

In the experiments presented in this paper, we studied
the effect of agreement congruity using open- and closed-
class context words. We used two types of word pairs:
either two open-class words (i.e., adjective-noun) or one
closed-class word and one open-class word (i.e, article~
noun).

The inclusion of these two types of syntactic pairs is
interesting, since some processing models of language per-
ception and production assign computationally distinct
roles to open- and closed-class words. According to Gar-
rett (1976, 1979), during sentence processing, closed-class
words are immediately used to compute syntactic rela-

tions since these words primarily convey this kind of in-
formation. In contrast, open-class words primarily con-
vey lexical-semantic information and are used to establish
the meaning representation of the sentence. In the same
vein, Cutler, Hawkins, & Gilligan (1985) assume that lex-
ical and affixal information conveyed by a morphologi-
cally complex word are processed separately. Further-
more, these authors have proposed that lexical-semantic
information, conveyed by the stem, has computational pri-
ority over the syntactic information conveyed by the af-
fix. In other words, subjects process stems before affixes.
For instance, given the open-class word dogs, the pro-
cessing of the lexical-semantic information of the root dog
has computational priority over the syntactic information
of the affix s. This view of the processing of inflectional
information was defended by Katz et al. (1987) in inter-
preting the effect of grammatical information in auditory
word recognition.

Given the differential computational role attributed by
these theoretical models to open- and closed-class words,
we assume that the syntactic relation between a closed-
class word and an open-class word should be more im-
mediately established and stronger than the syntactic re-
lation existing between two open-class words. In other
words, closed-class words may be more syntactically
bound than open-class words in the same context. Con-
sequently, the same type of grammatical violation
(gender/number agreement) may be more disruptive for
the processing of closed-open-class pairs than for the pro-
cessing of open-open-class pairs.

EXPERIMENT 1

In Experiment 1, subjects received pairs of words cor-
responding to a minimal syntactic sequence. Words of the
pair could either agree or disagree in gender or number;
however, in all cases, the pair constituted a semantically
plausible structure. The potential influence of the vocabu-
lary type of words was examined using pairs of words
composed of two open-class words (open-open pairs) and
pairs of words composed of a closed-class word followed
by an open-class word (closed-open pairs).

Method

Design and Stimuli. Pairs of words were selected such that the
two words either agreed in number and gender (e.g., joli chat) or
disagreed in number (e.g., jolis char) or in gender (e.g., jolie chat).
The grammatical transgression was conveyed for open-open pairs
by the inflectional morpheme of the first word of the pair. The sec-
ond word was always a noun in neutral masculine singular form.
This form corresponds to the citation form in French. It is impor-
tant to note that these gender and number markings are overtly ex-
pressed only in written French.

Half of the 360 test pairs had a first word belonging to the open-
class category (e.g., joli chat), and half had a first word belonging
to the closed-class category (e.g., mon chat). Only adjectives were
used when the first elements were open-class words. The closed-
class first words included possessive adjectives, demonstrative ad-
jectives, definite articles, and exclamatories. The frequency of these
closed-class first elements was clearly much higher than the fre-
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Table 1
The Six Experimental Situations of Experiment 1 as a Function
of Grammatical Relation and Vocabulary Type
of First Words of Pairs

Grammatical Relation

Vocabulary Gender Number Control
Type Transgression Transgression Congruent

Open class Jjolie chat Jolis chat joli chat

Closed class ma chat mes chat mon chat

quency of the open-class first elements, reflecting differences in
frequency distribution for these two classes of words in the lan-
guage. The mean frequency of the open-class first words was 171
occurrences per million (Trésor de la Langue Francaise, 1971),
and they were between 3 and 10 letters long (mean length = 6 let-
ters). The mean frequency of the first closed-class words was 6,014
occurrences per million, and they varied from 2 to 6 letters long
(mean length = 3 letters). The mean frequency of the second word,
which was the same for open-open and closed-open pairs, was 21
occurrences per million, and they varied from 3 to 8 letters long
(mean length = 6 letters). '

The three levels of the grammatical relation factor (gender trans-
gression, number transgression, and control congruent) and the two
levels of the vocabulary type factor (open-open/closed-open) were
within-subject factors. However, a particular word was presented
only one time to a given subject. As shown in Table 1, the same
second word was associated with six different experimental cases.
In order to counterbalance the presentation of the experimental ma-
terial, six experimental lists were constructed, each composed of
60 test pairs and 90 filler pairs (30 word-word pairs, 30 word-
nonword pairs, and 30 nonword-nonword pairs). This led to six
independent groups of subjects.

Procedure. The two letter strings of the pairs were presented
simultaneously, centered on the screen of an Olivetti M24 com-
puter, after a fixation point had appeared for 300 msec. The pairs
remained on the screen until the subjects responded. The two let-
ter strings were presented in lowercase. The subjects were instructed
to make a double lexical decision as rapidly and as accurately as
possible, responding ‘‘yes’’ (by pressing one of the two response
buttons with the forefinger) if and only if the two letter strings of
the pair were French words and ‘‘no’’ (with the forefinger of the
other hand) if at least one letter string was not a French word. The
experimental lists were preceded by a practice list of 20 different
pairs.

Subjects. Sixty students from the René Descartes University and
the Ecole des Psychologues Praticiens of Paris served as subjects.
They were all native speakers of French.

Results

Average double lexical decision latencies and percent
errors are given in Table 2. As can be seen, responses
corresponding to grammatically congruent pairs were
faster than responses to grammatically incongruent pairs
(804 vs. 875 msec), and pairs with a closed-class first
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word were responded to more quickly than were pairs with
an open-class first word (806 vs. 890 msec). An analysis
of variance (ANOV A) was performed on these data using
subjects (F1) and items (¥2) as random variables. No re-
action time (RT) was excluded from this analysis. The
two main factors, grammatical relation and vocabulary
type, introduced a significant effect [for grammatical re-
lation, F1(2,108) = 45.22, p < .0005, F2(2,118) =
28.18, p < .0005; for vocabulary type, F1(2,54) =
53.41,p < .0005, F2(1,59) = 67.57, p < .0005]. The
interaction between these factors was marginally signifi-
cant in the subject analysis only [F1(2,108) = 2.7,p <
.10L

Given that the nature of the agreement transgression
(gender and number) did not introduce significant effects at
a global or at a more specific level—the 22-msec differ-
ence between gender and number transgression for closed-
open pairs was only marginally significant in the subject
analysis [F1(1,54) = 3.94, p < .10; F2(1,59) < 1]—
data concerning these two conditions were collapsed.

This analysis showed a significant effect of the two new
main factors, grammatical congruency and vocabulary
type. RTs to control congruent pairs were significantly
faster than RTs to incongruent pairs [F1(1,54) = 89.77,
p < .0005; F2(1,59) = 53.79, p < .0005], and RTs to
closed-open pairs were significantly faster than RTs to
open-open pairs [F1(1,54) = 42.98, p < .0005;
F2(1,59) = 69.09, p < .0005]. The interaction between
grammatical congruency and vocabulary type was mar-
ginally significant in the subject analysis [F1(1,54) =
3.94, p < .10; F2(1,59) < 1]. Planned comparisons
showed the presence of a congruency effect for open-open
pairs [F1(1,54) = 49.56, p < .0005; F2(1,59) = 36.94,
p < .0005] and for closed-open pairs [F1(1,54) = 25.90,
p < .0005; F2(1,59) = 28.75, p < .0005].

As can be seen in Table 2, the error rates followed the
same global pattern as the RT data concerning the role
of the grammatical congruency factor [F1(1,54) = 45.25,
p < .0005; F2(1,59) = 56.15, p < .0005]. However,
the vocabulary type factor did not introduce a significant
effect [F1(1,54) < 1; F2(1,59) = 1.8]. The interaction
between these two factors was not significant [F1(1,54) =
1.68, p > .20; F2(1,59) = 2.98, p < .10].

Discussion

A significant effect of grammatical congruency was ob-
served in Experiment 1. Pairs of words that were in full
grammatical agreement were associated with faster dou-
ble lexical decision judgments than were pairs of words

Table 2
Experiment 1: Reaction Times (RTs; in Milliseconds), Percent (%) Errors, and
Standard Errors (SEs) to Pairs Affected by a Grammatical Relation
and Varying in the Vocabulary Type of the First Word

Grammatical Relation

Gender Transgression

Number Transgression

Control Congruent

Vocabulary

Type RT % Errors SE RT % Errors SE RT % Errors  SE
Open class 920 4.8 1592 915 6.8 14.63 835 3.0 14.60
Closed class 834 9.2 1583 812 6.5 16.79 773 2.7 16.99
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that disagreed on a grammatical dimension (number or
gender). These data strongly suggest that the subjects
could not ignore the general characteristics of grammati-
cal agreement that link the elements of a semantically plau-
sible minimal structure. A compatibility checking of gen-
der and/or number agreement between the two words of
a sequence seems to be computed automatically even
though the experimental task did not require such pro-
cessing. The low overall error rate (5%) indicates that
the task was clearly understood by the subjects as a dou-
ble lexical decision task and not as a grammatical judg-
ment task. These results are consistent with previous ones
obtained in Serbo-Croatian manipulating inflectional rules
(Gurjanov et al., 1985; Lukatela, Gligorijevic, Kostic, &
Turvey, 1980; Lukatela et al., 1983; Lukatela et al.,
1982).

The nature of the agreement transgression (number or

gender) does not introduce a significant effect, but RTs

to closed-open pairs were faster than RTs to open-open
pairs for control and incongruent items.

Given the nature of the experimental task (a double lex-
ical decision), the effect of the vocabulary type factor ob-
served for both control and incongruous paits may be re-
lated to a difference in frequency and length between the
first element of the two types of sequences (6,014 occur-
rences per million for closed-open sequences, and 171
occurrences per million for open-open sequences).

Finally, and contrary to our expectations, the magni-
tude of the effect of grammatical congruency was analo-
gous for the two types of vocabulary pairs. As noted in
the introduction, we expected a larger congruity effect
for closed-open pairs than for open-open pairs. We as-
sume that this absence of difference may be due to the
use of a double lexical decision procedure. In this proce-
dure, the two words of each pair were presented simulta-
neously and remained on the screen until the subject made
a response. This may have led to a ceiling effect. To test
this interpretation, a second experiment was conducted
with a more standard priming procedure, making it pos-
sible to control the presentation time of the context word.

In Experiment 2, the context word was presented for
500 msec, followed immediately by the target item. The
subjects performed a single lexical decision task on this
target. In this condition, the time available to compute
a syntactic relation between the context and the target
word before making a lexical decision on the target was
reduced. According to our hypothesis, the agreement re-
lation between the context and the target word may be
evaluated more rapidly when the context is a closed-class
word than when it is an open-class word. Consequently,

the shorter presentation times of the context word may
affect the pairs of open-class words more than the pairs
with a closed-class word and an open-class word. We pro-
pose that with the closed-class context the assessment of
the grammatical relation between this item and the target
takes place immediately and affects the lexical decision
judgment. In contrast, when the context item is an open-
class word, the computation of the grammatical relation
may in some trials not be available to the system when
the target word arrives. In these cases, the lexical deci-
sion judgment on the target word would not be affected
by the agreement violation.

EXPERIMENT 2
Method

Design and Stimuli. Pairs of words were selected from the set
used in Experiment 1. As in Experiment 1, grammatical relation
and vocabulary type of context word were the within-subject fac-
tors. The open-class context words were from 3 to 8 letters long
(mean length = 6 letters), and their average frequencies were 207
occurrences per million. The closed-class context words, which be-
longed to the same grammatical categories as in Experiment 1, were
from 2 to 6 letters long (mean length = 3 letters), and their aver-
age frequencies were 6,014 occurrences per million. The test words
varied from 3 to 8 letters long (mean length = 6 letters), and their
average frequencies were 60 occurrences per million. Six experimen-
tal lists were constructed, each composed of 60 test pairs and 60
filler pairs (30 word-word pairs and 30 word-nonword pairs). As
in Experiment 1, a preliminary training of subjects was done, and
six independent groups of subjects were used.

Procedure. Stimuli were presented sequentially. Each trial con-
sisted of the following sequence of stimuli: A fixation point ap-
peared in the center of the screen of an AT computer for 300 msec,
followed by a context word, or ‘‘prime,’’ presented for 500 msec,
which in turn was immediately replaced by a target string (word
or nonword) that remained on the screen until the subjects
responded. Context words and target stimuli were both presented
in lowercase. The subjects were asked to perform a lexical deci-
sion task only on the second stimulus of the sequence. The remain-
ing procedure was the same as that for Experiment 1.

Subjects. Sixty students from the Department of Psychology at
the University of Nice received course credit for their participa-
tion in the experiment. All were native speakers of French.

Results

Average lexical decision latencies for correct responses
and percent errors to target words are given in Table 3.
An ANOVA was performed using subjects (1) and items
(F2) as the random factors. RTs exceeding 1,500 msec
were excluded from the analysis {1.2% of the data).

The main effects of grammatical relation [F1(2,108) =
16.69, p < .0005; F2(2,58) = 11.54, p < .005] and of
vocabulary type [F1(1,54) = 10.89, p < .005;

Table 3
Experiment 2: Reaction Times (RTs; in Milliseconds), Percent (%) Errors, and Standard
Errors (SEs) to Target Words Belonging to Pairs Affected by a Grammatical Relation
and Varying in the Vocabulary Type of the Context Word

Gender Transgression

Number Transgression

Control Congruent

Vocabulary

Type RT %Errors SE RT % Emors SE RT % Emors  SE
Open class 621 25 17.13 624 1.0 15.44 575 0.8 12.82
Closed class 660 0.6 17.60 647 1.1 20.85 593 1.5 11.99
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F2(1,29) = 10.51, p < .005] were significant, but the
interaction between these two main factors did not reach
significance (all Fs < 1). As in Experiment 1, the na-
ture of the agreement transgression (number or gender)
did not introduce a significant effect (F' < 1), and the data
of these two conditions were collapsed.

The congruent control pairs were responded to 54 msec
faster than were the incongruent pairs [F1(1,54) = 46.43,
p < .005; F2(1,29) = 36.10, p < .0005]. The RTs to
open-open pairs were faster than the RTs to closed-open
pairs [F1(1,54) = 12.34, p < .001; F2(1,29) = 9.72,
p < .005]. The interaction between grammatical con-
gruency and vocabulary type was not significant [F1(1,54)
= 1.75, p > .20; F2(1,29) = 0.22]. The grammatical
congruency effect was observed for both open-open pairs
[F1(1,54) = 22.45,p < .0005; F2(1,29) =22.89,p <
.0005] and closed-open pairs [F1(1,54) = 28.51, p <
.0005; F2(1,29) = 18.04, p < .0005]. However, the RT
difference between congruent and incongruent pairs was
greater for closed-open pairs than for open-open ones.
Planned comparisons showed that RT's to open—open pairs
differed significantly from RTs to closed-open pairs in
the grammatical incongruent condition [F1(1,54) = 10.46,
p < .005; F2(1,29) = 7.92, p < .01] and differed only
marginally in the congruent control condition [F1(1,54) =
2.94, p < .10; F2(1,29) = 3.53, p < .10].

The error rates analysis revealed a significant effect of
the grammatical congruency factor only in the item anal-
ysis [F1(1,54) =2.49,p > .12; F2(1,29) =4.57,p <
.05] and a significant interaction between the two main
factors only in the subject analysis [F1(1,54) = 4.67,p <
05; F2 < 1].

Discussion

The main result of Experiment 1 was replicated in Ex-
periment 2. An average 54-msec effect of grammatical
violation was obtained. In agreement with our predictions,
the results of Experiment 2 showed a larger effect of
grammatical incongruency for items with a closed-class
context word than for items with an open-class context
word. However, the magnitude of this difference between
incongruous closed-open pairs and open-open pairs was
relatively reduced (13 msec). We therefore decided to
confirm the differential role of open- and closed-class con-
text word on syntactic computation in a third experiment
using a shorter presentation time of the context word
(150 msec).
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EXPERIMENT 3

Method

Design and Stimuli. The material and stimuli were the same as
those used in Experiment 2.

Procedure. The procedure was the same as in Experiment 2, but
context words were presented for 150 msec (instead of 500 msec,
as in Experiment 2).

Subjects. Sixty students from the Department of Psychology at
the University of Nice took part in the experiment. All were native
speakers of French.

Results

Latencies longer than 1,500 msec were excluded from
analysis (1.5% of the data). Average lexical decision la-
tencies (in milliseconds) and percent errors to target words
are given in Table 4. An ANOVA was performed on these
data using subjects (F1) and items (F2) as the random
variables.

The main effect of grammatical relation was significant
in the subject analysis and marginally significant in the
item analysis [F1(2,108) = 13.51,p < .0005; F2(2,58) =
3.68, p < .10], as was the effect of vocabulary type
[F1(1,54) =7.44,p < .01; F2(1,29) = 1.55,p > .22].
The interaction between these two main factors was not
significant [F1(2,108) = 1.78, p > .17; F2 < 1].

As in Experiments 1 and 2, the nature of the agreement
violation (number or gender) did not lead to significant
differences [for open-class context word, F1 < 1, F2 < 1;
for closed-class context word, F1(1,54) = 1.4, F2(1,29) =
1.23], and data from these two conditions were collapsed.
RTs to congruent items were faster than RTs to incon-
gruent items [F1(1,54) = 28.98,p < .0005; F2(1,29) =
8.80, p < .01], and RTs to open-open pairs were faster
than RTs to closed-open pairs only in the subjects analy-
sis [F1(1,54) = 4.58, p < .05; F2(1,29) = 1.09]. The
interaction between grammatical congruency and vocabu-
lary type was marginally significant in the subjects anal-
ysis [F1(1,54) = 3.03,p < .10; F2 < 1]. Planned com-
parisons showed that the grammatical congruency effect
was obtained for the two types of context words [for items
with an open-class context word, F1(1,54) = 6.39,p <
.025; F2(1,29) = 1.50,p > .23; for items with a closed-
class context word, F1(1,54) = 25.55, p < .0003,
F2(1,29) = 8.76, p < .01].

It is clear from Figure 1 that the effect of grammatical
congruency was greater for targets preceded by a closed-
class word than for targets preceded by an open-class word

Table 4
Experiment 3: Reaction Times (RTs; in Milliseconds), Percent (%) Errors, and Standard Errors (SEs)
to Target Words Belonging to Pairs Affected by a Grammatical Relation and
Varying in the Vocabulary Type of the Context Word
Grammatical Relation

Number Transgression

Gender Transgression Control Congruent

Vocabulary

Type RT % Errors SE RT % Errors SE RT % Errors SE
Open class 624 1.1 16.13 628 1.1 17.28 601 2.3 15.08
Closed class 663 2.3 16.15 645 1.7 18.29 605 23 16.21
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RT (msec) Congruent Incongruent

690
670 +
650 -
630

610 +

590 -

570 +

Closed class

Open class

Context word

Figure 1. Mean reaction times in milliseconds as a function of
grammatical congruency and vocabulary type of context in Experi-
ment 3. Vertical bars represent standard errors.

(49 vs. 25 msec). In fact, RTs to open-open pairs dif-
fered significantly from RTs to closed-open pairs in the
grammatical incongruency pairs [F1(1,54) = 8.87,p <
.005; F2(1,29) = 3.39, p < .10] but not in the control
pairs (F1 < 1and F2 < 1). As can be seen in Figure 1,
RTs to congruent items are practically identical to RTs
to open-open and closed-open pairs.

The subject and item analysis of the error rates revealed
no significant differences (all Fs < 1).

Discussion

The observed results agree with our expectations: The
reduction of presentation time of the context word affected
differentially open-open pairs and closed-open pairs.
Even if the interaction between vocabulary type and syn-
tactic congruency was still not statistically significant, the
effect of grammatical congruency was clearly greater (sin-
gle to double) when the prime was a closed-class word
than when it is an open-class word. According to our in-
terpretation, these results indicate that the computation
of the grammatical relation existing between two sequen-
tially presented words is more immediately established
when the first item corresponds to a closed-class word
than when it corresponds to an open-class word.

However, one might argue that the more important
grammatical congruity effect observed with closed-class
context words is not due to their linguistic role but rather
to a confound factor—namely, their very high frequency.
More precisely, given that closed-class context words are
more frequent than are open-class words, it is possible
to assume that the observed differences between ex-
perimental pairs are related to a difference in the recog-
nition time for a closed and an open context word. If the
recognition of a closed-class context word is faster than
the recognition of an open-class one, one might argue that
the possibility to establish a grammatical link between the

context and the target word is greater in the first case than
in the second.

Experiment 4 was designed to test this alternative in-
terpretation of our results using open- and closed-class
context words closely matched on frequency and length.

EXPERIMENT 4

Method

Design and Stimuli. As in Experiments 2 and 3, grammatical
congruency and vocabulary type of context word were the within-
subject factors. The grammatical transgression concerned only
gender transgression. The open- and closed-class context words were
matched as closely as possible on length and frequency. The aver-
age frequencies of open-class context words were 392 occurrences
per milllion and were from 3 to 8 letters long (mean length = 5.2
letters). The average frequencies of the closed-class context words
were 387 occurrences per million and were from 2 to 6 letters long
(mean length = 4.1 letters). The grammatical categories of these
two types of context word were the same as in Experiments 1-3.
The singular masculine noun targets were from 3 to 7 letters long
(mean length = 5.5 letters), and their average frequencies were
45 occurrences per million. The four experimental lists were com-
posed of 20 test pairs and 60 filler pairs (30 word-word pairs and
30 word-nonword pairs). The subjects were given 20 practice pairs
in a training session. Four groups of subjects were used.

Procedure. The procedure was the same as in Experiments 2 and
3, but the time duration of context words was reduced to 130 msec.

Subjects. Twenty-four University of Nice students served as sub-
jects. They all were native speakers of French. None had partici-
pated in the previous experiments.

Results and Discussion

The results are presented in Figure 2. Latencies longer
than 1,500 msec were excluded from the analysis (1.2%
of the data). An ANOVA performed on lexical decision
times and percent errors showed a 30-msec significant ef-
fect of grammatical congruency [F1(1,23) = 14.4,p <
.001; F2(1,19) = 11.33, p < .005] and no effect of
vocabulary type (F1 < 1, F2 < 1). The interaction be-

RT (msec) Congruent Incongruent

620
600 -
580 4
560 +
540 -

520 |

500 -

Closed class

Open class

Context word

Figure 2. Mean reaction times in milliseconds as a function of
grammatical congruency and vocabulary type of context in Experi-
ment 4. Vertical bars represent standard errors.
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tween these two main factors was significant [F1(1,23) =
4.98, p < .03; F2(1,19) = 3.85, p < .06].

Planned comparisons indicated a significant effect of
grammatical transgression for closed-open pairs [F1(1,23)
= 16.64, p < .0005; F2(1,19) = 12.7, p < .005] and
no effect for open-open pairs (F < 1, F2 < 1). Theer-
ror rates analysis revealed no significant effect.

The interaction between the two main factors (gram-
matical congruency and vocabulary type of the context
word) was now significant. More importantly, the inter-
action observed between open-open and closed-open pairs
with regard to the grammatical congruency effect cannot
be attributed to differences in length and frequency be-
tween open- and closed-class context words since a close
matching was done between these items.

GENERAL DISCUSSION

Two main results obtained in our experiments are to
be emphasized. The first one concerns the fact that the
grammatical congruency between two words influences
the processing of the lexical items both in a double lexi-
cal decision task (Experiment 1) and in a primed lexical
decision task (Experiments 2, 3, and 4). The inhibitory
effect obtained for items that violate the number/gender
agreement confirms the role of syntactic parameters on
lexical decisions. The second main result obtained in these
experiments is consistent with a syntactic interpretation
of the observed effects. This result corresponds to the fact
that the relative magnitude of the observed congruency
effect depends on the syntactic category of the context
word. When a number or gender agreement rule is vio-
lated between a closed-class word and an open-class word,
the effect is larger than when the context and the target
words are both open-class items. Empirical evidence of
processing differences for these two types of vocabulary
item have been previously observed when these items
were included in a sentence structure (Friedericci, 1985;
Greenberg & Koriat, 1991; Koriat & Greenberg, 1991;
Koriat & Greenberg, 1993; Koriat, Greenberg, & Gold-
shmid, 1991; Van Petten & Kutas, 1991) but not when
they were presented in isolation (Gordon & Caramazza,
1982, 1983; Segui, Frauenfelder, Lainé, & Mehler, 1987,
Segui, Mehler, Frauenfelder, & Morton, 1982; Taft,
1990). This contrast suggests that the effect of vocabu-
lary type is related to the “‘actual’” functional role of the
open- and closed-class words during sentence processing
rather than to an eventual difference in the specific
retrieval mechanisms associated to these two classes of
words. An analogous distinction was advanced recently
by Koriat and collaborators in a series of papers (cited
above) about the missing-letter effect. Koriat et al.’s ex-
periments showed that the missing-letter effect was more
important for function words (closed-class words) than
for content words (open-class words). Moreover, when
function words were embedded in a phrase where they
were forced into a content role by the context, letter de-
tection did not differ from that of matched content words.
The observed difference was related to the word func-
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tion and not to the word form. This result cannot be in-
terpreted in terms of the relative frequency of the func-
tion or the content carrier-letter target word since it was
observed when the frequency of these two types of word
was equated. Koriat et al. proposed a structural model
in which function words or morphemes are initially uti-
lized to define the structural frame of a phrase. Subse-
quently, the computed syntactic units are lost in the tran-
sition from structure to meaning.

To interpret the fact that the effect of agreement viola-
tions between a closed-class word and an open-class word
was stronger than that between two open-class words ob-
served in Experiments 2, 3, and 4, we proposed that, when
the context word is presented for a short time, the gram-
matical link existing between this word and the open-class
target word is more immediately computed than when the
context word is constituted by an open-class word. Con-
sequently, in this experimental condition, the output of
the syntactic processor is more likely to affect lexical de-
cisions when targets are preceded by a closed-class word
than when targets are preceded by an open-class word.
According to this interpretation, syntactic and lexical-
semantic computations are elaborated independently; how-
ever, if the ‘‘negative’’ result of the syntactic processor
is available before the lexical decision on the target word
is made, this decision may be delayed. This postaccess
interpretation is compatible with the fact that the magni-
tude of the vocabulary type effect varies as a function of
the presentation time of the context word. According to
this interpretation, semantic information and syntactic in-
formation are encoded by two distinct components: a
lexical-semantic component and a syntactic component.

This hypothesis of autonomy of the syntactic proces-
sor was previously proposed on the basis of results ob-
tained in Serbo-Croatian. In these experiments, an inhibi-
tory effect of flectional inconsistency was observed using
pseudowords as experimental context items (Gurjanov
et al., 1985; Katz et al., 1987).

At a more general theoretical level, the results obtained
in the experiments presented in this paper favor a modu-
lar view of language processing (Forster, 1979), accord-
ing to which different types of structural information are
processed by separate subcomponents of the language pro-
cessing system.
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