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Naming times and standardized norms
for the Italian PDIDPSS set of 266 pictures:
Direct comparisons with American, English,

French, and Spanish published databases

ROBERTO DELIJACQUA, LORELLA LOTTO, and REMO JOB
University ofPadua, Padua, Italy

The present study provides Italian nonnative measures for 266 line drawings belonging to the new
set of pictures developed by Lotto, Dell'Acqua, and Job (in press). The pictures have been standard­
ized on the following measures: number of letters, number of syllables, name frequency, within-category
typicality, familiarity, age of acquisition, name agreement, and naming time. In addition to providing the
measures, the present study focuses on indirect and direct comparisons (i.e., correlations) of the pres­
ent norms with databases provided by comparable studies in Italian (in which nonnative data were col­
lected with Snodgrass & Vanderwart's set of pictures; Nisi, Longoni, & Snodgrass, 2000), in British En­
glish (Barry, Morrison, & Ellis, 1997), in American English (Snodgrass & Vanderwart, 1980; Snodgrass
& Yuditsky, 1996), in French (Alario & Ferrand, 1999), and in Spanish (Sanfeliu & Fernandez, 1996).

It is unquestionable that the standardization of pictor­
ial stimuli, such as that carried out in their seminal work
by Snodgrass and Vanderwart (1980), had a positive ef­
fect on studies of object processing. Such stimuli have
been used for research purposes in several fields of ex­
perimental psychology, with the obvious benefit ofbeing
readily available for selection according to the number
of object characteristics that were obtained following
their validation for an American sample. This standard­
ized set ofpictorial stimuli has been used in experiments
with adults that focused on the difference in speed be­
tween reading words and naming pictures (e.g., Lotto,
Rumiati, & Job, 1996; Snodgrass & McCullough, 1986;
Vanderwart, 1984) and in perceptual identification and
recognition experiments (e.g., Snodgrass, 1984; Snod­
grass & Corwin, 1988; Snodgrass & Poster, 1992). In
priming experiments, these stimuli have also been mod­
ified in order to study the effect of the prior exposure of
fragmented pictures (e.g., Feenan & Snodgrass, 1990;
Snodgrass & Feenan, 1992) or fragmented words (Snod­
grass & Poster, 1992) on processing of subsequent stim­
uli. Furthermore, in order to adapt the material to popula­
tions of different ages, the same set of stimuli has been
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standardized for 5- to 6-year-old American children (Ber­
man, Friedman, Hamberger, & Snodgrass, 1989), and for
8- to 10-year-old American children (Cycowicz, Fried­
man, Rothstein, & Snodgrass, 1997).

The widespread need for standardized pictorial mate­
rial has recently motivated a series of studies in which
normative data have been collected in different linguis­
tic contexts, using Snodgrass and Vanderwart's (1980)
set ofpictures. This has been the case for British English
(Barry, Morrison, & Ellis, 1997), French (Alario & Fer­
rand, 1999), Spanish (Sanfeliu & Fernandez, 1996), Dutch
(Marte in, 1995), and Italian (Nisi, Longoni, & Snodgrass,
2000). More or less generally across these studies, the
rated object dimensions concerned the familiarity of the
concepts represented by the pictures, the codability of
the stimuli, such as the agreement on the names or on the
images elicited by the pictures, the complexity of the vi­
sual structure of the pictures, and the age at which the
concepts represented by the pictures were first processed
and/or coded into memory. In two previous studies, mea­
sures of the time it took to name the pictures were also ob­
tained (Barry et al., 1997; Snodgrass & Yuditsky, 1996).

The scope of the present work is twofold. First, this
work provides norms for a set of 266 pictures standard­
ized for an Italian sample. We deviate from the com­
monly adopted procedure ofusing Snodgrass and Vander­
wart's (1980) pictures. Instead, we presented, to a sample
ofItalian subjects (N = 178), a new set ofpictures (Lotto,
Dell'Acqua, & Job, in press) that were extracted from
sources other than previously published databases (i.e.,
adapted from dictionaries and books). These pictures are
available in PCX bitmapped format (downloadable both
as a zipped archive and as single items; http://olpss.psy.
unipol.it/psychdata.htm). Furthermore, in order to invite
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researchers operating in different linguistic communities
to use the present set of pictures, we provide both indi­
rect and direct comparisons between the present norma­
tive data and those from previous studies that have used
Snodgrass and Vanderwart's set ofpictures for standard­
ization purposes. In doing this, we propose a method by
which to estimate the relative influence of cultural fac­
tors (e.g., linguistic factors and/or those modulated by
the different cultural contexts) and visual factors (i.e.,
factors modulated by the visual dissimilarity among our
and Snodgrass & Vanderwart's pictures) on the distribu­
tion of the values reported across the studies that we ex­
amine.

METHOD

Subjects
A total of 178 students at the University of Padova volunteered

to participate in this study. The age of the subjects ranged from 20
to 30 years. All the subjects had normal or corrected-to-normal vi­
sion. All the subjects in the naming experiment had normal hearing.

Material
A set of266 black line drawings of real objects was generated for

the present study. Some ofthe line drawings were created anew, and
some were adapted from illustrations in dictionaries and books. The
objects belonged to 13 distinct semantic categories (i.e., birds,
buildings, clothes, flowers, furniture, fruits, housewares, mammals,
musical instruments, receptacles, vegetables,vehicles, and weapons).
An additional ad hoc category (i.e., mixed) was created by includ­
ing objects belonging to different semantic categories for which
only a few exemplars were available. The number ofobjects in each
category varied from I I to 32. A file format version ofeach picture
was obtained by importing picture hard copies on a computer via
scanner. When displayed on the monitor of the computer (back­
ground luminance, 28 cd/rn-) in the naming experiment, each pic­
ture (about 25 cd/m-) could be inscribed in a square with a side of
less than 5°of visual angle, at a viewing distance ofabout 60 ern. For
the rating procedure, the set of266 picture hard copies was divided
into two sublists, with the constraint that all the elements of a given
semantic category were grouped in one sublist. This constraint did
not apply to the pictures in the mixed category. For each sublist, a
booklet was created in which each picture was reported in the cen­
ter of a separate sheet, together with the name of the picture se­
mantic category (above) and an n-point scale (see below), with n de­
pending on the rated dimension. For the pictures included in the
mixed category, the semantic categories reported above the pictures
were work tools (for sickle, scissors, hammer, brush, rake, palette,
pincers, and drill), personal effects (for umbrella, pipe, and razor),
habitations (for teepee), sweets (for candy), excursion tools (for
hammock, binoculars, compass, map, and backpack), house objects
(for antenna, candle, globe, radio, faucet, and clock), measurement
tools (for hourglass and scale), sport articles (for helmet), toys (for
skittle), jewels (for earrings), natural objects (for leaf), space ob­
jects (for planet), and plants (for cactus, palm tree, and ivy).

Rating Procedure
Within-eategory typicality. Thirty subjects took part in the pres­

ent rating task, 15 for each type of sublist. Each subject was in­
structed to judge, with no pressure as to speed, how typical each
picture was within the corresponding category by marking a value
on the scale (I = not typical; 7 = highly typical).

Familiarity. Thirty subjects took part in the present rating task,
15 for each type of sublist. None participated in the typicality­
rating task. Each subject was instructed to judge, with no pressure
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as to speed, how familiar the object depicted in each picture was,
based on his/her own personal experience (I = not familiar; 7 =
highly familiar).

Age of acquisition. For the present rating task, each picture in
the booklets was replaced with the corresponding name.' Thirty
subjects took part in the present rating task, 15 for each type of sub­
list. None participated in the typicality- and familiarity-rating tasks.
Each subject was instructed to indicate, with no pressure as to speed,
how old he/she was when he/she first encountered or received in­
formation about each word, using the 9-point scale reported below
the picture (I = 2 years or younger, 2 = 3 years, 3 = 4 years, 4 =

5years,5 = 6years,6 = 7/8years,7 = 9/lOyears, 8 = 1l/12years,
and 9 = 13 years or older).

Speeded Naming Procedure
Two different experimental sessions were required for the nam­

ing data collection. A list of 220 objects was presented in the first
session. A list of 168 objects was presented in the second session.?
In each session, 44 subjects took part in the naming task. The ex­
periment was carried out in a soundproof room, with the constant
presence of a research assistant for response-scoring purposes. The
pictures were displayed on the monitor ofthe computer (resolution,
640 X 480; cathode ray tube), and the vocal responses were recorded
through a cardiod microphone. The monitor and microphone set­
tings were controlled by a 166-MHz CPU and MEL software.

Each session consisted of three phases, each preceded by the pre­
sentation of written instructions on the monitor of the computer.
The first phase was devoted to adjustment ofmicrophone settings.
Each subject was instructed to read, as fast and accurately as pos­
sible, a list of 10 words referring to abstract concepts, presented I at
a time at the center of the monitor. An interval of 3 sec elapsed be­
tween the presentation of 2 successive words. This phase was re­
peated if a single failure in detecting the subject's vocal response
occurred. At each repetition, the sensitivity threshold of the micro­
phone was lowered. The second phase was devoted to practice for
the actual naming experiment. On each of eight trials, a fixation
point was presented in the center ofthe monitor, which disappeared
when the research assistant pressed a start button (the space bar on
the keyboard of the computer). After pressing the space bar, an in­
terval of400 msec elapsed before the presentation of a warning sig­
nal (a 1000-Hz pure tone) for 100 msec. At tone offset, an interval
of700 msec elapsed before the presentation ofa picture in the cen­
ter of the monitor. The subjects were instructed to name each pic­
ture as fast and accurately as possible, trying to avoid the produc­
tion of undesired noise (cough, hesitations, etc.). Each picture
remained in view until a vocal response was detected. An interval
of 2 sec elapsed between response detection and the beginning of
the next trial. The third phase was dedicated to data collection. Be­
fore the beginning of the third phase, the instructions stressed the
importance of speed and accuracy during the whole experiment.
Some rest during the experiment was allowed upon request of the
subject. The order of picture presentation was fully randomized
across subjects.

During the experiment, each response was scored by the research
assistant, using the following scoring rule. A response could be cor­
rect (i.e., the name produced by the subject corresponded to the
name assigned a priori to each picture), alternative (i.e., the name
produced by the subject did not correspond to the assigned name),
or invalid, reflecting microphone triggering by vocalizations that
were not name productions.

RESULTS

Trimming of the Naming Time Distribution
The data from 2 subjects in each naming session were

discarded because of software malfunctioning or because
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the rate of invalid responses exceeded the rate of both
correct and alternative responses. Validnaming data were
thus collected from 84 subjects. The analyses ofthe nam­
ing times (RTs) concentrated on correct responses. RTs
were first screened for outliers, using a modification of
the procedure proposed by Van Selst and Jolicceur(1994).
The RTs for each picture were sorted, and the most ex­
treme observation was temporarily excluded from con­
sideration. The mean and standard deviation of the re­
maining values were then computed. Cutoff values were
established, using the following equations:

V10w =X- Cn*SD

and

Vhigh =X+ Cn*SD.

The smallest and largestobservations were then checked
against the cutoff values, V10w and Vhigh. If one or both
fell outside the bounds, these observations were excluded
from further consideration and were defined as outliers.
This algorithm was then applied anew to the remaining
data. The value of C depended on the sample size, n, so
that the estimated final mean was not influenced by sam­
ple size. For samples of 100 or larger, Cis 3.5, and the
value of C is increased nonlinearly as sample size de­
creases, to a maximum of8.0 for a sample size of4. Note
that, with this algorithm, outliers were calculated on the
basis of the RT distribution for a given picture, not that
for a given subject. This had the important implication of
avoiding the elimination ofRTs to difficult-to-name pic­
tures, which obviously tended to fall into the slowest por­
tion of the subject's RT distribution (see Snodgrass &
Yuditsky, 1996, for a discussion of this problem). The
application of the outlier elimination procedure resulted
in a total loss of3.8% of the available RT data.

Normative Data Description
An Excel-formatted version of the normative data is

available on line (http://olpss.psy.unipol.it/psychdata.
htm). The complete list of the normative data is reported
in Appendix A. The first 2 columns of the list in Appen­
dix A present the pictures' names (correct and alterna­
tive), in both Italian and English. Each alternative name
(in lowercase, preceded by a right-pointing arrow) is as­
sociated with the percentage of subjects (in parentheses)
who produced the alternative response. Each picture is
associated with the following indexes. In the 3rd column
(labeled CAT), a three-letter abbreviation of the seman­
tic category of each picture is reported (i.e., BIR, birds;
FRU, fruits; VEH, vehicles; VEG, vegetables; MIX, mixed;
WEA, weapons; BUI, building; FOR, furniture; INS, musical
instruments; MAM, mammals; FLO, flowers; CLO, clothes;
REC, receptacles; HOU, housewares). Number of letters
and number of syllables of the pictures' names are re­
ported in the 4th and 5th columns (labeled LET and
SYL), respectively. Frequency values (log-transform of
I + number of occurrences over one million) of the
printed pictures' names are reported in the 6th column

(labeled FRQ). The source of the frequency values was
Stella and Job's (in press) database. In the 7th column
(labeled S), the number of the session in which the pic­
ture RTs have been collected is reported (I, first session;
2, second session). Mean familiarity values are reported
in the 8th column (labeled FAM), together with the rela­
tive standard deviations in the 9th column (labeled SD).
Mean typicality values are reported in the 10th column
(labeled TYP), together with the relative standard devi­
ations in the II th column (SD). Mean age of acquisition
values are reported in the 12th column (labeled AoA),
together with the relative standard deviations in the 13th
column (SD). Mean naming times are reported in the
14th column (labeled RT). Name agreement and concept
agreement values are reported in the 15th (labeled NA)
and 16th (labeled CA) columns, respectively. NA and
CA values are reported in the form of the percentages of
subjects who produced the correct name (for NA) or the
correct name plus synonyms (CA). Synonyms ofthe cor­
rect name (i.e., those whose NA value contributed to the
computation of the CA value) are marked with an aster­
isk. When an NA value associated with a correct name is
not the modal value (i.e., the correct name is not the most
frequently produced name), all of the more frequent al­
ternative names are marked with the symbol @. H val­
ues (computed by using the equation described by Snod­
grass & Yuditsky, 1996) are reported in the 17th column
(labeled H). A strict criterion (Snodgrass & Vanderwart,
1980) was adopted to compute the H statistic for each
item, so that all names that were not identical to the cor­
rect name were considered in the computation.

Stepwise Multiple Regression
The matrix of partial correlation among the measures

for the Italian sample is reported in Table 1A, and the re­
sults of the multiple regression analysis are reported in
Table IB. The overall equation for the multiple regres­
sion was significant [R = .71; F(l0,255) = 25.82, p <
.0001]. As can be seen from the results of the multiple
regression analysis, the measures of CA and TYP and
the H statistic resulted in reliable predictors of the RT
distribution. AoA figured as a significant predictor of
the picture RTs in a separate regression in which CA val­
ues were temporarily excluded from consideration. This
separate analysis was motivated by the possible masking
effect on the potential reliability of AoA in accounting
for the RT distribution, owing to the strong negative cor­
relation between AoA and CA values, as is evidenced in
the partial correlation matrix (see Edwards, 1979).

Comparisons With Previous Studies
Indirect comparisons with previous naming time

studies. Although several studies in this field have re­
ported standardized norms for different languages (see
the forthcoming section), picture RTs have been col­
lected in only two normative studies in which large sam­
ples ofpictures (N) 200) were employed. In this section,
we focus on an indirect comparison between the multiple
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Table IA
Matrix of Partial Correlations Among the Italian Measures

Measures RT LET SYL FRQ FAM TYP AoA NA CA

LET n.s.
SYL .164 .852
FRQ -.406 -.345 -.313
FAM -.249 n.s. n.s. .236
TYP -.231 -.121 n.s. .343 .457
AoA .472 n.s. .181 -.519 -.502 -.321
NA -.634 -.165 -.236 .422 .220 .134 -.492
CA -.671 n.s. -.182 .426 .238 n.s, -.540 .933
H .538 n.s. .172 -.279 -.148 n.s. .323 -.798 -.714

Note-RT, naming time; LET, number of letters; SYL, number of syllables; FRQ, frequency;
FAM, familiarity; TYp, typicality; AoA, age of acquisition; NA, name agreement; CA, concept
agreement; n.s., nonsignificant.

regression results obtained in the present study and the
results reported by Snodgrass and Yuditsky (1996, Exper­
iment 1) and Barry et al. (1997). It is perhaps worth not­
ing that RTs in these different studies have been trimmed
according to different criteria for the elimination ofout­
liers. Whereas Snodgrass and Yuditsky applied a crite­
rion that is formally similar to the criterion adopted in
the present study, Barry et al. used a reciprocal transfor­
mation of each picture's mean RT, following the elimi­
nation of RTs that were either shorter than 200 msec or
longer than 3,000 msec. Although it is generally accepted
that 3,000 msec is a reasonable constraint to adopt for
the exclusion of what the authors treated as "major in­
stances ofword-finding difficulties," as was concluded by
Snodgrass and Yuditsky, this may not be a viable method
by which to prevent the possibility ofsystematically elim­
inating (informative) RTs to difficult-to-name pictures.

A summary ofthe multiple regression results from the
present study and the two other studies mentioned is re­
ported in Table 2A. The letter x is reported for those mea­
sures that resulted in reliable predictors of the RT distri­
bution in each ofthe studies. When a measure did not enter
into the regression equation in a given study, the mea­
sure is reported as nonsignificant (n.s.). When a partie-

Table 18
Results of the Multiple Regression Analysis

Measure f3 SE f P
LET -.127 .088 1.451 .148
SYL .116 .087 1.329 .185
FRQ -.095 .058 1.650 .100
FAM -.002 .056 0.030 .976
TYP -.124 .053 2.356 .019
AoA .077 .064 1.192 .234

(.138) (.065) (2.118) (.035)*
NA .156 .147 1.060 .290
CA -.598 .132 4.529 .000
H .163 .075 2.183 .030

Note-For each measure, beta weight (f3I, standard error (SE), t statis­
tic value (f), and level of probability (p) are reported. LET, number of
letters; SYL, number of syllables; FRQ, frequency; FAM, familiarity;
TYP, typicality; AoA, age of acquisition; NA, name agreement; CA,
concept agreement. *AoA results after the temporary exclusion of
CA values from the stepwise regression.

ular measure was not considered in a study, the measure
is reported as nonavailable (n.a.).

Table 2A highlights both the similarities and the dif­
ferences among the studies. The first important differ­
ence is represented by the fact that the TYP measures
were collected and treated as an independent factor only
in our normative study. This difference is all the more
striking in light of the evidence that TYP is a relevant
cognitive dimension when concepts must be categorized
(Rosch, 1975) and that TYP plays a significant role in
modulating picture RTs (see, e.g., Jolicoeur, Gluck, &
Kosslyn, 1984), as well as other behavioral dependent
measures (e.g., Malt & Smith, 1984). Convergent with
this earlier empirical evidence, the results ofthe stepwise
multiple regression that we performed on our data set
support the notion that TYP must be considered in stud­
ies in which RTs are used as a dependent variable or,
more generally, in studies in which pictures are used as
experimental stimuli.

Table 2A also shows that measures ofNA consistently
resulted in reliable predictors of the RT distribution. It is
somewhat surprising that, contrary to all other studies,
NA, in the form of the percentage of subjects who pro­
duced a given name in response to a particular picture,
was not an element of the regression equation in the pre­
sent study. In our view, this finding may reflect the fact
that, in quite a large proportion of the cases in the present
study, alternative names that were produced were "good"
lexical substitutes (i.e., synonyms) of the correct names .
This had the likely consequence that variations in the
percentage ofNA (which decreases as the number of al­
ternatives increases) could not be directly reflected in the
RT distribution. Additional information about the role of
stimulus codability, however, is provided by the signifi­
cant weight associated with both the H statistic (consid­
ered in all the studies) and measures of CA (considered
only by Snodgrass & Yuditsky, 1996) in accounting for
the RTs collected in the present study. As has been con­
vincingly argued by many investigators (e.g., Alario &
Ferrand, 1999; Lachman, 1973; Lachman, Shaffer, &
Hennrikus, 1974; Snodgrass & Vanderwart, 1980; Snod­
grass & Yuditsky, 1996), both Hand CA measures can
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Table2A
Summary of the Results of Multiple Regression Analyses Performed in the Present
Study and in Two Previous Studies (S&Y: Snodgrass & Yuditsky, 1996; BM&E:

Barry, Morrison, & Ellis, 1997) in Which Picture-Naming Times Were Considered

Study LET SYL FRQ FAM TYP AoA NA CA H

Present
S&Y
BM&E

n.s. n.s. n.s,
n.s. n.s. x¥

n.s.* n.a. x

n.s.
x¥

n.s.

x
n.a.
n.a.

x
x
x

n.s.
x
x

x
x

n.a.

x
x
x

Note-LET, number of letters; SYL, number of syllables; FRQ, frequency; FAM, familiarity;
TYp,typicality; AoA, age of acquisition; NA, name agreement; CA, concept agreement; n.s., non­
significant; n.a., nonavailable; x, significant beta weight; x¥, negligible beta weight. *Picture
name length measures as number of phonemes.

be taken as better indexes ofstimulus codability with re­
spect to the raw percentage of correct denominations.
The H statistic is computed by taking into account the
number of alternatives produced following the presenta­
tion of a particular picture. H differs for pictures having
the same percentage ofNA but different numbers of al­
ternative names produced by subjects. Furthermore, CA
estimates reflect the degree of semantic appropriateness
ofalternative denominations-that is, CA varies as a func­
tion of whether alternative names are synonyms of the
correct names or names referring to semantically distin­
guishable concepts. Given two pictures with the same per­
centage ofNA and the same number ofalternative names,
CA is higher if one picture elicits more synonyms than
does the other.

Table 2A indicates that a significant role for AoA
measures was found in all of the three studies. Further­
more, AoA turns out to be a better predictor ofRTs than
are both FAM (nonsignificant or negligible in all the
studies) and FRQ (significant in Barry et al.'s, 1997, work
only). It should be noted that, while it might be theoret­
ically relevant to ponder the higher reliability of AoA in
predicting picture RTs as compared with FAM (see Mor­
rison, Ellis, & Quinlan, 1992, for details on this issue),
our impression is that the discussion about the rather
variable weight ofFRQ in the three regressions examined
in the present context may be limited to the choice ofthe
different FRQ count databases. Specifically, as Snodgrass
and Yuditsky (1996; see also Snodgrass & Vanderwart,
1980) did in their study, we used an FRQ count database
of written words (Stella & Job, in press). Barry et al. re­
ported results that were referred to a FRQ count database
of spoken words. The latter was, reasonably, a choice
more compatible with the vocal responses subjects had to
produce in all the studies (i.e., naming) and may account
for the fact that FRQ had a significant weight only in
Barry et al.'s study.

Table 2A shows also that word length measures (num­
ber of letters, phonemes, or syllables) did not playa sig­
nificant role in determining the RT distribution in any of
the three studies.

Direct comparisons with previous normative stud­
ies. One potential confound in the comparison described
in the foregoing section resides in the fact that the num­
ber of independent variables entering into the different

regression equations was necessarily limited. For this
reason, it is important to note that the list of these vari­
ables (e.g., FAM, AoA, etc.) constitutes only a subset of
all the variables that might potentially affect object nam­
ing. In each normative study listed in Table 2A, the choice
of the independent variables hypothesized to account for
the RT distribution was substantially determined by three
factors-namely, by previous evidence that demonstrated
the effective role of a particular independent variable in
influencing object naming, by theoretically grounded pre­
dictions about the possible role that an independent vari­
able might play in object processing, or by the need to se­
lect a set of independent variables common to the majority
ofstudies, with the aim ofestimating their relative weight
in affecting performance on objects across cultures.

Concerning the latter point, with the view of provid­
ing a direct comparison between the present norms and
norms standardized for different populations, a potential
confound may be represented by the difference in the
drawings used for data collection. For the sake ofclarity,
suppose that we have two different pictures of the same
concept-say, fl pitcher-and suppose that each picture
has been associated with a different NA value following
a rating procedure carried out by presenting one picture
to Italian subjects and the other picture to American sub­
jects. As a matter offact, it is impossible to assess whether
this difference is due to a pure cultural difference in the
subjects' population or to a structural difference in the pic­
tures submitted to the subjects' judgment (or to an inter­
action between these two factors). It might be that, for
example, the picture presented to the Italian subjects was
less detailed than the American picture, and this, in turn,
might have been reflected in a higher degree of uncer­
tainty about its identity (Is it a pitcher or a mug?). Simi­
lar examples can be offered for the other independent vari­
abies considered in our normative study, with all the
examples pointing to the same problem-that is, the im­
possibility of distinguishing between cultural and struc­
tural factors in determining the values assigned to the rated
dimensions.

Fortunately in our case, this problem can be solved by
taking advantage of the presence, in the literature, of
Italian norms from a study in which Snodgrass and Van­
derwart's (1980) stimuli were used (Nisi et aI., 2000) and
for which data were collected for a subset of measures



Note-FAM, familiarity; AoA, age of acquisition; H, H statistic: FRQ,
name frequency; n.a., nonavailable. *p < .05. The table provides in­
dications on the results of z tests performed by comparing the correla­
tion coefficients between the present measures and the Italian NL&S's
measures (in bold) to the correlation coefficients between the present
measures and, in turn, the American, French, and Spanish measures.

Table2B
Correlation Coefficients Between a Subset of the Present

Measures and the Measures From a Different Italian Sample
Collected Using Snodgrass and Vanderwart's Pictures

(Nisi, Longoni, & Snodgrass, 2000), From an American Sample
(Snodgrass & Vanderwart, 1980, for Familiarity, Frequency,

and H measures, and Snodgrass & Yuditsky, 1996,
for Age of Acquisition Measures), From a French

Sample (Alario & Ferrand, 1999), and From a
Spanish Sample (Sanfeliu & Fernandez, 1996)

that were also included in our study (i.e., for FAM, AoA,
and NA). Furthermore, a fair number of concepts (N =

105, reported in Appendix B) were common to our study
and that of Snodgrass and Vanderwart. The method we
propose to use to disentangle cultural and structural in­
fluences on the measures provided for our new stimuli
hinges on the following logic. Weassume that the corre­
lation coefficient between our measures and the measures
collected by Nisi et al. for the common set of concepts
provides the benchmark of the influence of structural
factors on the distribution of the rating values across the
stimuli. That is, given that our subjects and Nisi et al.'s
subjects can be thought ofas having been taken from the
same population (Italian university students), our hy­
pothesis is that any deviation from the perfect correla­
tion between our measures and those ofNisi et al. can be
reasonably accounted for by a difference in the stimuli
used in the respective normative studies. Our next step is
to compare each of these correlation coefficients with
the correlation coefficients between our measures and the
measures collected for American, French, and Spanish
and to interpret any significant difference among these
correlation coefficients as indicators of the effective in­
fluence of cultural differences on the distribution of the
rating values across the stimuli.'

A list of the correlation coefficients for the measures
from the different studies is reported in Table 2B. Several
comments are in order. The first comment is related to
the influence of structural factors on the distribution of
the values for the measures collected on the two Italian
samples. Evidence concerning this point can be derived
from the observation of the correlation coefficients be­
tween the measures collected in our study and those col­
lected in Nisi et al.s (2000) study. These correlation co­
efficients are reported in bold in Table 2B. As is clear,
although FAM and AoA measures are highly correlated
in the two studies, the degree ofcorrelation between NA

Measures From
Present Study

FAM
AoA
H
FRQ

Italian

.72

.91

.51
1.00

American

.68

.80*

.28*

.67*

French

.71

.87

.36

.74*

Spanish

.46*
n.a.
.23*
.74*
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measures, although substantial, is somewhat lower than
that for the other measures. Although a systematic inves­
tigation of this issue is beyond the scope of the present
work, we think we have already provided hints for an ex­
planation for this relatively low correlation between NA
measures. The framework we have adopted in the pres­
ent section leads us to suspect that the interpretation re­
sides in a difference in the material used for data collec­
tion, with NA values being a function of the number and/
or the quality of the details reported for the pictures used
in the different studies. It is perhaps worth noting that our
sample, in general, showed less variability in the number
ofalternative names produced in response to the presen­
tation ofthe pictures than Nisi et al.s sample did [t(104) =
6.91,p < .001]. Furthermore, this result also suggests that,
whereas NA is influenced by structural information, as
was suggested by Sanfeliu and Fernandez (1996), FAand
AoA values are produced directly by the concept repre­
sented by a given picture.

Cultural differences emerge by comparing the magni­
tudes ofthe correlations between the two Italian samples
with those between our measures and those of the for­
eign samples. At first blush, the pattern of correlations
among the values provided by our sample and the "for­
eign" values seem to reflect the pattern of correlations
between the values from the two Italian samples. As is
evident for each sample, correlations are higher for FAM
and AoA values and lower for NA values. This pattern of
results was expected, on the assumption that NA values
depend on language more than do the other measures.
Similar results have been reported basically by all the
studies in which formally equivalent comparisons have
been performed (e.g., Alario & Ferrand, 1999; Sanfeliu
& Fernandez, 1996). Significant differences between
these correlation coefficients are marked with asterisks
in Table 2B. Focusing first on the results of the z tests
performed on the correlation coefficients among NA
measures, the results in Table 2B suggest that cultural
differences playa significant role only in the comparison
between the Italian values (r = .51) and both the Amer­
ican English and the Spanish values (r = .28 and .23, re­
spectively). The correlation between the Italian and the
French values do not reflect any cultural difference on
the distribution ofNA values, with the correlation coef­
ficient between our values and the French values (r = .36)
being statistically comparable with the correlation coef­
ficient between the two Italian samples. A cultural dif­
ference is also evident in the results for the FAM mea­
sure. Whereas the correlation between our Italian values
and both the American and the French values (r = .68
and .71, respectively) is high and comparable with the
correlation for the Italian-Italian values (r = .72), the
significant difference of the Italian-Spanish correlation
coefficient (r = .46) suggests that that two populations
differ in the degree of FAM with the same concepts. As
to the AoA measures (collected only in the American
and French studies), the results reported in Table 28 in-
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dicate that, contrary to the correlation between the Italian
and the French values (r = .87), the correlation between
the Italian and the American values (r = .80) is signifi­
cantly different from the Italian-Italian correlation co­
efficient and suggest that the distribution of AoA values
across the same set of stimuli is effectively influenced
by cultural factors. Finally, name FRQ measures were as­
sumed to be perfectly correlated between the two Italian
studies. This likely caused the z test among all the other
correlation coefficients to be highly sensitive to any de­
viations from r = 1. Table 2B shows that all the com­
parisons between the Italian-Italian correlation coeffi­
cient for frequency and the Italian-foreign correlation
coefficients, although quite high (r > .67) in all cases,
consistently resulted in a significant difference.

CONCLUSIONS

The main goal of the present work was to present Ital­
ian normative measures for a new set of 266 pictures that
have been standardized for NA, FRQ, TYP, and RT.These
pictures can thus be directly used in research with Italian­
speaking subjects. It is our opinion that these pictures will
be useful for researchers involved in different fields ofex­
perimental psychology, such as attention, memory, per­
ception, and language. The regression analyses presented
in this work have documented the significant role that a
subset of the rated object dimensions has in determining
subjects' naming performance on these objects. Concern­
ing this point, the present results indicated that a particu­
lar dimension, TYp, which has never been taken into con­
sideration in previous normative studies, plays a
determinant role in object naming, with pictures of more
typical elements being named faster than pictures of less
typical elements. An indirect comparison with previous
naming studies has indicated both similarities and differ­
ences, across the Italian, American, and English samples,
in the type and number of object dimensions that affect
picture RT. For instance, whereas the H statistic and CA
seem to be robust predictors of the RT, a substantial fluc­
tuation in weight has been evidenced for name FRQ and
FAM across the studies considered in the present work.

Furthermore, with the view of(1) making apparent the
discrepancies between the present normative measures
and the measures provided for linguistically different
samples (collected by using Snodgrass & Vanderwart's,
1980, pictures) and (2) encouraging the use of the pre­
sent set ofpictures in order to expand research potential­
ities, a set of comparisons has been carried out, in order
to show the relative weight of structural and cultural fac­
tors in generating such differences. An estimate of the
weight of structural factors on the values reported in the
present work has been provided through the correlation
between the present measures and a subset of Italian
measures collected by using Snodgrass and Vanderwart's
pictures. This gave us the opportunity, by performing a

series of z tests on the correlation coefficients between
the present measures and the measures provided for non­
Italian samples, to separate the influence of structural
from cultural factors in the rated dimensions.
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NOTES

I. As an alternative to the retrospective method used in the present
contextto obtain estimates of age of acquisition (AoA), several more di­
rect (and arguably more objective) methods may be proposed. For in­
stance, Ellis and Morrison (1998) recently reported AoA measures based
on the actual naming performance of children of different ages, which
is probably the best candidate among these new proposals. Our choice
of the particular method described in this section, however, is to be
thought ofas constrained by the main focus of the paper, which is to de­
vise a direct comparison with previously published work in the norma­
tive field. For this reason, we had to commit to the tradition of (I) using
retrospective judgments of AoA, (2) submitting to subjects, in the AoA
rating session, a verbal representation of the concepts considered (i.e.,
words), and (3) stressing, in the instructions, the importance offocus­
ing on the concept each word referred to.

2. Part ofthe material presented in the first session was also presented
in the second session. The second session served the purpose of pre­
senting new objects that were made available by the time the first ses­
sion had already began. In an attempt to counterbalance the number of
items presented across sessions, new objects were intermixed with ob­
jects presented in the first session, whose NA percentage value was
greater than 90%.

3. In order to apply the method described in the present section, all
the scores (reported in Appendix B) were transformed into standard
z scores. Each correlation coefficient was then transformed into Fish­
er's z, and a z test was carried out to estimate the difference between two
correlation coefficients. Ifthe difference was greater than 1.96, the dif­
ference was taken to be significant with .95 probability.

(Continued on next page)
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