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Sensitivity of instrumental responses
to an upshift in water deprivation

MATIAS LOPEZ and CONCEPCION PAREDES-OlAY
Universidad de Oviedo, Oviedo, Spain

The role of incentive learning in instrumental performance followingan upshift in the degree of water
deprivation was analyzed in three experiments. In Experiments IA and IB, rats trained to perform an
instrumental action reinforced by either sucrose or maltodextrin solutions when in a low-deprivation
state were shifted to a high-deprivation state and tested in extinction. This shift in water deprivation
increased performance only if the animals had been exposed to the reinforcer in the high-deprivation
state prior to testing. In Experiment 2, the role of the instrumental contingency in mediating the pre­
exposure effect observed in the first two studies was examined by training rats to make two instru­
mental actions for different outcomes. The preexposure experience with the outcomes produced a rel­
ative increase in performance of the action reinforced with the incentive preexposed in the
high-deprivation state when a choice between the two response alternatives was conducted in that
state. These experiments support the conclusion that instrumental performance following revaluation
of the reinforcer by an upshift in the level of thirst depends on a process of incentive learning.

The incentive learning theory proposed by Dickinson
and Balleine (1994) suggests that goal-directed behavior
is accomplished by the interaction of two separate learned
associations. First, instrumental actions are controlled by
an expectation of the rewarding properties that will result
from an action (i.e., the action-outcome relation acquired
during training). Second, through a process of incentive
learning, interoceptive properties of deprivation predict
that the rewarding properties ofa particular outcome will
be enhanced in that state. Therefore, in this model, mo­
tivational states are claimed to determine directly the in­
centive value of an outcome and, as a result of incentive
learning, to gain conditional control over the incentive
value assigned to that outcome, not over instrumental per­
formance directly (see Dickinson, 1997, and Dickinson
& Balleine, 1994, for reviews).

Recent and compelling evidence for incentive learning
theory comes from studies of posttraining shifts in pri­
mary motivation. For example, Balleine (1992) analyzed
the influence of a posttraining increase in the degree of
food deprivation on the performance of an instrumental
action in extinction. In this study, rats were trained to
press a lever for a novel food reward while they were food
sated, and then were tested in extinction conditions while
they were food deprived. It was found that shifting animals
into a state offood deprivation had no detectable effect on
the rate of responding. However, if animals were simply
exposed to the novel food while in the state offood depri-
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vation before testing under the same conditions, then the
rate at which rats responded was significantly greater than
that for animals that were not preexposed to the food while
hungry. The interpretation offered for these findings was
that animals have to learn about the new incentive value
ofthe outcome in the shifted state, and that in the absence
ofthe opportunity to learn about the value ofthe new food
under conditions offood deprivation, instrumental perfor­
mance is controlled only by the previously learned value
of the outcome (Balleine, 1992). This process is similar
to Tolman's (1949a, 1949b) claim that the changes in the
incentive quality of a reinforcer influence instrumental
performance, but only through the development of a
"cathexis"-that is, through directly experiencing and
learning about the changed value of the reinforcer.

It should be noted that this role for incentive learning
in instrumental performance following a shift in motiva­
tional state is not confined to upshifts in food deprivation.
The same pattern of results was also found by Balleine
(1992; see also Balleine & Dickinson, 1994) for the op­
posite shift-that is, where rats were trained to leverpress
for food pellets when food deprived and then tested when
undeprived. In this case, rats reduced their performance
only when food deprivation was reduced if they were al­
lowed to consume the instrumental outcome when unde­
prived prior to the test. This finding suggests that just as
animals have to learn about the high incentive value ofthe
food pellets when hungry, so too they have to learn about
its low value when they are sated.

The role of incentive learning in control of instrumental
action has also been confirmed for a posttraining reduc­
tion in water deprivation (Lopez, Balleine, & Dickinson,
1992). In this study, rats trained to perform an instrumen­
tal action reinforced with either sucrose or maltodextrin
solutions when in a high-deprivation state were subse-
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quently shifted to a low-deprivation state and tested in
extinction. This downshift in water deprivation reduced
instrumental performance only when animals had been
allowed prior experience with the reinforcer while satiated,
thus enabling them to learn about its low value in that state.
In accord with incentive learning theory, the rats had to
learn that the incentive value ofthe instrumental outcome
had changed following the reduction in water deprivation
before this motivational shift acted to modify perfor­
mance. These authors were also able to confirm that this
incentive learning effect depended on the instrumental
contingency. They trained thirsty rats to perform two in­
strumental actions with one action earning access to su­
crose and the other access to a maltodextrin solution. Prior
to this training, however, all the animals had received ac­
cess to one ofthe outcomes when nondeprived and to the
other following water deprivation. When the animals were
given a choice between the two actions in extinction while
undeprived, they showed a selective reduction in the per­
formance of the action reinforced with the incentive pre­
exposed in the undeprived state. These findings support
the conclusion that motivational control ofan instrumen­
tal action following a downshift in the level of thirst de­
pends on the animal's knowledge of the action-outcome
relation and the current incentive value of that outcome.

The aim of the experiments in this article was to in­
vestigate the influence ofa posttraining increase in water
deprivation on the performance of an instrumental ac­
tion in extinction in an attempt to assess the generality of
incentive learning in within-state motivational shifts.
The previous experiments by Lopez et al. (1992) demon­
strated that the performance of an instrumental action
following a posttraining shift from a high to a low level
ofwater deprivation reduces performance only when the
animals have been exposed to the reinforcer in the low­
deprivation state prior to testing. In view of this finding;
one obvious question that arises is whether incentive
learning is necessary for a shift in the opposite direction­
that is, from a low to a high level of water deprivation­
to affect instrumental performance.

EXPERIMENTS lA AND IB

In these experiments, rats were initially preexposed to
an alternating schedule of low and high levels of water
deprivation. During this period, half the subjects were
given exposure to the reinforcer on days on which they
were sated, and the remainder received presentations of
the reinforcer while they were water deprived. Following
this stage, all animals were trained to press the lever for
the reinforcer while in the low-deprivation state. After the
final training session, half of the animals that had been
preexposed under thirst and halfthat had been preexposed
when they were sated were maintained on free water,
while the remainder of the subjects were again deprived
of water. Leverpress performance was then assessed in a
single extinction test. Ifthe motivational control ofperfor­
mance is mediated by a process of incentive learning, then
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leverpressing by animals trained in the low-deprivation
state and shifted to the high state on test should persist at
a level similar to that ofanimals tested when undeprived,
unless they were previously allowed to consume the re­
inforcer in the high-deprivation state. By contrast, if in­
strumental performance is a simple function of the de­
gree of deprivation, as the general-drive hypothesis
assumes (e.g., Hull, 1943), then extinction performance
of both the groups tested when deprived should be
greater than that of the groups tested when undeprived.

In Experiments IA and I B, the procedures were the
same, except that the instrumental reinforcer used in
each case differed so that we could examine the general­
ity of any effects of preexposure. In Experiment lA, the
reinforcer was a lemon-flavored maltodextrin solution,
whereas in Experiment 1B, it was a quinine-flavored su­
crose solution.

Method
Subjects and Apparatus. Sixteen naive adult male Wistar rats

at least 90 days of age were used in each experiment. They were
housed in groups of 4 in transparent plastic cages (42 em long X

27 cm wide X 17 em high). Throughout the preexposure stage and
the rest of the experiment, food was freely available in the home
cages. The experiments were conducted at the same time each day
during the light portion ofa 12:12-h light:dark cycle.

Training and testing took place in four identical operant chambers
(Letica, S.A.) housed in sound- and light-resistant shells. Each cham­
ber was equipped with a dipper that could deliver 0.05 ml of a 10%
solution of maltodextrin, a complex polysaccharide, flavored with 3%
lemon juice, or a 20% sucrose solution flavored with 0.0065% quinine
hydrochloride. Both reinforcers were delivered into a recessed maga­
zine that the rats could reach through a flap door positioned in the cen­
ter of the front wall. A retractable lever was located to the left of this
flap door. Each chamber was illuminated by a 7-W, 24-V houselight
mounted in the center of the rear panel. An IBM microprocessor lo­
cated in an adjoining room controlled the equipment and recorded the
leverpresses during instrumental training and testing.

The preexposure phase of these experiments was conducted in
plastic cages, distinct from the home cages, located in another room
that was illuminated by a 60- W white bulb. These cages were
opaque plastic boxes (25 ern long X 24 ern wide X 15 em high)
with wire mesh ceilings. They were fitted with calibrated centrifuge
tubes from which fluids were delivered through a metal drinking
spout inserted in the middle part of the wire mesh.

Procedure. During the preexposure stage of both experiments,
all animals were placed on an alternating schedule oflow (free ac­
cess) and high (22.5-h) levels of water deprivation for 6 days. Half
of the subjects in each experiment, Groups Low/Low and Low/High,
were given preexposure to the solutions that would act as the in­
strumental reinforcer on Days 1,3, and 5, while they were under the
low level ofwater deprivation. Immediately before the start of these
sessions, the water was withdrawn from the home cages and the
preexposure session began. Four hours after these sessions, these
animals were given 1.5-h access to water in the home cages before
it was removed. In this way the subjects were thirsty on the next day.
The remaining subjects, Groups High/High and High/Low, received
identical preexposure to the reinforcers when water deprived on
Days 2, 4, and 6. Four hours after each ofthese sessions, the animals
in these groups received free access to tap water in their home
cages. During the preexposure sessions, the animals were placed in
the preexposure cages fitted with drinking tubes and were removed
30 min later. For animals in Experiment IA, the drinking tubes con­
tained the lemon-flavored maltodextrin solution, whereas for the
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animals in Experiment IB, the drinking tubes contained the qui­
nine-flavored sucrose solution. Four hours after the final preexpo­
sure session, all animals were returned to free food and water in the
home cages and maintained under these conditions throughout in­
strumental training, which began the next day. Thus, training oc­
curred in the low-deprivation condition.

The instrumental sessions were the same in both experiments,
except that in Experiment lA, the reinforcer was the maltodextrin
solution, whereas in Experiment IB, it was the sucrose-quinine so­
lution. Animals initially received two 30-min sessions ofmagazine
training in each of which the appropriate reinforcer was delivered
on a variable time (VT) 60-sec schedule with the levers retracted.
All animals then received three instrumental training sessions in
which leverpressing was reinforced on a variable interval (VI) sched­
ule whose parameter was increased from 5 through 15 to 30 sec
across successive sessions. After one further session on the VI 30­
sec schedule, training was concluded. Each training session started
with the insertion of the lever and ended with its retraction 30 min
later. During training, I animal in Experiment IA and 3 animals in
Experiment IB failed to learn to press the lever, and they were dis­
carded from the experiment.

Immediately after the final training session, all subjects were re­
turned to the alternating schedule of low and high levels of water
deprivation for 2 days. During these sessions, the animals received
two further exposures to the solutions with the same procedure used
during the preexposure phase. Immediately after these sessions, the
subjects in Groups High/Low and Low/Lowwere returned to the free­
water schedule. The subjects in the other groups, Groups High/High
and Low/High, were maintained on the 22.5-h water deprivation
schedule. The effect ofthis posttraining shift in primary motivation
was assessed in an extinction session on the next day, during which
no reinforcers were presented. The test session started with the in­
sertion of the levers and ended with their retraction after 20 min.

Finally, to assess the effectiveness of the posttraining shift in
water deprivation on instrumental performance in the presence of
the reinforcers, a final 30-min reacquisition session was conducted
under the test deprivation state, in which leverpressing was again
reinforced with the appropriate reinforcer on a VI 30-sec schedule.

Throughout this series of experiments, an alpha level of .05 de­
fined statistical significance.

Results and Discussion
Initially, a combined analysis of the data from the ex­

tinction tests in Experiments IA and IB was run to assess
the effect of using maltodextrin and sucrose as the in­
strumental reinforcers. This analysis revealed no effect
ofexperiment [F(l ,20) = 1.38J nor any significant inter­
action between this factor and the effects of the test depri­
vation condition and the preexposure condition (Fs < I).
Consequently, the data from Experiments IA and 1B
were combined for presentation and analysis, which was
conducted on four groups: High/High (n = 7), Low/High
(n = 7), High/Low (n = 7), and Low/Low (n = 7).

The results from the extinction test and reacquisition
session are presented in Figure 1. The left-hand panel of
this figure displays the data ofprimary interest-the num­
ber of responses per minute performed during the extinc­
tion test in each of the various groups. As shown in this
panel, the performance of the animals tested under the
low-deprivation state was unaffected by the level of de­
privation employed during preexposure to the reinforcer,
although Group High/Low tended to press more than
Group Low/Low.More importantly, in the absence ofpre-

exposure to the reinforcer in the high-deprivation state
(Group Low/High), a shift to this state in testing did not
increase leverpressing in relation to the performance of
theanimals tested when they were sated (Group Low/Low).
Finally, the fact that animals in Group High/High, which
were both tested and preexposed under thirst, pressed
more than any of the other groups, indicates that sensitiv­
ity of instrumental performance to an upshift in water de­
privation depends on prior exposure to the reinforcer in
the high-deprivation state.

The preceding description ofthe data was supported by
the statistical analysis. Weused analysis ofcovariance to
assess possible effects ofthe baseline performance on the
extinction test. The number ofresponses per minute during
the last training session was used as the covariate, with the
test deprivation state and the preexposure state as the in­
dependent variables. There was no significant effect ofthe
covariate (F < I), indicating that any difference obtained
on the extinction test was not influenced by baseline dif­
ferences between the groups during the training phase.
The mean numbers ofleverpresses per minute during the
final instrumental training session for the various groups
were as follows: Group High/High, 6.2; Group Low/High,
4.2; Group High/Low, 5.5; and Group Low/Low, 5.5. The
analysis also revealed significant main effects ofboth de­
privation [F(I,23) = 34.77] and preexposure [F(1,23) =

5.60J, and, more important, a significant interaction be­
tween these factors [F(1,23) = 4.58]. This effect was fur­
ther examined using a series of preplanned orthogonal
contrasts based on the predictions derived from the study
by Lopez et al. (1992). Neither the difference between
Groups High/Low and Low/Low [F(1,24) = 3.20] nor the
difference between either ofthese groups and Group Low/
High [Fs(1,24):S 1.13] was significant. By contrast, the
difference between Group High/High and the remaining
three groups was reliable [F(I,24) = 5.36].

It might be argued that the pre exposure to the rein­
forcer while in the high level ofdeprivation may have in­
creased its reinforcing properties, an effect that might in
itself increase extinction performance. The reacquisition
data presented in the right panel of Figure I, however,
argue against this possibility. Performance in the groups
tested under high deprivation in the final reacquisition
session suggests that the instrumental reinforcer was
equally effective in the High/High and the Low/High
groups. In fact, it is clear from Figure 1 that the subjects
in the high-deprivation groups pressed the lever in this
session at a substantially higher rate than the animals in
the low-deprivation groups. The analysis of leverpress
performance during this session, using deprivation and
preexposure as the factors, yielded a significant effect of
deprivation [F(I ,24) = 6.08J, but no effect ofpreexposure
[F(1 ,24) = 1.37J and no interaction between these fac­
tors (F < I).

In summary, these experiments replicate for an in­
crease in water deprivation the pattern ofresults found by
Lopez et al. (1992) for the opposite shift-that is, where
rats were trained in a high-deprivation state and tested in
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Figure 1. Experiments I A and I B: Mean number ofleverpresses per minute during the extinction test session (left panel), and dur­
ing the reacquisition test in to-min blocks (right panel), for each of the groups. The first term in each group's label refers to the de­
privation state during the preexposure phase and the second one refers to the test deprivation state. Error bars represent the stan­
dard errors ofthe mean.

a low-deprivation state. In this case, rats reduced their
leverpress performance only when undeprived ifthey were
allowed to consume the instrumental reinforcer in the
low-deprivation state prior to the test. In addition, these
experiments replicate for a shift in level of water depri­
vation the results observed by Balleine (1992) for a com­
parable transition between levels of food deprivation.
Thus, it is clear that animals have to learn about changes
in the incentive value ofan instrumental outcome through
consummatory contact with that outcome in the test mo­
tivational state before this change affects instrumental
performance.

EXPERIMENT 2

According to the incentive learning account, the ma­
nipulations of reinforcer value produced either through
shifts in motivational state or through aversion condition­
ing should depend on the instrumental contingency ex­
perienced during training (Dickinson, 1989; Dickinson &
Balleine, 1994). Although the results of Experiments IA
and IB accord with this claim, the training procedure
employed in these studies exposed the animals not only
to the instrumental contingency between leverpressing
and the reinforcer but also to a Pavlovian relationship be­
tween the contextual cues of the conditioning environ­
ment and the reinforcer. It has been suggested that the
performance ofan instrumental action can be influenced
by the conditioned affective arousal produced by Pavlov­
ian conditioning (Rescorla & Solomon, 1967), and there
is recent evidence that Pavlovian cues can affect the rate
of instrumental performance during an extinction test

(e.g., Balleine, 1994). Thus, it would be reasonable to
suppose that the preexposure effect observed in the cur­
rent situation may have been influenced by the condi­
tioned arousing effects of contextual stimuli associated
with the instrumental outcome through the repeated pre­
sentation of the outcome in the presence of those cues
during training.

To assess whether the incentive learning effect obtained
in Experiments IA and 18 was mediated by the instru­
mental contingency, in the present experiment, rats were
trained to make two responses, each earning a particular
outcome (either sucrose or maltodextrin), in separate
sessions. Again, as in Experiments IA and IB, animals
were initially exposed to an alternating schedule of high
and low levels of water deprivation. During this stage, all
subjects received preexposure to either sucrose or mal­
todextrin while in a high-deprivation state and to the
other reinforcer when in a low-deprivation state. After
preexposure animals were maintained on free water and
trained to press two levers (counterbalanced as left and
right lever), with sucrose delivery contingent on one lever
and maltodextrin on the other lever. After this training was
complete, all animals were shifted to the high-deprivation
state and a test session provided a choice between the
two levers in extinction. In this study, the incentive learn­
ing account predicts that the preexposure phase, by influ­
encing the incentive values assigned to the reinforcers,
will produce a relative increase in performance of the ac­
tion trained with the reinforcer preexposed in the high­
deprivation state when extinction test is conducted in that
state. In contrast, an account ofthe preexposure effect that
appeals to the modulatory influence of Pavlovian stimuli
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on instrumental performance would anticipate that the
performance of the two actions should not differ in ex­
tinction following a shift to the high-deprivation state be­
cause the contextual cues were equally associated with
both reinforcers during training.

Method
Subjects and Apparatus. The subjects were 16 male Wistar rats

housed under the same conditions as in the previous experiments
and trained in the same chambers. In this study, however, each
chamber was equipped with two levers positioned symmetrically to
the right and left sides of the magazine flap door, respectively. The
reinforcers used and their method of delivery were the same as in
Experiments IA and IB, as were the plastic cages used during the
preexposure phase.

Procedure. This experiment used a within-subjects design. The
procedure followed that of the first two studies except that the ani­
mals received training with two levers and two different reinforcers.
Because it is difficult to train the rats when undeprived, we modi­
fied the procedure by including a series of instrumental pretraining
sessions with the animals placed on a 22.5-h food deprivation
schedule. Initially, animals were magazine trained with food pellets
delivered into the magazine on a VT 60-sec schedule with the levers
retracted. All animals then received two instrumental pretraining
sessions in which leverpressing was reinforced with food pellets on
a VI 5-sec schedule. Each session started with the insertion of ei­
ther the right or the left lever until the animals obtained 15 food pel­
lets. Then, the position of the lever was shifted until they obtained
another 15 food pellets. All animals successfully acquired lever­
pressing when they were trained with food pellets. Following the
pretraining sessions, the animals were given free access to food and
water for 24 h in the home cages.

As in the previous studies, all subjects then received a preexpo­
sure phase to the incentives with deprivation states alternating daily.
During this phase, which lasted 4 days, the animals were placed in
the preexposure cages containing the drinking tubes and were given
access to the appropriate solution for 30 min. On Days I and 3,
while in the high-deprivation state, half of the animals received the
quinine-flavored sucrose solution, whereas the remaining animals
were preexposed to the lemon-flavored maltodextrin solution. Four
hours after the completion of these sessions, all subjects were given
free access to water in their home cages. By contrast, on Days 2 and
4, while in the low-deprivation state, all animals received exposure
to the alternative solution to the one to which they had been exposed
while thirsty. Following the final preexposure session, all subjects
were maintained on free water, and the next day instrumental train­
ing started. As in Experiments IA and IB, training occurred in the
low-deprivation state.

During training, the two instrumental responses were rewarded
separately on a VI schedule with a parameter that increased from 2
through 5 and 15 sec to 30 sec over successive sessions. After four
further sessions on the VI 3D-secschedule, training was concluded.
Each session started with the insertion of either the right or left
lever until animals obtained 15 reinforcers. After an interval, the
other lever was inserted and the session continued until 15 of the
other reinforcers had been delivered, at which point it ended. Each
action produced a unique outcome---either liquid sucrose or the
maltodextrin solution. In this way, for half of the animals, pressing
the right lever was reinforced with the sucrose and pressing the left
lever was reinforced with maltodextrin, with the other animals re­
ceiving the opposite action-reinforcer assignment. Moreover, half
of the subjects assigned to each action-reinforcer arrangement had
been preexposed to the sucrose solution in the high-deprivation
state and to the maltodextrin solution in the low-deprivation state,

whereas the remaining animals had received the opposite preexpo­
sure treatments. Six rats failed to press the two levers and were dis­
carded from the experiment. After this training was complete, the
remaining animals received two further exposures to the reinforcers
following the procedure used during the preexposure phase.

In a subsequent test, the animals were given a choice between the
two response alternatives in the high-deprivation state, but with no
outcomes ensuing. The test session started with the insertion ofthe
levers and ended with their retraction after 30 min.

Results and Discussion
The leverpress performance during training and test­

ing was evaluated by a three-way mixed analysis ofvari­
ance. Two between-subjects factors, reinforcer and ac­
tion, distinguished between the reinforcer preexposed in
the high-deprivation state and between which action was
reinforced by that incentive during training, respectively.
The within-subjects preexposure factor distinguished be­
tween performance on the action reinforced by the incen­
tive preexposed in the high-deprivation state from that
on the other action. An analysis of leverpress perfor­
mance during the final training session revealed no sig­
nificant effects ofreinforcer and action, nor a significant
interaction between these factors [F(l,6) < 2.41, in all
cases]. Furthermore, the difference on the within-sub­
jects factor just failed to reach significance [F(l,6) =

4.58]. The mean numbers ofleverpresses during this ses­
sion for the action reinforced with the incentive pre­
exposed in the high-deprivation state and for the action
reinforced with the incentive preexposed in the low­
deprivation state were 36 and 42.4, respectively.

The results of the extinction test are illustrated in Fig­
ure 2, which is divided into blocks of 10 min. As this fig­
ure suggests, although the difference between the per­
formance of the two actions is small, performance of the
action trained with the incentive preexposed in the high­
deprivation state was consistently greater than the action
previously reinforced with the incentive preexposed in the
low-deprivation state. This description of the data was
confirmed by the statistical analysis conducted on the
number of responses per minute during the extinction
test. The analysis revealed a significant effect of the pre­
exposure factor [F(l,6) = 7.57], but no effect of the re­
inforcer or action factors [Fs(I,6) :s; 1.97]. There were no
significant interactions between the within-subjects factor
and the reinforcer or the action factors [F( I,6) < 1.25, in
each case].

Inconclusion, the pattern ofresults obtained in this ex­
periment confirms the predictions derived from incentive
learning theory. The effect on instrumental performance
ofa revaluation ofthe reinforcer by a posttraining upshift
in the level of thirst was found to depend on exposure to
the instrumental reinforcer in the test motivational state
prior to the test. Moreover, the present experiment was
able to confirm that this incentive learning effect was me­
diated by the instrumental contingency in force during
training. It was found that animals performed more of
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the action reinforced with the incentive preexposed in the
high-deprivation state when the choice test was con­
ducted in that state. These findings offer consistent evi­
dence in support of incentive learning theory and suggest
not only that animals learn about the action-reinforcer
contingency during instrumental training but also that
they learn about the value of the consequences of their
actions and that this value can control instrumental per­
formance.

The present experiments serve to extend our knowledge
of the generality of incentive learning process to another
means of revaluing the instrumental outcome-that in­
duced by a posttraining upshift in water deprivation. This
role of incentive learning in instrumental performance
has been confirmed for a number of different motiva­
tional systems and in a number ofdevaluation paradigms.
For example, in addition to its role in revaluation by con­
ditioned taste aversion (Balleine & Dickinson, 1991,
1992; Balleine, Garner, & Dickinson, 1995), incentive
learning contributes to the control of instrumental perfor­
mance by shifts in the degree offood deprivation (Balleine,
1992; Balleine & Dickinson, 1994), shifts from water de­
privation to satiety (Lopez et aI., 1992), changes in the
value of thermoregulation (Hendersen & Graham, 1979)
and sexual (Everitt & Stacey, 1987) incentives, when out­
comes are revalued by drug treatments (Balleine, Ball,
& Dickinson, 1994; Balleine, Davies, & Dickinson, 1995),
and, more recently demonstrated, by specific satiety treat­
ments (Balleine & Dickinson, 1998). In all these cases it
is clear that animals have to learn about their changed af­
fective reactions to the outcome through consummatory
contact with that outcome before this change will affect
instrumental performance.

It remains to be considered how an upshift in water de­
privation acts to cause changes in the incentive value ofan
instrumental reinforcer. One possible mechanism may be
derived from Garcia's (1989) account that the direct expe­
rience with a reinforcer in a particular motivational state
affects performance by allowing the animal to learn about
its affective reactions to the reinforcer in that state. What
this account suggests is that, in the absence of consum­
matory contact with the reinforcer in the high-deprivation
state prior to the test, performance will remain unaffected
by a shift from a low to a high level ofdeprivation. Indeed,
instrumental performance in Experiments IA and IB was
insensitive, in the absence ofincentive-learning treatment,
to a posttraining upshift in deprivation level. This fact
suggests that the increase in performance is based on a
relative enhancement of the affective response to the re­
inforcer consumed in the high-deprivation state. Never­
theless, for each ofour results, an alternative explanation
could be offered. It is well established that water depriva­
tion reduces food intake, which can result in a nutritional
deficit. Throughout our studies, the rats were given ex­
posure to nutritive solutions on days on which they were
thirsty, an experience that may well allow them to learn
about the nutritive content of the reinforcers. Thus, it is
possible that the incentive learning effects observed in the
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the action that, in training, had delivered the outcome
preexposed in the high water-deprivation state prior to
the test than the other action.

Figure 2. Experiment 2: Mean number of responses per minute
on the right- and the left-hand levers during the extinction test,
divided by the number of responses reinforced with the incentive
preexposed in the high-deprivation state (HIGH) and by the
number of responses reinforced with the incentive preexposed in
the low-deprivation state (LOW). (Performance is presented av­
eraged across IO-min blocks.)

The results of these experiments support the conclu­
sion that the performance of an instrumental action fol­
lowing a posttraining increase in water deprivation is de­
termined by both the animal's knowledge ofthe outcome
contingent on that action and the current incentive value
that the animal assigns to the outcome, a value that is de­
termined by a process of incentive learning. More specif­
ically, Experiments IA and IB demonstrated that, in the
absence ofan incentive learning treatment, instrumental
performance was not affected by a posttraining shift from
a low to a high level ofwater deprivation. If, however, an­
imals were allowed to consume the instrumental outcome
in the test deprivation state prior to training, thereby giv­
ing them the opportunity to learn about the reinforcer's
incentive value in that deprivation state, their performance
altered appropriately when shifted to that state following
training. Experiment 2, in which rats were trained to per­
form two leverpress actions prior to a choice extinction
test, demonstrated that sensitivity of instrumental perfor­
mance to a posttraining upshift in the level of water de­
privation depends on the instrumental contingency rather
than the Pavlovian association between contextual cues
and the reinforcer. The preexposure experience with the
outcomes produced a relative increase in performance of
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present studies are mediated by the nutritive rather than
hydrational properties of the solutions employed as rein­
forcers. There is evidence that a flavor consumed under
high deprivation was preferred later to a flavor consumed
under low deprivation even when the rats were tested under
low deprivation (Revusky, 1967). However, the reacqui­
sition data from Experiments 1A and 1B argue against
the possibility that the nutritive content of the reinforcers
may have determined their incentive value because the
performance in the groups tested under low deprivation
was reduced relative to that ofthe groups tested under high
deprivation. In addition, the operation of such a mecha­
nism in the present experiments seems unlikely because
this preference effect has been demonstrated only when
the flavors were given separately from feeding in unsweet­
ened food (Capaldi, Sheffer, & Owens, 1991). Capaldi
and her colleagues found that rats preferred the flavor ex­
perienced under the higher deprivation condition when
unsweetened food was used to deliver the flavors, but the
use ofsweetened food eliminated this preference. What­
ever the merits of the latter account, our data suggest that
the reinforcing effectiveness of a nutritive solution does
not increase with increasing deprivation, but its hedonic
value may increase.

It is of some interest to note that there is independent
evidence to suggest that an instrumental action can be
sensitive to a change in the value ofits outcome in the ab­
sence of experience with the revalued outcome. For ex­
ample, in an experiment by Shipley and Colwill (1996)
using a choice procedure, animals trained to make one
response for food pellets and a different response for a
sucrose solution when hungry showed a preference for the
sucrose-trained response in an extinction test conducted
under thirst but not in a test conducted under hunger. In
a subsequent experiment, these authors found that expo­
sure to sucrose under thirst before testing did not increase
the preference for the sucrose response in that deprivation
state. Although these findings argue against the incentive
learning theory, an alternative explanation of these data
could be offered. In these experiments, water was freely
available to the animals in their home cage. Consequently,
they had repeated opportunity to learn about the high in­
centive value ofwater under thirst. To the degree that water
and the 8% sucrose solution used in these studies were
not completely discriminated, a direct effect ofrevaluation
ofthe sucrose outcome on instrumental performance could
havebeen mediated by generalizationfrom the learned value
of water under thirst.

Finally, there is additional evidence from a place pref­
erence task suggesting that a manipulation in reinforcer
value, either through a shift in motivational state or
through aversion conditioning, can directly affect per­
formance in this situation. In an experiment by Perks and
Clifton (1996), rats exhibited an appropriate preference
for a place previously paired with either food or fluid de­
pending on their current motivational state (hunger or
thirst). This preference was independent of the animal's
prior exposure to the relevant reinforcer in that motiva-

tional state. In another study, Perks and Clifton examined
the extent to which a sucrose-based place preference is
open to manipulation following devaluation of the rein­
forcer using toxicosis. They found that reinforcer deval­
uation produces a reduction in place preference even in
the absence of the opportunity to revalue the reinforcer
following aversion conditioning. These results indicate
that performance on a place preference task is directly sen­
sitive to both shifts in motivational state and reduction in
reinforcer value. Nevertheless, it should be noted that the
findings concerning the absence of a need for incentive
learning in this situation are consistent with the argument
that incentive learning is not required in a task in which
performance is primarily determined by Pavlovian asso­
ciations. It is possible that performance on a place prefer­
ence task may be influenced by the association between
the contextual stimuli and the outcome. There is evidence
to suggest that aversion conditioning produces an imme­
diate reduction in place preference in a similar way to the
approach to a food source, such as that involved in mag­
azine entry, following reinforcer devaluation (Balleine,
1992; Balleine & Dickinson, 1991).

In conclusion, the present experiments demonstrate
that instrumental actions are not sensitive to shifts in the
value of their outcomes in the absence ofconsummatory
experience with those changed values (i.e., incentive learn­
ing). Therefore, our results offer consistent evidence in
support of the principles first articulated by Tolman
(1949a, 1949b) and later developed by Dickinson and his
colleagues (see Dickinson, 1989, 1997; Dickinson &
Balleine, 1994), for the impact of drive shifts on instru­
mental performance.

REFERENCES

BALLEINE, B. W (1992). Instrumental performance following a shift in
primary motivation depends on incentive learning. Journal of Ex­
perimental Psychology: Animal Behavior Processes, 18, 236-250.

BALLEINE, B. W. (1994). Asymmetrical interactions between thirst and
hunger in Pavlovian-instrumental transfer. Quarterly Journal ofEx­
perimental Psychology, 47B, 211-231.

BALLEINE, B. W, BALL, J., & DICKINSON, A. (1994). Benzodiazepine­
induced outcome revaluation and the motivational control of instru­
mental action in rats. Behavioral Neuroscience, 108, 573-589.

BALLEINE, B. W., DAVIES, A., & DICKINSON, A. (1995). Cholecys­
tokinin attenuates incentive learning in rats. Behavioral Neuro­
science, 109,312-319.

BALLEINE, B. W., & DICKINSON, A. (1991). Instrumental performance
following reinforcer devaluation depends on incentive learning.
Quarterly Journal ofExperimental Psychology, 43B, 279-296.

BALLEINE, B. W., & DICKINSON, A. (1992). Signalling and incentive
processes in instrumental reinforcer devaluation. Quarterly Journal
ofExperimental Psychology, 45B, 285-30 I.

BALLEINE, B. W., & DICKINSON, A. (1994). The role ofcholecystokinin
in the motivational control of instrumental action. Behavioral Neu­
roscience, 108,590-605.

BALLEINE, B. W, & DICKINSON, A. (1998). The role of incentive learn­
ing in instrumental outcome revaluation by sensory-specific satiety.
Animal Learning & Behavior, 26, 46-59.

BALLEINE, B. W., GARNER, C., & DICKINSON, A. (1995). Instrumental
outcome-devaluation is attenuated by the anti-emetic ondansetron.
Quarterly Journal ofExperimental Psychology, 48B, 235-251.

CAPALDI, E. D., SHEFFER, J. D., & OWENS, J. (1991). Food deprivation



and conditioned flavor preferences based on sweetened and unsweet­
ened foods. Animal Learning & Behavior, 19,361-368.

DICKINSON, A. (1989). Expectancy theory in animal conditioning. In
S. B. Klein & R. R. Mowrer (Eds.), Contemporary learning theories:
Pavlovian conditioning and the status 0/traditional learning theory
(pp. 279-308). Hillsdale, NJ: Erlbaum.

DICKINSON, A. (1997). Bolle's psychological syllogism. In M. E. Bou­
ton & M. S. Fanselow (Eds.), Learning, motivation, and cognition.
Thefunctional behaviorism 0/Robert C. Bolles (pp. 345-367). Wash­
ington, DC: American Psychological Association.

DICKINSON, A., & BALLEINE, B. W. (1994). Motivational control of
goal-directed action. Animal Learning & Behavior, 22, 1-18.

EVERITT, B. J., & STACEY, P. (1987). Studies of instrumental behavior
with sexual reinforcement in male rats (Rattus norvegicus): 2. Effects
of preoptic area lesions, castration, and testosterone. Journal ofCom­
parative Psychology, 101,407-419.

GARCIA, J. (1989). Food for Tolman: Cognition and cathexis in concert.
In T.Archer & L.-G. Nilsson (Eds.), Aversion, avoidance and anxiety
(pp. 45-85). Hillsdale, NJ: Erlbaum.

HENDERSEN, R. w., & GRAHAM, J. (1979). Avoidance of heat by rats:
Effects of thermal context on the rapidity of extinction. Learning &
Motivation, 10, 351-363.

MOTIVATIONAL CONTROL 287

HULL, C. L. (1943). Principlesof'behavior. New York: Appleton-Century­
Crofts.

LOPEz, M., BALLEINE, B. w., & DICKINSON, A. (1992). Incentive learn­
ing and the motivational control of instrumental performance by
thirst. Animal Learning & Behavior, 20, 322-328.

PERKS, S. M., & CLIFTON, P.G. (1996). Reinforcer devaluation and con­
ditioned place preference. Physiology & Behavior, 61, 1-5.

RESCORLA, R. A., & SOLOMON, R. L. (1967). Two-process learning the­
ory: Relationship between Pavlovian conditioning and instrumental
learning. Psychological Review, 74, 151-182.

REVUSKY, S. H. (1967). Hunger level during food consumption: Effects
on subsequent preference. Psychonomic Science, 7, 109-110.

SHIPLEY, B. E., & COLWILL, R. M. (1996). Direct effects on instrumen­
tal performance of outcome revaluation by drive shifts. Animal
Learning & Behavior, 24, 57-67.

TOLMAN, E. C. (l949a). The nature and functioning of wants. Psvcho­
logical Review, 56, 357-369.

TOLMAN, E. C. (I 949b). There is more than one kind of learning. Psv­
chological Review, 56,144-155.

(Manuscript received August 6, 1998;
revision accepted for publication March 2, 1999.)




