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Temporal integration in second-order conditioning
and sensory preconditioning
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Lick suppression experiments with rats revealed that the magnitude of both second-order condi
tioning (Experiment I) and sensory preconditioning (Experiment 2) was superior when that condi
tioning was based on backward (US~CS)relative to forward (CS~US) first-order pairings of a CSand
US. The superiority of backward relative to forward first-order conditioning on suppression to the
higher order cues can be understood by assuming that the magnitude of higher order conditioning was
determined by a memory representation of the higher order cues that provided information about the ex
pected temporal location of the US. The results suggest that temporal information such as order be
tween paired CSs and USs was encoded, preserved, and integrated with memory for the higher order
stimuli. The relevance of these fmdings to memory integration in Pavlovian learning, the temporal coding
hypothesis (Barnet, Arnold, & Miller, 1991; Matzel, Held, & Miller, 1988), backward excitatory condition
ing, and the associative structure that underlies second-order Pavlovian fear conditioning are discussed.
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The second-order conditioning (SOC) procedure seems
well suited for the investigation of memory integration.
In Phase I of the SOC procedure, a conditioned stimulus
(CS) S 1 is paired with an unconditioned stimulus (US;
S 1~US). During Phase 2, a novel cue S2 is paired with
the preconditioned S1 (S2~S 1), after which behavioral
control by S2 is assessed. One important question has
been what associative structure underlies responding to
the second-order cue, S2 (e.g., Barnet, Arnold, & Miller,
1991; Rizley & Rescorla, 1972). This question is directly
relevant to the issue ofmemory integration in elementary
learning, because the question ofassociative structure is
essentially one ofwhether information (or responses) from
one phase of training (e.g., the reinforced phase, Phase 1
of SOC) can be integrated with information from a sub
sequent and different phase of training (e.g., the nonrein
forced phase, Phase 2 ofSOC). We use the SOC and related
procedures in the present work to study the integration of
temporal information in animal memory. This particular
focus of research was encouraged by the observation of
some researchers that the study ofmemory integration has
been neglected by students of animal behavior (e.g.,
Medin & Dewey, 1986), in addition to our own develop-
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ing interests in the mechanisms of timing in animal mem
ory (e.g., Barnet et aI., 1991; Miller & Barnet, 1993).

One manner in which the integration of memory for
temporal events can be studied is to assess the effect of
manipulating temporal variables in the SOC procedure.
Temporal variables can be manipulated in the SOC pro
cedure, for example, by varying the order ofassociates in
either Phase 1 or Phase 2 oftraining. In the present exper
iments, the temporal order of the first-order stimulus, S 1,
and the US was varied, and the effect of that variation on
responding to the second-order stimulus, S2, was assessed
in both SOC and sensory preconditioning (SPC) designs.

The SPC (Brogden, 1939) procedure is similar to that
of SOC, except for the order of the training phases. In
SPC, training with S2 and S1 (S2~S1, Phase 1) precedes
reinforced first-order training with S1 (S 1~US, Phase 2).
In work that has manipulated order of associates in this
kind of two-phase conditioning experiment, the effect of
switching the order of paired associates has generally
been detrimental to responding to the higher order cue.
Brown and King (1969), for example, switched the tem
poral arrangement of CSs in SPC so that initial Phase 1
training took the form S 1~S2 instead of the more com
mon S2~S1. Poor responding to S2 was observed; that
is, SPC did not emerge. Related evidence provided an early
general consensus that switching the order ofS2~S1 as
sociates in SPC is not favorable for conditioning to S2
(Coppock, 1958; Silver & Meyer, 1954; Tait, Marquis,
Williams, Weinstein, & Suboski, 1969).

There has, however, been at least one demonstration
of effective conditioning using the S 1~S2 procedure of
SOC in flavor aversion learning by rats (Mowrer, Krug,
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& Klein, 1988). More recently, Cole, Barnet, and Miller
(1995) observed good excitatory conditioning to S2 in a
conditioned suppression experiment despite the use of
an S1~S2 procedure in both SOC and SPC designs. In
Cole et al.'s experiments, conditioning to S2 was robust
when there was a short (5-sec) gap between Sl and the
US during reinforced training with S1, but not when
there was no gap (O-sec delay) between S1 and the US
during reinforced training. There are two reasons why
this finding is potentially important. First, inserting a
gap between S1 and the US is generally recognized to
weaken, not strengthen, conditioned excitatory behavior
(Ellison, 1964; Kimble, 1947; Pavlov, 1927). Yet in the
Cole et al. report, insertion of a gap between S1 and the
US actually enhanced excitatory conditioning (to S2).
This finding indicates that the temporal arrangement of
S1 and US that is optimal for excitatory conditioning to
the higher order S2 cue may not be the optimal arrange
ment for conditioning to S1 itself. Second, conditioning to
S2 occurred despite some reports claiming a resolute
failure to obtain SPC when S1~S2 pairings were used
(e.g., Brown & King, 1969). By manipulating the tem
poral relationship between S1 and the US, Cole et al. ob
served SPC (and also SOC) under conditions in which
SPC might not otherwise have been expected (i.e., using
S1~S2 pairings). Thus, the detrimental effect of S1~S2
pairings was overcome by manipulation of the S I-US
temporal relationship. Both of these points are relevant
to the present work, because they suggest that the out
come ofSOC and SPC experiments is strongly influenced
by the temporal arrangement ofS1 and the US during the
reinforced phase.

We investigated this issue further in the present work
by varying the temporal arrangement of S1 and the US
in both SOC and SPC designs. The possibility that rats
encode and integrate temporal information across sepa
rate phases of training was evaluated in these experiments
by comparing of the magnitude of SOC (Experiment 1)
or SPC (Experiment 2) that emerged after backward
(US~S1) versus forward (S 1~US) first-order training.
In one related (SPC) report by Matzel, Held, and Miller
(1988, Experiment 2), different groups of rats were ex
posed to either backward (US~S1) or forward (S1~US)
first-order conditioning with S1 after forward precondi
tioning with S2 (S2....,-tS 1). As we did in the present exper
iments, Matzel et al. compared the magnitude ofrespond
ing to S2 after backward (US~S1) or forward (S1~US)
first-order conditioning with S1 and the US. Those au
thors observed no difference in the response potential of
S2 depending on whether the first-order cue had been

forward or backward paired with the US. However, the
provision of backward or forward first-order pairings to
different groups in Matzel et al. may have had different
effects on the associative value of the context, thereby
introducing a confound into their design. Specifically, the
USs of a backward conditioning arrangement are un
signaled (US~S1), whereas those ofa forward condition
ing arrangement are signaled (SI ~US). It has been sug
gested that signaled and unsignaled USs have different
effects on the associative value of the context (Rescorla,
1984). Therefore, one problem with the between-subjects
design ofMatzel et al. is that it potentially confounds the
backward versus forward first-order conditioning ma
nipulation with the associative value of the conditioning
context. In the present experiments, we attempted to
overcome this and other potential difficulties.

EXPERIMENT 1

The goal of Experiment 1 was to determine whether
the magnitude of SOC differs depending on whether the
first-order cue had been forward (S 1~US) or backward
(US~S1) paired with the US. Table 1 shows the design.
At least three important benefits of the present design
may be identified. First, the design uses a within-subjects
training procedure for forward and backward first-order
conditioning (see Table 1, Phase 1). Use ofthis procedure
allows comparison of responding to second-order cues
that is not confounded by potential differences in the asso
ciative value of the context existing at the time second
order training occurs, or at the time of testing. Second,
second-order training is conducted in a context different
from that used for (reinforced) first-order training, spe
cifically, a context in which no USs or CSs have been pre
sented prior to the start of second-order training (see
Table 1, Phase 2 for experimental [SOC.exp] and control
[Sac.con] groups). This protocol essentially eliminates
the contribution ofresponding to the second-order cue that
could arise from pairing the second-order cue with an ex
citatory context (Marlin, 1983). To the extent that context
US and S I-US associations both contribute to second
order conditioning (cf. Grau & Rescorla, 1984), con
ducting second-order training in a neutral context should
allow us better to evaluate the associative structure that
underlies control by the second-order CS (i.e., by uncon
founding the contribution of an excitatory context pres
ent at the time of second-order training). Third, the de
sign conducts the test for second-order conditioning in a
context in which no USshave ever been presented. By
doing so, we attempt to eliminate the possibility that di-

Table 1
Experiment 1 (SOC): Design Summary

Treatment

Group Phase I (Context Train) Phase 2 (Context Test)

SOC.exp SI~US/US~S2 S3~S I/S4~S2 (Test S3 and S4)
SOc.con SI~US/US~S2 SI/S2/S3/S4 (Test S3 and S4)
First-order SI~US/US~S2 (Test SI and S2)

Note-i-v-e" means "followed by"; "I" means "unpaired with."
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HYPOTHETICAL MEMORY REPRESENTATIONS

Figure 1. Possible representational structures after forward or
backward first-order conditioning (top two panels) and after
higher order conditioning based on either forward or backward
first-order conditioning (bottom two panels). Open and hatched
boxes reflect memory representations for particular CSs (SI, S2,
S3, or S4). The solid black squares represent memory for the US,
and the arrow length in the bottom two panels reflects the tem
poral character of expectancy for the US upon onset ofthe test CS.

to the prediction that excitatory SOC to S4 will be inferior
to that of S3.

A different pattern ofresults is anticipated by our view
of associative learning that we have called the temporal
coding hypothesis (Barnet et al., 1991; Matzelet al., 1988).
As a working hypothesis, this view assumes that tempo
ral contiguity between paired associates such as CSs and
USs is sufficient for associative learning but not for the
expression of that learning. In order for associative learn
ing to be expressed in excitatory behavior during the test,
there must be a predictive expectancy between the test
stimulus and the US. The view further assumes that the
temporal relationship that obtains among paired asso
ciates during training is encoded as part of the association.
In other words, Pavlovian associations do more than link
event representations in memory; they also encode in
formation about the temporal relationship between the
associates that prevail during training (see Desmond &
Moore, 1988; Schreurs & Westbrook, 1982, for related
views). The basis for predictions of the temporal coding
hypothesis, given the present design, is summarized in
Figure 1.

In this view, temporal information arising from first
order S1-tUS and US-tS2 conditioning may be encoded,
preserved, and integrated with memory for the second
order cues. The resulting associative structure ofthis tem-
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rect control by context-US associations will summate
with control by the (second-order) test CS (Miller, Gra
hame, & Hallam, 1990). These various aspects ofdesign
were intended to provide relatively rigorous control over
extraneous and potentially confounding variables that
(1) are typically not brought into consideration by most
studies of second-order and sensory preconditioning, and
(2) might become especially important in SOC and SPC
experiments in which the order of CS and US associates
is manipulated.

One prediction for the course of SOC emerges from a
general consideration of the excitatory status of the first
order CS. If the first-order CS is strongly excitatory, that
excitation might be expected to transfer to the second
order CS during the second-order conditioning phase.
Conversely, if the first-order CS is only weakly excit
atory, that excitation might be expected to transfer to the
second-order cue. In one report consistent with this ex
pectation, Kehoe, Feyer,and Moses (1981, Experiment 3),
using the rabbit's nictitating membrane response as a
measure of conditioning, also investigated the effect of
varying the temporal relationship between a first-order
S1 and the US on excitatory SOc. However, those au
thors used the standard procedure of forward SI-tUS
(Phase I) followed by S3-tS I (Phase 2) and manipu
lated the interstimulus interval between SI and the US in
Phase I (the second-order cue is now referred to as "S3,"
simply to preserve consistency with the nomenclature of
Table 1). The relevant observation was that the response
potential of S3 was predictable from and parallel to that
of SI under different variations of the SI-US interstim
ulus interval. Stated differently, the excitatory status of
the first-order cue in their report was directly related to the
resulting character of SOc. An according prediction for
outcomes ofthe present experiment is that the excitatory
status of the second-order stimulus will track that of the
first-order cue with which it was paired. Thus, in the
scheme ofTable 1, the level ofexcitatory conditioning to
S3 should track that of S1, and the level of excitatory
conditioning to S4 should track that of S2.

A related prediction for SOC arises from our use of
backward US-tS2 training as a first-order conditioning
treatment. This treatment is capable of establishing the
backward CS as an inhibitor (Moscovitch & LoLordo,
1968; Siegel & Domjan, 1971), and Rescorla (1976) has
demonstrated second-order conditioned inhibition by
pairing a second-order CS with an established inhibitor.
If the backward US-tS2 pairings of the present experi
ment support the acquisition of inhibition to S2, second
order training with S4 (S4-tS2, see Table 1) could po
tentially transform S4 into a conditioned inhibitor. To the
extent that S4 acquires inhibitory value, robust excitatory
control by S4 might not be expected. However, given that
the number of backward US-tCS pairings has been im
plicated in the acquisition of inhibition to a backward CS
(Heth, 1976), it is possible that the number of US-tS2
pairings in the present experiment was insufficient for
the establishment of S2 as a strong inhibitor. Neverthe
less, considering S2 even as a weak inhibitor could lead
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poral integration is similar to Honig's (1981) notion ofa
temporal map, which is conceptualized as a memorial
representation that incorporates temporal attributes from
different learning experiences. Figure 1 illustrates one
possibility for the nature of information that such a tem
poral map could provide, and how differences in that tem
poral information might serve as a basis for generating
predictions in the present experiment.

In Figure 1, open and hatched boxes illustrate memory
representations for particular CSs, and the small black
squares illustrate memory for the US. The top portion of
Figure 1 shows possible memorial representations re
sulting from forward first-order conditioning with S1
and backward first-order conditioning with S2. It is pre
sumed that, after conditioning has occurred, these are the
memory representations that could become activated
upon presentation of S1 and S2, respectively. In these
representations, memory for the temporal location ofthe
US is consistent with that which occurred during rein
forced training (i.e., the black box illustrating the US oc
curs after S1 but occurs before S2). This depiction re
flects the assumption of the temporal coding hypothesis
that associations between a CS and US encodes the tem
poral relationship that prevailed during training. The
bottom portion of Figure 1 shows possible memory rep
resentations activated by test presentations of S3 and S4
after SOC has occurred. It is here that the notion oftem
poral integration is illustrated. Memory for S3 precedes
that of S1, and memory for S4 precedes that of S2, be
cause these cues have been forward paired during second
order conditioning (S3~SlIS4~S2; see Table 1). Note
that the temporal relationship between S1 and the US
and between S2 and the US has been preserved in these
integrated memory representations. The preservation of
that order has important implications for the expected
temporal location ofthe US during the test with the sec
ond-order cues. Specifically, the expected temporal lo
cation of the US is different for S3 and S4. This differ
ence is illustrated by the length of the arrows in Figure 1.
Upon onset of S4 during the test (after SOC has oc
curred), animals might expect the US to be delivered a
short time thereafter (i.e., within 5 sec, because S4 was
5 sec during training) and consequently, S4 could ac
quire strong excitatory control. Likewise, animals might
expect the US to be presented after onset of S3, but at a
considerably longer delay (e.g., within 15 sec; 5 sec for
83 and 10 sec for 81 as during training), and excitatory
control by S3 might be accordingly weaker.' Thus, two
accounts that potentially make different predictions may
be identified. In what may be referred to as the "asso
ciative transfer" hypothesis, the associative character of
the first-order cues transfers to the second-order stimu
lus. In the "temporal encoding" or "temporal integration"
hypothesis, order information, encoded in associations
to the first-order cues, becomes integrated with memory
of the second-order stimulus. The response potential of
the second-order cue is then determined by the expected

temporal location of the US relative to presentation of
the second-order stimulus during testing.

Method
Subjects

The subjects were 30 male and 30 female naive Sprague-Dawley
descended rats. Body weight ranges were 320-485 g for males and
225-305 g for females. Each animal was assigned to one of three
groups counterbalanced for sex. The animals were individually
housed in standard hanging, stainless steel, wire mesh cages in a vi
varium maintained on a 16:8-h lightdark cycle. Experimental ma
nipulations occurred near the midpoint of the 16-h light cycle. The
animals were allowed free access to Purina Laboratory Chow in
their home cages. Starting I week prior to initiation ofthe study, all
animals were progressively deprived of water. By Day I of the
study, access to water in the home cage was limited to 10 min per
day, which was thereafter provided 18-22 h prior to any treatment
scheduled for the following day All subjects were handled three times
per week for 30 sec from weaning until the initiation of the study.

Apparatus
Two types of experimental chambers were used. Chamber I was

rectangular in shape and measured 22.75 X 8.25 X 13.0 em. The
walls and ceiling were constructed ofclear Plexiglas. The floor was
constructed of stainless steel rods, 0.48 em in diameter. The rods
were spaced 1.5 ern apart, center to center. They were connected
through NE-2 neon bulbs, which allowed constant-current foot
shock to be delivered by means ofa high-voltage ac circuit in series
with a l.O-Mil resistor. Each of six copies of Chamber I was con
tained in a sound- and light-attenuating environmental isolation
chest. Chamber I was illuminated by a 2-W (nominal at 120 Vac)
houselight driven at 56 V ac. The houselight was mounted on an in
side wall of the environmental isolation chest approximately 30 em
from the center of the experimental chamber.

Chamber 2 was a 25.5-cm-long box in the shape ofa truncated V.
This chamber was 28 em high and 21 em wide at the top, narrow
ing to 5.25 em wide at the bottom. The ceiling was constructed of
clear Plexiglas, and the narrow end walls were constructed ofblack
Plexiglas. The floor and 25.5-cm-Iong sidewalls were constructed
of sheet metal. The floor consisted of two 25.5-cm-long parallel
metal plates, each 2 em wide with a 1.25-cm gap between them. A
constant-current footshock could be delivered through the metal
walls and floor of the chamber. Each of six copies of Chamber 2
was contained in a light- and sound-attenuating environmental iso
lation chest. Chamber 2 was illuminated by a 7.5-W (nominal at
120 V ac) houselight driven at 56 V ac. The houselight was mounted
on an inside wall of the environmental isolation chest, approxi
mately 30 em from the center of the experimental chamber. Light
entered the animal chamber primarily by reflection from the roofof
the environmental chest. These light intensities roughly matched
those in Chamber 1, owing to differences in the opaqueness of the
chamber walls.

Each ofChambers I and 2 could be equipped with a water-filled
lick tube. When inserted, the lick tube protruded I cm into a cylin
drical drinking recess that was set into one of the narrow Plexiglas
walls of the chamber (axis perpendicular to the wall). The recess
was left-right centered on the chamber wall, and was centered
3.5 em above the chamber floor. Each recess was 5.0 em deep and
4.5 em in diameter. An infrared photobeam was projected 0.5 em in
front ofthe lick tube and was used to detect when subjects had their
heads inserted into the drinking recess. All chambers were
equipped with three 45-il speakers and a buzzer mounted on the
interior back side ofeach environmental isolation chest. The speak
ers could deliver a complex tone (3000 and 3200 Hz), a white noise,
or a click stimulus (6/sec), each 8 dB(C) SPL above the background
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noise of 74 dB(C). The buzzer could deliver a buzz stimulus that
was also 8 dB(C) SPL above the background noise of74 dB(C; Piezo
mini-buzzer, characteristic mean frequency, 400 Hz).

Procedure
Central aspects of the design are summarized in Table I. During

Phase I, three groups of subjects received identical first-order con
ditioning with two CSs, S I and S2. S I was forward paired with the
US (S I~US), and S2 was backward paired with the US (US~S2).

Animals from Group First-Order (n = 24) were then tested for sup
pression to the first-order cues S1 and S2. Groups SOC.exp (n =
24) and SOc.con (n = 12) instead received Phase 2 second-order
conditioning treatment (group sizes were different at this stage of
training, so that equal-sized subgroups, counterbalanced for sex,
could be created during later testing). In Phase 2 of SOC, Group
SOC.exp received S3 paired with the first-order cue that had been
forward conditioned with the US (S3~SI) and received S4 paired
with the first-order cue that had been backward conditioned with
the US (S4~S2). Group SOc.con received unpaired exposures to
S1, S2, S3, and S4 stimuli. Groups SOC.exp and SOC.con were then
tested for suppression to the second-order cues S3 and S4.

The present design required the use of two first-order and two
second-order CSs in order to conduct second-order conditioning
using a within-subjects procedure. As indicated earlier, the within
subjects procedure affords control over a variety ofassociative fac
tors that might otherwise confound the experimental design. As an
added control for nonassociative factors, these cues were counter
balanced. Tone and white noise stimuli served as first-order cues,
S I and S2, and were counterbalanced in their designation as S1 or
S2. Click and buzz stimuli served as second-order cues S3 and S4
and were similarly counterbalanced in their designation as S3 or S4.
The counterbalancing scheme was nested in such a way that, for
Group SOC.exp, when S3 was a click (or a buzz), the associated
first-order cue, SI, was equally often a tone or white noise. Like
wise, when S4 was a click (or a buzz), the associated first-order cue,
S2, was equally often a tone or white noise.

During Phase I and Phase 2, S I and S2 stimuli were 10 sec in du
ration, and S3 and S4 stimuli were 5 sec in duration. The US was a
0.5-sec, 0.8-mA footshock. For paired events in either phase (e.g.,
SI and the US in Phase 1, or S3 and SI in Phase 2), there was no
gap between the two paired events (i.e., O-see delay). Following all
training, conditioning was assessed by the ability ofnonreinforced
presentations of test CSs to suppress ongoing drinking in water
deprived rats.

Acclimation. Acclimation to the chambers was conducted on
Days I and 2. During each 60-min session, animals were exposed
to the conditioning chambers, with a water-filled lick tube avail
able in each. For half of the animals in each group, Chamber 1 was
designated as the Phase 1 first-order conditioning context (Context
Train) and Chamber 2 was designated as the Phase 2 second-order
conditioning and testing context (Context Test). For the other half
of the animals in each group, these designations were reversed. An
imals were exposed to Context Train on Day I and to Context Test
on Day 2. No stimuli were programmed to occur on these days.

First-order conditioning (Phase 1). Following acclimation, the
lick tubes were removed from all chambers. First-order condition
ing was then conducted in Context Train on Day 3. All animals were
exposed to four forward SI~US pairings and four backward
US~S2 pairings. Forward (F) and backward (B) trial types were
distributed in an FBBFBFFB manner with trial onsets at 10, 14, 20,
28, 32, 38, 46, and 52 min into the 60-min session.

After first-order conditioning, some animals received reaccli
mation and were then tested with SI and S2 (Group First-Order),
whereas other animals received SOC training (Groups SOC.exp
and SOC.con) as described below.

Reacclimation. Lick tubes were reinserted into the chambers for
Group First-Order, and two 60-min reacclimation sessions were

then conducted in Context Test on Days 4 and 5. These sessions
served to restabilize licking prior to testing. These sessions were
identical to Day 2 of acclimation.

First-order testing. Following reacclimation for Group First
Order, the ability of the S1 and S2 stimuli to suppress drinking was
tested across 2 days in a counterbalanced fashion. On Day 6, ani
mals were placed in Context Test and allowed to complete 5 cumu
lative seconds of drinking. Following the completion of 5 cumula
tive seconds of drinking upon placement in the chamber, a test
stimulus was presented for 15 min (SI for half the animals, S2 for
the remainder), and times to complete an additional 5 cumulative
seconds of drinking in the presence of the test stimulus were
recorded. On Day 7, a similar test occurred for Group First-Order,
except that the alternate test stimulus (S2 or S I) was presented. In
order to equate duration of exposure to the test stimuli across ani
mals prior to the second test on Day 7, each test stimulus remained
on for the fixed duration of 15 min on the Day 6 test for all animals.
Prior to testing, I animal from Group First-Order became ill and
was eliminated from the experiment.

Second-order conditioning (Phase 2). Groups SOC.exp and
SOC.con (which had not received reacclimation and testing after
first-order conditioning) received the SOC treatment on Days 4 and
5 in Context Test. For these groups, no CSs or USs had ever been
presented in Context Test prior to the beginning of the second-order
conditioning phase. During each 60-min session, Group SOC.exp
was exposed to two S3~S 1 and two S4~S2 pairings. S3 was
paired with the first-order cue that had been forward conditioned
with the US (SI), whereas S4 was paired with the first-order cue
that had been backward conditioned with the US (S2). Trial types,
S3~S I and S4~S2, were distributed in an ABAB manner, re
spectively. The pairings were initiated 10, 20, 37, and 50 min into
each session. Group SOc.con received equal but separate expo
sures to SI, S2, S3, and S4, with CS presentations pseudorandomly
distributed across the session and occurring 8 (click), 14 (white
noise), 22 (tone), 28 (buzz), 36 (white noise), 42 (click), 50 (buzz),
and 56 (tone) min into the session. As indicated earlier, click and
buzz stimuli served as second-order stimuli, counterbalanced for
S3 or S4 designation. Click and buzz stimuli were further counter
balanced in their designation as S3 or S4, depending on the physi
cal stimulus that had served as SI or S2 (when SI was a tone, half
the animals in each group received S3 as a click and half received
S3 as a buzz; when SI was a white noise, half similarly received S3
as a click and half received S3 as a buzz, etc.).

Reacclimation. Following second-order conditioning for Groups
SOC.exp and SOC.con, lick tubes were reinserted for these groups
and two reacclimation sessions were administered on Days 6-7 in
Context Test. Animals were exposed to the chamber for 60-min ses
sions, during which no stimuli were programmed to occur.

Second-order testing. The ability of S3 and S4 to suppress on
going drinking in Context Test was then tested across 2 days (Days
8-9) in a counterbalanced fashion for Groups SOC.exp and
SOc.con. The tests were procedurally identical to those during the
first-order CS tests, except for the test stimulus presented. Group
SOC.con received similar tests with the S3 and S4 stimuli (i.e., click
and buzz). Note that the S3 and S4 designations in Group SOc.con
are arbitrary, because these stimuli had been explicitly unpaired
with S I and S2 during the second-order conditioning phase. Prior
to statistical analysis, all suppression data were converted to log
(base 10) seconds to permit the use of parametric statistics. An alpha
level of .05 was adopted for tests of statistical significance.

Results and Discussion

The experiment revealed that SOC tended to be supe
rior when the first-order cue upon which SOC was based
had been backward paired with the US, relative to when
the first-order cue had been forward paired with the US.
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Results from the tests with the second-order cues (S3
and S4) and the first-order cues (SI and S2) are presented
in Figure 2. Initial analyses of suppression to the second
order cues revealed an interaction with order of testing
(although the general pattern of suppression to S3 and S4
did not differ depending on order ot rest). Consequently,
these data from Test I and Test 2 were analyzed and pre
sented separately.As can be seen in Figure 2, S4 supported
more conditioned suppression than did S3, and this pat
tern ofsuppression to the second-order cues was observed
on both days of testing. Such an outcome suggests that
conditioning to a second-order cue is superior when that
conditioning is based on first-order backward condition
ing (US~S2) than when that conditioning is based on
standard first-order forward conditioning (SI~US).

Two one-way analyses ofcovariance (one for each day
of testing) were conducted with pre-CS scores as the co
variate, and planned comparisons were then conducted
with the error term from each analysis. The Test I analy
sis revealed an overal1 effect of test stimulus [F(2,32) =
11.91,p < .001]. Subsequent comparisons indicated that
suppression to S3 and S4 each differed from control sup
pression [Fs(l,32);;::: 7.96,ps < .01]. Of central interest,
suppression to S4 was superior to that of S3 [F(l,32) =
4.50,P < .05]. A similar Test 2 analysis also revealed an
overal1 effect of test stimulus [F(2,32) = 14.15,P < .001].
Planned comparisons indicated that suppression to S4 dif
fered from that in the control condition [F(l,32) = 28.13,
P < .001], but that suppression to S3 did not. As can be
seen in Figure 2, suppression to S4 was superior to that to
S3 [F(l,32) = 16.60,p < .001]. Data from the tests with
the first-order cues were as expected and are summarized
in the right portion of Figure 2. Suppression to the for
ward conditioned S1 was superior to that to the backward
conditioned S2. Suppression to S1 was superior to that to
S2 on each test, and an overal1 ANCOVA with pre-CS

scores as the covariate revealed an effect of test stimulus
[F(l,22) = 25.06,p < .001]. The same overal1ANCOVA
also revealed an interaction with order [F( 1,22) = 10.66,
p < .01], and subsequent ANCOVAs conducted on data
from each day separately also revealed effects of test
stimulus [Fs(l,21) ;;::: 6.84, ps ::; .015; Day 1 means in
log sec ± SE, SI = 1.88 ± .17, S2 = 1.21 ± .12; Day 2
means in log sec ± SE, SI = 2.03 ± .11, S2 = 1.71 ± .16].

Of particular interest was the comparison of suppres
sion to second-order cues that had been paired with first
order CSs that had different temporal relationships to the
US in Phase I. This comparison is particularly meaning
ful in the present experiment because care had' been
taken to control for a variety of factors related to the as
sociative value of the context in which first-order condi
tioning, second-order conditioning, and testing had oc
curred. Under the controlled conditions of the present
experiment, the results suggest that SOC is superior when
first-order conditioning occurs in a backward (US~CS)
relative to forward (CS~US) manner. To our knowledge,
this is the first such demonstration and also provides the
first evidence of excitatory SOC that is based on back
ward first-order US~CS pairings (Barnet & Miller,
1996, present a related SOC effect, as did Matzel et aI.,
1988, who demonstrated excitatory SPC based on back
ward first-order US~CS training).

Suppression to the forward trained first-order cue, S1,
was superior to that of the backward conditioned first
order cue, S2. According to the associative transfer view
outlined earlier, the associative character of the first
order cues, defined by their response potentials, should
have transferred to the second-order stimuli with which
they were paired. On this view, second-order condition
ing to S3 (conditioned on the basis ofS1) should have been
superior to second-order conditioning to S4 (conditioned
on the basis ofS2). Given that the opposite outcome was
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Figure 2. Experiment 1: mean suppression in the presence of second-order cues S3 and S4 and first
order cues SI and S2. S3 had been paired with the forward first-order cue SI, and S4 had been paired
with the backward first-order cue S2. Suppression to S3 and suppression to S4 for experimental sub
jects are shown separately. "Con" shows suppression to S3 and S4 (pooled) from control subjects. Error
bars represent standard errors.
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observed, the associative transfer hypothesis would seem
to be disfavored. A different possibility that remains vi
able is that presentation ofeither S3 or S4 during the test
activated a forward expectancy of the US, but the tem
poral character of that expectancy differed, depending
on which second-order cue was presented.

Some aspects of the Kehoe et al. (1981) experiment
mentioned earlier, which was consistent with the associa
tive transfer view, may also be understood by variation in
the temporal character of US expectancy. In that experi
ment, the character ofexcitatory SOC tracked the associa
tive character ofthe first-order CS, SI, which was manipu
lated by varying the SI-US interval. Under conditions in
which Kehoe et al. observed decreases in excitatory SOC
with increases in the S1~US interval, the temporal en
coding analysis might suggest that the effect of increasing
the S I~US interval, given the forward higher order
(Phase 2) pairings that Kehoe et al. used, was to increase
the expected delay to the US relative to test presentation of
the higher order cue (with an according decrease in exci
tatory control by the higher order stimulus).

Variation in predictive value may also provide an un
derstanding of the difference in behavioral control by
stimuli forward or backward paired with a US (i.e., S1
and S2). According to the temporal coding hypothesis,
differences in predictive value are important for behav
ioral expression of"excitatory" learning. Because this hy
pothesis assumes that temporal contiguity is sufficient for
associative acquisition, S1 and S2 are both presumed to
be well associated with the US. Indeed, these associations
with the US are those that are presumed to have sup
ported the acquisition ofexcitatory SOC to S3 and S4. The
presence ofassociations with the US, however, does not
ensure that a first-order CS will serve as a strong behav
ioral excitor, as a comparison of suppression to S2 and S1
in Figure 2 suggests. Suppression to S2 may be inferior
to that of S1 for reasons other than S2's being weakly as
sociated with the US. According to the temporal coding
hypothesis, differences in behavioral control by SI and
S2 were mediated by differences in the expression of
temporal information encoded in the associations, not by
differences in associative strength.

Two further interpretations of the present experiment,
however, do not demand assumptions of temporal encod
ing. One alternative account emerges from models ofas
sociative learning which assume that the acquisition of
conditioned inhibition to a cue will be facilitated when a
neutral cue is nonreinforced in the presence ofa strong ex
citor (e.g., Rescorla & Wagner, 1972). During the second
order conditioning phase ofExperiment 1, the neutral S3
was nonreinforced in the presence of a strong excitor
(the forward conditioned S1) and the neutral S4 was non
reinforced in the presence of a weak excitor (the back
ward conditioned S2 [S3~S I, S4~S2, see Table 1]). In
this analysis, conditions for the acquisition of inhibition
are more favorable for S3 than for S4. Thus, behavioral
control by S4 may have been superior not because S4
was more excitatory than S3, but rather because S3 was
more inhibitory than S4.

A second alternative account is that S3 supported less
second-order excitation than did S4 because S3 was less
well learned about than S4. This account relies on the ef
fect ofpresenting strong versus weak first-order excitors
after the target second-order cues. The possibility exists
that following S3 with the highly excitatory S1 during
the second-order conditioning phase (S3~S 1) had the
effect of attenuating postperceptual processing of S3.
That is, the highly excitatory SI may have distracted an
imals from processing the representation of S3, render
ing S3 less likely to enter into associations of any kind.
Therefore, S3 should be less capable of supporting excit
atory responding. Such distraction could be expected to
be less for S4, because the stimulus that followed it dur
ing the second-order conditioning phase, the backward
conditioned S2, was less excitatory (S4~S2).

Both of these inhibition and distraction views demand
that there be differences in the associative status of the
first-order conditioned cues at the time that higher order
conditioning takes place. That is, the first-order condi
tioned cues S1and S2 must be differently excitatory at the
time of the S3~S 1 and S4~S2 pairings if they are to
differentially influence the course ofhigher order condi
tioning to S3 and S4. InExperiment 2, we evaluated these
views by reversing the phases oftraining relative to their
order in Experiment 1.

EXPERIMENT 2

The primary goal of Experiment 2 was to determine
whether the magnitude of SPC would differ depending
on whether the first-order stimulus had been forward or
backward paired with the US. In Experiment 2, SPC
training with S3 and S4 (S3~S1/S4~S2 [now Phase 1])
preceded reinforced first-order conditioning with S1and
S2 (SI~US/US~S2 [now Phase 2]). We have already
suggested that an explanation of the SOC data from Ex
periment 1 that is based on simple associative transfer
does not seem viable. However, if the pattern of control
by S3 and S4 in Experiment 1 was caused by differences
in the excitatory value of the first-order cues at the time
of higher order conditioning, in a manner suggested by
the inhibition and distraction views, that pattern should
be eliminated in the present SPC design. This is so, be
cause in the SPC design all cues (SI, S2, S3, and S4) are
equally neutral at the time of Phase 1 preconditioning
(i.e., at the time ofS3~SI and S4~S2 pairings). Incon
trast, if differences in suppression to S3 and S4 were me
diated by differences in the expected temporal location
of the US suggested by the integrated temporal maps at
the bottom of Figure 1, predictions are essentially un
changed for Experiments 1 and 2.

Method
Subjects and Apparatus

The subjects were 30 male and 30 female naive Sprague-Dawley
descended rats. Body weight ranges were 310--465 g for males and
260-320 g for females. Animal housing and maintenance, the ap
paratus, and stimuli were all the same as in Experiment I.
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Procedure
The design of Experiment 2 was identical to that of Experi

ment I, except for the order of training phases. In the present SPC
design, nonreinforced training (e.g., S3~S I!S4~S2) now oc
curred during Phase I, and reinforced first-order conditioning
(SI~USIUS~S2)now occurred during Phase 2. The only aspect
of the Experiment 2 that otherwise differed as a result of this change
was that Group First-Order received the nonreinforced (SPC) train
ing before testing with the first-order cues, SI and S2 (because SPC
training now preceded first-order conditioning, which naturally had
to precede the tests with SI and S2).

During Phase I, the animals were exposed to SPC training in
Context Test, followed by Phase 2 first-order conditioning in Con
text Train. Testing occurred in Context Test as in Experiment I.

Results and Discussion

The results ofthe present experiment using SPC repli
cate and extend the results of Experiment 1, which used
an SOC design. In the present experiment, SPC was su
perior when the first-order cue had been backward paired
with the US (US~S2) relative to when the first-order
cue had been forward paired with the US (S 1~US).

Results from the tests with the sensory preconditioned
cues (S3 and S4) and the first-order cues (S 1 and S2) are
summarized in Figure 3. Initial analyses of suppression
to the sensory preconditioned cues revealed an inter
action with order oftesting (the general pattern ofsuppres
sion to S3 and S4, however, did not differ depending on
order of test). Consequently, data from Test 1 and Test 2
were analyzed and presented separately. The primary im
plication from Figure 3 is that S4 supported more condi
tioned suppression than did S3, a pattern of suppression
that was preserved on both days of testing. As in Exper
iment 1 with SOC, excitatory conditioning to a higher
order cue in Experiment 2 with SPC was superior when
that conditioning was based on first-order backward con
ditioning (US~S2) relative to when that conditioning was
based on first-order forward conditioning (S 1~US).

Two one-way ANCOVAs (one for each day of testing)
were conducted with pre-CS scores as the covariate, and
planned comparisons were then conducted with the error
term from each analysis. The Test 1 analysis revealed an
overall effect oftest stimulus [F(2,32) = 27.06,p < .001].
Subsequent comparisons indicated that suppression to
S3 and S4 each differed from that of the control condi
tion [Fs(1 ,32) > 9.50, ps < .01]. Of central interest, sup
pression to S4 was superior to that to S3 [F(1 ,32) = 18.14,
p < .001]. The Test 2 analysis also revealed an effect of
test stimulus [F(2,32) = 28.99,p < .001]. Planned com
parisons indicated that suppression to S4 differed from
that in the control condition [F(I,32) = 61.50,p < .001],
as did suppression to S3 [F(2,32) = 6.33, p < .025]. As
can be seen in Figure 3, suppression to S4 was again su
periortothatto S3 [F(1,32) = 28.35,p< .001].

Data from the tests with the first-order cues were as ex
pected; excitatory conditioning was better after forward
first-order conditioning than after backward first-order
conditioning. These data are summarized in the right por
tion of Figure 3. Suppression to the forward conditioned
S1was superior to that to the backward conditioned S2 on
each test, an outcome that was marginally significant in
an overall ANCOVA with pre-CS scores as the covariate
(p = .06, Day 1 means in log sec ± SE, S1 = 1.63 ± .15,
S2 = 1.37 ± .16; Day 2 means in log sec ± SE, SI = 1.51
± .13, S2 = 1.32 ± .14).

The conditioned inhibition and distraction views pre
sented in the Introduction above are not supported by the
outcomes of the present experiment. In those views, the
pattern of behavioral control by S3 and S4 seen in Ex
periment 1 was mediated by the acquisition of inhibition
to S3 or by a failure to learn about S3 because of distrac
tion or interference from the first-order S1 during the
S3~S1 pairings. Both of these views attributed differ
ences in the pattern of behavioral control by S3 and S4
to differences in the excitatory value of the first-order

'i' 2.5 2.5

Q

s.....
Ul
W 2.0 2.0:E
j:

z
Q
Ul 1.5 1.5

faa:
8:
;:)

1.0 1.0Ul
Zcew
:I

0.5 0.5

S4 S3 Con S4 S3 Con 51 52

TEST1 TEST2

Figure 3. Experiment 2: mean suppression in the presence of sensory preconditioned cues S3 and S4
and first-order cues SI and S2. S3 had been paired with the forward first-order cue SI, and S4 had been
paired with the backward first-order cue S2. Suppression to S3 and suppression to S4 for experimen
tal subjects are shown separately. "Con" shows suppression to S3 and S4 (pooled) from control subjects.
Error bars represent standard errors.



TEMPORAL INTEGRATION IN SOC AND SPC 229

cues at the time that second-order training took place
(i.e., at the time of the S3~SI/S4~S2 phase). A bene
fit of using the SPC design in Experiment 2 was that it
allowed training with the S3 and S4 cues to occur at a
time when differences in the associative value of the first
order stimuli was not likely-namely, before any rein
forced training with S1 and S2. Despite the presumed
absence of differences in the associative value of the first
order cues at the time of higher order training with S3
and S4, the pattern of suppression to S3 and S4 seen in
Experiment 1 was replicated in the present experiment.
Therefore, the inhibition and distraction views are not sup
ported. An alternative presented earlier is that differences
in suppression to S3 and S4 were controlled by differences
in the expected temporal location of the US at the time
of the test. Data from the present experiment suggest that
the conditioning of these temporal expectancies may
occur in both SPC and SOc.

GENERAL DISCUSSION

The experiments revealed that SOC (Experiment 1)
and SPC (Experiment 2) were superior when that condi
tioning was based on backward (US~CS) relative to for
ward (CS~US) first-order training. These outcomes
may be understood by the assumption that temporal in
formation such as order between paired CSs and USs
was encoded, preserved, and integrated with memory for
the higher order (i.e., second-order and sensory precon
ditioned) cues, S3 and S4. We hypothesized that a con
sequence of that integration was the generation of dif
ferent expectancies for the temporal location of the US
during the tests with the higher order cues. Consistent
with other similarly motivated work (Cole et aI., 1995),
these data suggest that variation in the temporal relation
ship between a first-order CS and US is an important de
terminant ofboth SOC and SPC. A benefit of the present
experimental design was that that variation occurred with
out confounding the associative value ofthe context across
comparison conditions at the time ofreinforced training,
higher order conditioning, or at the time of testing (cf.
Matzel et aI., 1988).

Notably, these results offer the first demonstration of
excitatory SOC that is based on first-order backward
US~CS training (Barnet & Miller, 1996, present a re
lated finding). This outcome itself is important, because
it suggests that the relative weakness of first-order back
ward excitatory conditioning observed here and else
where (Heth & Rescorla, 1973; Smith, Coleman, & Gor
mezano, 1969) does not result entirely from a weakness
in associative learning between a backward CS and US
(Mackintosh, 1974; Pavlov, 1927). The outcome of the
test with the first-order conditioned cues, S1 and S2, is
particularly instructive in this regard. Excitatory control
by the backward conditioned CS was inferior to that of
the forward conditioned CS (compare the S1 and S2
means in Figure 2). One interpretation ofthat behavioral
difference might be that forward conditioning with SI
produced a stronger association to the US than did back-

ward conditioning with S2. In this view, behavioral con
trol by S1 was superior because associations to the US
were stronger for the forward conditioned S1. However,
the results of the SOC test do not support this view. The
observation ofrobust SOC to S4 suggests that the back
ward conditioned S2 was well associated with the US. If
the associative value ofS2 was weak relative to that of S1,
suppression to S4 (conditioned on the basis of S2)
should have been weak relative to that of S3 (conditioned
on the basis of S1). These findings suggest that the infe
riority ofbackward relative to forward first-order condi
tioning is not caused by an inferiority of associative
learning after backward US~CS training.

On this issue, Gordon (1985) has considered one pos
sible explanation for findings in backward conditioning
based on cuing (i.e., "reminder") experiments with rats.
Gordon considered one possibility in which manipulat
ing the order of a CS and US (e.g., backward pairings),
while not influencing the formation of associations,
might influence the ease ofretrieval ofa CS-US associ
ation. In this view, the relative weakness of backward rel
ative to forward conditioning might reflect difficulty of
retrieving the focal CS-US association after backward
training. Here we suggest an alternative explanation for
the difference in excitatory control by backward and for
ward conditioned CSs that is consistent with outcomes of
the present experiments. Specifically, we have suggested
that those behavioral differences may reflect the expres
sion ofdifferent temporal information during testing that
was encoded in the associations at the time ofreinforced
training. The possibility raised by the present data and
analysis, therefore, is that order may not influence the ease
of retrieval but instead influences what gets retrieved.

What gets retrieved in the present analysis is order in
formation concerning the CS and US, which may then
become integrated with cues present at the time of that
retrieval (i.e., S3 and S4). We hypothesized that one pos
sible consequence of such integration in the present ex
periments was the generation of different expectancies
concerning the temporal location of the US that became
activated upon presentation of the higher order cues, S3
and S4 (see Figure 1).

In Experiment 1, SOC was superior when based on
backward relative to forward first-order training. That out
come argued against a simple associative transfer view
in which the associative character of the first-order stim
uli, defined by their response potentials, simply transfers
to the higher order cues. Had that been the case, sup
pression to S3 (conditioned on the basis of the "strong"
forward excitor, S1) should have been superior to that of
S4 (conditioned on the basis of the "weak" backward ex
citor, S2). Because S1 was a stronger excitor than S2 in
Experiment I, the possibility was raised that the strongly
excitatory S1 could either distract animals from pro
cessing S3, or facilitate the acquisition of inhibition to
S3 (cf. Rescorla & Wagner, 1972) during the second-order
conditioning phase (i.e., during the S3~SI/S4~S2 pair
ings). If S3 was subject to more distraction than S4, or if
S3 acquired more inhibition than S4, less excitatory con-
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ditioning to S3 than S4 would be anticipated. Given that
this was precisely the outcome of Experiment 1, Exper
iment 2 was conducted under conditions in which ani
mals were exposed to the S3~S1/S4~S2 pairings prior
to any reinforced training with the first-order cues, S1
and S2. In this SPC design of Experiment 2, S1 and S2
would not be expected to exert any differential impact over
the processing of S3 and S4 at the time of the S3~S 1/
S4~S2 pairings, because at the time of those pairings,
S1 and S2 had not yet been differentially reinforced.
However, Experiment 2 replicated the central effects ob
served in Experiment 1. Suppression to S4 (conditioned
on the basis of S1) was superior to that to S3 (condi
tioned on the basis of S2). Thus, the outcomes from Ex
periment 2 tend to disfavor the distraction and inhibition
interpretations of the second-order conditioning effects
observed in Experiment 1.

It would be prudent, however, to view these effects on
SOC and SPC with a degree ofcaution. In Experiment 2,
forward first-order conditioning was only marginally su
perior to backward first-order conditioning in support
ing suppression to the test CSs (see Figure 3). In fact, the
difference between suppression to the forward condi
tioned SI and the backward conditioned S2 in that ex
periment was only marginally significant. One potential
problem with that outcome is this: If encoded temporal
(i.e., order) information was responsible for the observed
discriminated suppression to S3 and S4, why was that
encoded temporal information not sufficient to support
robust discriminated suppression to SI and S2?

One possibility is that training with S1 and S2 was in
sufficient to support discriminated suppression to S1 and
S2, but with further reinforced training suppression to S1
and S2 would have further diverged. For example, to the
extent that extended backward conditioning supports the
recruitment of conditioned inhibition (Heth, 1976), ex
tended training in Experiment 2 (and Experiment 1) might
have supported the acquisition of inhibition to S2, low
ering S2's excitatory response potential and thereby in
creasing the difference in suppression between S1 and S2.
Such a set of circumstances might allow the encoding of
temporal (order) information with the limited reinforced
training given here without demanding that suppression
to the backward CS be dramatically lower than suppres
sion to the forward first-order CS. Two further points on
this issue should be noted. First, in all tests with S1 and S2,
the tendency was for the forward conditioned S1 to sup
port more suppression than did the backward conditioned
S2. Second, even a complete absence of behavioral dif
ferences in suppression to S1 and S2 would not centrally
damage the temporal encoding interpretation of the SOC
and SPC data. That interpretation would be damaged if
S2 tended to support more suppression than S1. In no case
did that occur.

An interesting proposal that considers dynamic re
sponse eliciting characteristics ofthe first-order CSs, how
ever, may offer a plausible alternative to the temporal en
coding interpretation. This view capitalizes on the

possibility that different components of S1 and S2 were
differentially excitatory. Given that the US was most
proximal to S1 termination (S1~US) but most proximal
to S2 onset (US~S2), it is possible that the termination
ofS1 was more excitatory than its onset, and, conversely,
that the onset of S2 was more excitatory than its termi
nation. The logic of this proposal is clearest for Experi
ment 1, which used the SOC procedure. After differen
tial conditioning ofCS onsets and terminations in Phase 1,
second-order conditioning (S3~SI/S4~S2)may have
had the consequence of conditioning S3 to the weakly
excitatory SI onset, but conditioning S4 to the strongly
excitatory S2 onset. Thus, S3 would appear to be more
weakly conditioned than S4, as was the case in these
experiments.

The preceding position requires a bit more complex
ity if one is to deal with the outcome of Experiment 2,
which used a SPC design. This is so, because differential
conditioning ofonsets and terminations would not occur
until after the higher order conditioning phase. Here the
view requires that, during the second, reinforced phase
(S 1~US/US~S2), S1 and S2 retroactively activated
representations of S3 and S4, respectively, and that the
(weak) responses elicited by S1 onset became conditioned
to the activated S3 representation, whereas the (strong)
responses elicited by S2 onset became conditioned to the
activated S4 representation. To the extent that this oc
curred, S3 might come to elicit weaker suppression re
sponses than would S4. An alternate possibility for this
account of SPC is that differential suppression to S3 and
S4 occurred as a result, for example, of the test presen
tation of S3 activating the associated S1 representation
(see note 1), which then elicited the weak S1 onset re
sponse, giving the appearance ofweak sensory precondi
tioning to S3. Following a similar logic for S4, S4 during
the test could have activated its associated representation
ofS2 (see note 1), which then elicited the strong S2 onset
response and the consequent appearance of stronger sen
sory preconditioning to S4. Although this view of the
higher order cues' becoming conditioned to responses
elicited by CS onsets and terminations loses a degree of
elegance in accounting for the SPC data ofExperiment 2,
it can in principle explain outcomes ofboth experiments
presented here.

Evaluation ofthe preceding possibility requires a mea
sure of suppression that is temporally distributed across
the duration of test stimuli. No such measure was avail
able in the present work. A more detailed consideration
of the Cole et al. (1995) report mentioned in the general
introduction, however, may be instructive. Cole et al. (Ex
periment 1) exposed rats to forward first-order condi
tioning with either a O-sec delay between S1 and the US
(SI~US), or a 5-sec unfilled gap between SI and the
US (S 1~US). This first-order conditioning experience
was followed by identical "backward" second-order con
ditioning for all animals, in which S1 immediately pre
ceded the second-order cue S3 (S 1~S3 [O-sec delay be
tween S1 and S3; S1 was 10 sec and S3 was 5 sec in
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durationD. Data from tests with the first-order cue, SI, re
vealed moderate suppression to SI in animals previously
conditioned with a O-see gap (standard delay condition
ing), and weaker low suppression to S I in animals con
ditioned with a 5-sec gap (a trace conditioning deficit).
The surprising outcomes of that experiment were found
in suppression to the second-order cue, S3. Second-order
conditioning to S3 was superior when that conditioning
was based on the SI previously conditioned with the 5-sec
gap, relative to when that conditioning that was based on
the SI previously conditioned with no gap. As in the pres
ent experiments, the first-order CS that itself supported
less first-order conditioning was in fact precisely the CS
that promoted superior second-order conditioning. We
interpreted those findings in a manner consistent with
the temporal encoding position developed here, in which
differences in suppression to the second-order cue were
presumed to be controlled by differences in the expected
temporal location of the US (see Cole et al. for elabo
ration). The potential relevance of these findings is as
follows.

First, one might expect that in Cole et al. (1995) SI
termination would have been more excitatory than S I
onset at both Sl-tUS intervals because at both intervals
SI termination was most proximal to the Us. Thus, the
SI onsets and terminations were not likely differentially
excitatory at different levels ofCS-tUS interval, as might
be argued with respect to the present experiments. Sec
ond, in both the O-secdelay and the 5-sec gap conditions,
responses produced by SI termination should have be
come conditioned to the second-order cue S3, because
in both cases presentation of S3 was temporally and
equally contiguous with SI termination. Third, SI termi
nation in the O-secdelay condition should have been more
excitatory than SI termination in the 5-sec gap condi
tion, because the US was more proximal to S I termina
tion in the O-see delay condition. Following the logic of
the response-producing characteristics of the CS onset
and termination view that may explain aspects of data
from the present experiments, in Cole et aI., S3 should
have become conditioned to the highly excitatory SI ter
mination in the O-secdelay condition but should have be
come conditioned to the weakly excitatory S I termina
tion in the 5-sec gap condition. Therefore, S3 should
have supported more second-order conditioning when SI
was conditioned with the O-sec delay than when SI was
conditioned with a 5-sec gap. In evidence for Cole et al.,
exactly the opposite outcome was observed. Therefore,
an account in terms of dynamic response-eliciting char
acteristics of the first-order CSs may explain data from
the experiments presented here, but it encounters diffi
culty in dealing with data from Cole et aI., which, like
those presented here, may be understood by assuming that
temporal information across separate phases of training
became integrated in associative memory.

The preceding onset/termination view remains appeal
ing, in part because it offers a specified mechanism of
conditioning that occurs during the higher order condi-

tioning stage and one that is parsimonious and consis
tent with conventional learning theory (at least for SOC,
through the establishment of S-R bonds between CS
onsets/terminations and the conditioned response). It
could be argued, however, that it is neither more mecha
nistic nor elegant than the temporal encoding alternative,
as it might seem at first glance (especially in its somewhat
more complex account ofSPC). Nevertheless, parsimony
is sometimes in the eye of the beholder, and the onset/
termination view remains a viable alternative for the pre
sent experiments, if not for those of Cole.et al. (1995).

Although not by intention, the results of the present
work may also have implications for the associative struc
ture that underlies second-order Pavlovian fear condi
tioning. As mentioned in the general introduction, one
question concerning SOC has been what associative struc
ture underlies responding to a second-order cue in Pavlov
ian fear conditioning. A variety of different possibilities
have been identified, and we will not detail them here
(see Barnet et al., 1991; Rizley & Rescorla, 1972, for de
tailed descriptions). Here we will only point out one par
ticular structure that has been implicated, at least from
SOC experiments involving adult rats and aversive USs
(Rescorla, 1973, 1974; Rizley & Rescorla, 1972). The
favored structure underlying SOC, again from experi
ments with adult rats and aversive USs, has been charac
terized as an S-R bond between the second-order cue and
the conditioned-response (CR; Rescorla, 1973, 1974;
Rizley & Rescorla, 1972; see Rescorla, 1982, for an ex
ception). In standard SOC (S I-tUS in Phase I, followed
by S3-tSI in Phase 2), the first-order SI and the US are
forward paired prior to the SOC phase with S3. In this
procedure, the first-order CS comes to elicit a strong CR
by virtue offorward first-order conditioning. In the S-R
account, when the first-order and second-order cues are
paired during the SOC phase (S3-tS I), SI elicits a strong
response by virtue of the forward Sl-tUS precondition
ing. It is the response elicited by SI during the S3-tS I
pairings that is presumed to become associated with the
second-order cue S3, because S3 and the response elicited
by SI occur in close temporal proximity. According to
Rescorla (1973; cited in Rescorla, 1976), "second-order
conditioning depends upon the magnitude ofthe response
evokedby the first-order stimulus" (p. 168). Thus, the S-R
account posits an S3-tCR associative structure, the con
trol of which is determined by the response to the first
order cue (note that what we have called the "associative
transfer" view and the S-R view of SOC make similar
predictions). Data from the present experiment are not
in accord with this view. In the present experiment, the
backward conditioned S2 elicited a weaker CR than did
the forward conditioned SI (see Figure 2). If it is the re
sponse elicited by the first-order cue that becomes asso
ciated with the second-order stimulus, suppression to the
second-order S3 (conditioned on the basis of S I which
elicited a strong CR) should have been superior to sup
pression to the second-order S4 (conditioned on the
basis of S2 which elicited a weak CR). In fact, the oppo-
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site outcome occurred. Thus, the present data suggest that
acceptance ofthe S-R viewpoint for SOC with adult rats
and aversive USs is premature and possibly incorrect (cf.
Rashotte, 1981).

Finally, the results may also provide one speculation
concerning the dynamics of temporal information pro
cessing. In both SOC and SPC, it may be presumed that
at some time during training, something is learned about
the temporal order of the higher order cue and the first
order stimulus (i.e., that S3 predicts S1 [S3~Sl] or that
S4 predicts S2 [S4~S2]). That some order learning ofthis
kind occurs may be true for both SOC and SPC, but in
SPC that learning occurs when all the cues are neutral. In
SOC, that same learning occurs at a time when the first
order stimuli have already been transformed into condi
tioned excitors. To the extent that similar mechanisms
are responsible for the outcomes of Experiment 1 (SOC)
and Experiment 2 (SPC), these considerations raise the
possibility, at least for the encoding oforder information,
that so-called neutral cues and CSs either are represented
similarly in the associative memory system or suggest a
similarity in the nature of the processes that operate on
those representations.

A final caveat of the present experiments offers some
what of a procedural warning: the conditions that are op
timal for excitatory first-order conditioning, such as
those that produce short-delay forward conditioning, are
not necessarily those that should be adopted into a de
sign in which the goal is to produce optimal SOC or
SPC. In determining which first-order parameters are best
suited for optimal higher order conditioning, the present
work might encourage consideration of how memory in
higher order learning is organized, not simply how well
the first-order stimuli control behavior.
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NOTE

I. Twopoints may be noted in this presentation. First, the bottom por
tions of Figure I imply that S I and S2 are part of the memory repre-

sentation for S3 and S4, respectively. This is not necessarily the case.
The first-order cues S I and S2 are clearly important in the establish
ment of SOC, but once SOC is established, memory for the first-order
S I or S2 does not necessarily continue to be critical in control by the
higher order cues. Relevant discussions on this issue may be found in
Barnet et al. (1991) and Rizley & Rescorla (1972). Second, it would be
premature to assume highly accurate encoding of duration for the ex
pected temporal location of the US in this analysis. This is an issue of
the extent of accuracy. We are currently exploring this and other issues
related to temporal resolution.
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