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The influence of vision on the absolute
identification of sound-source position

B. R. SHELTON and C. L. SEARLE
Queen’s University, Kingston, Ontario, Canada

The influence of vision on auditory localization was assessed in an absolute identification
paradigm using sighted and blindfolded subjects. Vision improved the accuracy of judgments
directly in front of, to the side of, and behind the head of subjects in the horizontal plane,
but had little relevance to vertical-plane localization. The exact form of the observed facilita-
tion depended on the orientation of the speaker array to the head. In a second experiment
involving sound localization in 10 visual environments, there was evidence for the operation
of two distinct influences of vision on directional hearing. One result supported the hypothesis
that vision provides a frame of reference for judgments, and a second indicated the importance

of vision to the maintenance of spatial memory.

Previous research has indicated the importance of
vision in the accuracy of auditory localization judg-
ments (Jackson, 1953; Jones, 1975a; Wallach, 1940).
The spatial coordination of these two senses has been
shown in infants by both the visual orientation of
newborns toward a sound source (Muir & Field, 1979;
Wertheimer, 1961) and the sensitivity of slightly
older babies to a discrepancy between the locus of
the acoustic and visual image of an object (Aronson
& Rosenbloom, 1971; Spelke, 1976). The latter
strategy has also proved to be useful with adults,
where the interaction between modalities has been
demonstrated by an aftereffect of the presentation of
discordant visual and auditory spatial information
(Canon, 1970; Jack & Thurlow, 1973; Radeau &
Bertelson, 1974; Thurlow & Jack, 1973a, 1973b).

With respect to the accuracy of auditory localiza-
tion, the general finding has been that performance
is more accurate in the presence of vision (Annis,
1974; Fisher, 1964; Jackson, 1953; Jones, 1975b;
Warren, 1970). Two main hypotheses have been pre-
sented to account for the facilitatory effects of sight.
The visual frame-of-reference hypothesis has been de-
fended by Warren (1970), whereas Jones (1975a) has ar-
gued that the majority of the effect can be accounted
for by the visual facilitation of spatial memory.

Warren (1970) reported a number of experiments
to support the claim that vision provided a context
in which auditory localization judgments were made.
In one, subjects localized repetitive clicks in total

B. R. Shelton’s present address is: Laboratory of Psychophysics,
Wittiam James Hall, Harvard University, Cambridge, Massachu-
setts 02138. C. L. Searle’s present address is: Research Labora-
tory of Electronics, Building 36-789, Massachusetts Institute of
Technology, Cambridge, Massachusetts 02139.

Copyright 1981 Psychonomic Society, Inc.

589

darkness, with a single visual marker directly in front,
or while touching the light in the dark. Facilitation
was found only in the case in which the single light
was provided. Since only one visual stimulus was
required, and since proprioception could not provide
the same facilitation, Warren argued that vision served
to organize auditory space. The same author demon-
strated that the facilitation was not due to an en-
hancement of pointing accuracy in that facilitation
still held in a same-different paradigm.

McLaughlin and Bower (1965) had subjects judge
the position of visual and auditory targets, as well
as the position of straight-ahead, as the course of
prism adaptation progressed. They reported that
errors in auditory localization paralleled those of
pointing straight ahead, whereas those of visual
direction followed a different time course. In more
extensive experiments, Lackner (1973a, 1973b) found
that the change in the position of a lateralized image
follows the same temporal pattern as the perceived
change in the position of the head with respect to
the trunk during adaptation to prism displacement.
Lackner therefore argued that the disruption of later-
alization was related to an apparent change in the
frame of reference, a view compatible with Warren’s
account of visual facilitation of auditory localization.

In some situations, however, target-directed eye
movements are required to maximize visual facilita-
tion, Jones and Kabanoff (1975) report that the
absolute identification of sound-source position was
significantly improved when subjects were allowed
to move their eyes. Furthermore, when subjects were
presented with a single light to mark the same two
speakers, there was an interaction between the spatial
concurrence of light and sound, and the freedom of
subjects to move their eyes, in the determination of
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the accuracy of performance. Specifically, free eye
movements improved performance with concordant
visual and auditory stimuli but impaired performance
with spatially discordant light and sound. Jones and
Kabanoff argued that the interaction was not ex-
plicable by a frame-of-reference hypothesis and that
the data indicate the importance of eye movements to
visual facilitation.

The same interpretation was placed on Jones and
Kabanoff’s demonstration that the instruction to sub-
jects to move their eyes in the direction of a sound
presented in darkness produced better performance
than when the eyes remained fixed, but an instruc-
tion to move the eyes away from a source degraded
auditory localization. The specificity of the ocular-
motor components required for facilitation in these
experiments led Jones (1975a) to conclude that visual
facilitation involved a mechanism similar to the re-
verbatory circuits described by Sherrington (1947),
and that the process involved the facilitation of mem-
ory for spatial position. In a review of the effects of
blindness on space perception, Jones (1975a) made
a case for the hypothesis that blind subjects are de-
bilitated in auditory tasks that require the retention
of the spatial position of the stimulus.

These hypotheses have been treated as mutually ex-
clusive in the literature, but it is interesting to note
an experiment conducted by Thurlow and Kerr
(1970) in which subjects were placed in a revolving
striped drum and asked to judge the position of
straight-ahead and the position of an unseen sound
source. The apparent straight-ahead was shifted in
the direction of the drum rotation, as was the posi-
tion of the sound, but the sound-source position was
consistently judged to be displaced farther than the
apparent straight-ahead. The additional displacement
was in the direction of induced eye movements, and
Thurlow and Kerr suggested that there were two
components to the bias they observed—one due to a
shift of the frame of reference and another related to
the visually induced eye movements.

The purpose of the first experiment was to docu-
ment the relative potency of visual information in
the facilitation of absolute-identification judgments.
Performance was assessed in three horizontally
arrayed spans and in one vertically presented set of
speakers. Half the:subjects were tested with the bene-
fit of vision, and half were blindfolded during the
experiment.

EXPERIMENT 1

Method and Procedure

Eighty female undergraduate volunteers with apparently normal
hearing localized single 200-msec bursts of white noise presented
at 72 dB SPL. Eight 11.5-cm speakers were fixed on a 2.25-m-diam
hoop, with a spacing of 11 deg. The subject’s chair, with headrest
and bite plate, was situated such that the subject’s head was in

the approximate center of the speaker ring. The subjects were
provided with a response box, with eight buttons arranged similarly
to the speakers. The intertrial interval (ITI) was 7 sec.

The subjects were positioned with respect to the horizontally
arrayed speaker set so as to orient the array directly in front,
directly behind, or along the left side of the head. Specifically,
the three horizontal arrays comprised speaker placements at
approximately: +5.5, +17, +28, and +39 deg azimuth; 0, 349,
338, 327, 316, 305, 294, and 283 deg azimuth; or 141, 152,
163, 174.5, 185.5, 197, 208, and 219 deg azimuth. In one con-
dition, the speakers were placed in a vertical orientation, with
the span centered symmetrically about O deg elevation, that
is, with speakers positioned approximately at +5.5, +17, +28,
and + 39 deg elevation. Each subject was tested in one of the eight
conditions produced by the factorial arrangement of these four
orientation conditions and the availability of vision to the subject.

Vision was controlled by having subjects in the no-vision condi-
tion wear plastic swim goggles that had been painted black.
The goggles had a rubber pad around the eye that provided a
reasonably good seal to the head, and no subject reported being
aware of anything but a formless fringe of light around the edges
of the goggles. The subjects wore the goggles during the previews,
practice, and testing, but they were removed between the practice
and test session. The subjects in all conditions were allowed to
see the entire speaker array before the practice and test sessions.
An equal number of subjects (10) was tested in each condition.

The subjects were provided with two previews of each speaker
and given 16 practice trials before the 40 test trials began. No
feedback was provided. Each speaker was presented equally often
and in a random order in both practice and testing, with the
restriction that no speaker be presented twice in succession.

Results

The effects of vision in the four conditions were
assessed separately by submitting the data for each
span orientation to ANOVA, with the eight speaker
positions as a within-subjects factor and vision as a
between-subjects variable. The dependent measure in
all cases was the average error, defined as the mean
absolute angular difference between the presented
and reported speaker positions.

The only significant effect in the analysis of average
error for the horizontal span centered in front of the
subjects was the influence of vision [F(1,18) = 16.47].
The average-error scores associated with each speaker
for the vision and no-vision condition are plotted in
Figure 1. The mean average error, collapsed across
the eight speakers, was 1.20 deg when vision was
available to the subjects and 3.98 deg when it was not.

The ANOVA of the average-error scores in the
span oriented to the back of the head (Figure 2)
revealed that both the position of the speakers within
the array [F(7,126) = 6.56] and the interaction of
vision and spatial position [F(7,126) = 2.20] were
significant, The position effect was due to the gen-
eral tendency for average error to be lower near the
middle of the array, and the effect was slightly more
pronounced when vision was available. Overall, there
was no difference in average error observed in the
array behind the head when vision was provided
(mean = 5.71) and when it was not (mean = 5.46).

In the case in which the array was positioned along
the left side of the head (Figure 3), the interaction
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Figure 1. The mean average error at each speaker position,
with and without vision, observed in the front condition. The
data are plotted as a function of the speaker position, and the
error bars represent the standard error of measurement asso-
ciated with each point.
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Figure 2. The mean average error at each speaker position,
with and without vision, observed in the back condition. The data
are plotted as a function of the speaker position, and the error
bars represent the standard error of measurement associated with
each point.
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between vision and the positions in the array was
also significant [F(7,126) = 2.22], as was the main
effect of vision [F(1,18) = 36.86]. Speaker position
by itself was not a significant factor in the analysis.
Vision plays a large role in the determination of aver-
age error in the front half of the array, but has
little influence with the backmost speakers of the
span. At the largest deviation, the difference between
vision and no vision was 8.74 deg, whereas the differ-
ence was only .35 deg on the next-to-the-backmost
speaker. Interestingly, the difference between the two
vision conditions was considerable on the backmost
speaker in the array, even though subjects were un-
able to see that speaker.
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The position of the speaker in the array was the
only significant factor in the ANOVA of the errors
associated with the vertically oriented span [F(7,126)
= 5.51]. Figure 4 demonstrates that the effect was
essentially that average error was elevated in the top-
most speakers and reduced gradually for the lower
speakers in the array. The effect was similar with and
without vision,

A casual comparison across the four span-
orientation conditions indicates that the pattern ob-
served in the four cases was quite different, and that
the average error was related to the orientation of the
span and the visual condition employed. No speaker
position was associated with notably good or bad
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Figure 3. The mean average error at each speaker position, with
and without vision, observed in the side condition. The data are
plotted as a function of the speaker position, and the error
bars represent the standard error of measurement associated with
each point.
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Figure 4, The mean average error at each speaker position,
with and without vision, observed in the vertical condition. The
data are plotted as a function of the speaker position, and the
error bars represent the standard error of measurement asso-
ciated with each point,
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performance in all conditions, which provides some
evidence that the attempts to match the sounds of the
speakers used in the experiments were adequate,

Discussion

Vision had a profound effect on the accuracy of
tocalization judgments in the horizonta! plane. The
exact effect depended on the particular span orienta-
tion under consideration. In the array centered
directly in front of the subjects, vision facilitated ac-
curacy with all the speakers, whereas there was an
interaction between the speaker position and vision
in the other two horizontal array of speakers. How-
ever, the interactions observed in these two cases
were substantially different. In the case of the span
behind the head, the effect was due to greater im-
provement of performance with vision in the middle
speakers of the array. With the array positioned
along the left side of the head, the interaction was
due to facilitation of judgments of the frontmost
speakers with vision.

No difference was observed with and without vision
in the vertical plane, which indicates that the effects
observed in the horizontal plane were not due to a
general disorientation resulting from the restriction
of vision or to confusion associated with the response
alternatives. To be sure, it would be difficult to ac-
count for the three distinct patterns of effect that
were observed in the horizontal plane with such a
hypothesis, but the lack of a visual influence in the
vertical plane eliminates such an interpretation.

It is difficult to understand how there could be
a visual influence on judgments made with respect to
speakers behind the head, but it is fairly clear that
the effect must be related to a generalized frame of
reference or perceptual anchor. To be sure, the pattern
of response observed behind the head seems primarily
related to relatively high accuracy near the center of
the array. A visual frame of reference might be ex-
pected to effectively define the plane of the head and
could thus cause a local influence directly behind the
head.

In the two frontal arrays, however, there is evidence
of the importance of the direct visualization of the
alternatives to produce facilitation. In the span posi-
tioned to the side of the head, the interaction indi-
cated that the influence of vision decreased with in-
creasing eccentricity. The observation indicates that
in the absolute-identification paradigm, at least some
of the high acuity associated with the frontal region
is due to the influence of vision. The subjects actually
made fewer errors in localizing the backmost speaker
when vision was not available than they made when
the speaker was directly in front of them. The sugges-
tion here is that, under normal circumstances, the
subjects are in some way relying on vision to main-
tain accuracy in the frontal region.

There is some evidence with the side span for an
influence of vision on speakers outside the visual
field. There was less error associated with the left-
most speaker of the array in the case in which
vision was provided than when it was not, even
though this alternative was positioned at 290 deg azi-
muth and no subject reported being able to see the
speaker.

Taken together, these data indicate that vision has
a powerful effect on the accuracy of localization
judgments in the horizontal plane. There is an indica-
tion that there are two distinct influences of vision on
sound localization, a specific effect associated with
the direct visualization of sources, and a more global
effect that can influence performance outside the
visual field.

EXPERIMENT 2

Visual influences on the localization of sounds out-
side the visual field cannot involve accurate target-
directed eye movements, a factor Jones has argued
to be requisite to the visual facilitation of spatial
memory (Jones, 1975a; Jones & Kabanoff, 1975).
Thus, the observed visual facilitation of unseen
sources is most easily explained as a frame-of-
reference effect. At the same time, visible sound
sources were facilitated more than sources outside
the field of vision. Thus, the outcome of the first
experiment provides support for both hypotheses of
visual facilitation of auditory localization.

The same is true of separate experiments that have
been reported in the literature, but there are im-
portant procedural differences across studies that
may account for the divergent results. In the absolute-
identification experiments reported by Warren
(1970), the auditory stimuli were repetitive clicks pre-
sented until the subject completed a response, up to
an interval of 4 sec. Both Jones (1975b) and Jones
and Kabanoff (1975), on the other hand, presented
pure tones with step onsets for either 10 or 700 msec.
Furthermore, Warren used a same-different proce-
dure, whereas Jones and Kabanoff employed a single-
interval signal-detection paradigm. In both instances,
Warren’s experiments contained a minimal memory
component in the task, whereas those of Jones could
be expected to place considerable memory demands
on the subject, if indeed spatial memory does play a
role in auditory localization.

The experiments of Jones and Kabanoff were
directed primarily at the question of eye movements
in visual facilitation. They were quite successful in
this regard, but accuracy was not routinely assessed
in total darkness to establish a baseline of per-
formance. Likewise, Warren used a restricted num-
ber of lighting conditions—namely, total darkness,
total illumination, and a single reference light directly



in front of the subject. Therefore, the data he reports
cannot truly differentiate between a frame of refer-
ence and a local influence of vision.

These specific points are not raised as fundamental
objections to the validity of these measurements, but
rather to illustrate that these experiments were de-
signed to demonstrate a specific effect. As such, the
outcomes do not constitute contradictory evidence,
but indicate that, under the proper conditions, both
the frame-of-reference and the memory-facilitation
effects attributed to vision can be demonstrated to
improve localization.

The present experiment represents an attempt to
manipulate these two visual effects selectively and to
investigate some of the parameters in their deter-
mination. The basic strategy invelved the reduction
and control of both the visual and acoustic environ-
ments to which subjects were exposed and the manip-
ulation of the correspondence between the spatial
information in the two modalities. Differences in the
procedures of experiments that have been reported as
support for the frame-of-reference and memory-
stabilization hypotheses of visual facilitation indicate
that there may be differences between the two effects
in the optimum spatial and temporal relationship
between visual and auditory stimuli. Therefore, given
that these two effects represent independent pro-
cesses, there should be an interaction between the
timing and placement of visual markers with respect
to sound-source positions in the determination of the
accuracy of localization judgments.

It takes about 200 msec to orient the eye (Yarbus,
1967), so facilitation should be expected only for
visual stimuli greater than 200 msec in duration. Fur-
thermore, a visual stimulus that only precedes a
brief auditory stimulus in time should be expected to
provide a frame of reference for auditory judgments
but should have little influence on spatial memory.
Likewise, a visual stimulus that stays on after a brief
sound should facilitate spatial memory but cannot
provide a frame of reference for a sound that has
already terminated. Of course, the neural representa-
tions of a stimulus do not follow the exact time
course of the stimulus itself, but these generalizations
must be true to a close approximation if the con-
cepts of frame of reference and memory facilitation
are meaningful. The following experiments used this
logic in an attempt to differentially control the two
forms of visual facilitation.

Method and Procedure

Fifty-five male undergraduate volunteers with apparently nor-
mal hearing localized single 200-msec bursts of white noise pre-
sented at 62 dB SPL. Two TDH-39 matched speakers were fixed
on the 2.25-m hoop at +1.0 deg azimuth. The subject’s chair,
with headrest and bite plate, was 2.10 m from the speakers, on
the opposite side of the speaker hoop. The subjects were provided
with a response box that had two buttons. The ITI was 10 sec.
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Visual stimuli were provided by six light-emitting diodes (LEDs)
set in foam rubber mounted in front of the speakers. The LEDs
were arranged in pairs positioned at +.7, +1.0, and +1.4 deg
azimuth, approximately 1 deg below the plane of the speaker
cones. There were 11 visual environments in which performance
was assessed. Nine of these were produced by the factorial arrange-
ment of the three spatial positions of the lights and three temporal
parameters of light presentation. Specifically, the lights were
either 1,000 msec long and synchronous with the sound in either
onset or offset, or 200 msec in duration and in total synchrony
with the auditory stimulus. Performance was measured in total
darkness in two groups, one of which was tested at the start
of the experiment, and the other at the end.

The lights were always presented in pairs and provided no
discriminative information by themselves. The subjects exposed to
LEDs were asked to ‘‘watch for the lights on each trial, and use
them as a spatial marker if you can,” but their response was
always made with respect to the sound-source position. Except
for the light produced by the LEDs, the room was totally dark.
The lights were clearly visible, but did not provide enough
illumination to allow any contours in the environment to be seen.
An equal number of subjects (five) were tested in each of the
11 conditions.

The subjects were provided with two previews of each speaker
and given 16 practice trials before the 40 test trials began. No
feedback was provided. Each speaker was presented equally often
and in a completely random order.

Results

The data were scored by calculating the d' and
beta score for each subject, and submitting these two
sets of data to separate ANOVAs. The design was
one involving the factorial arrangement of two three-
level factors, the timing and spacing of the lights, and
two baseline measurements, so that the data were not
organized in a convenient factorial design. Further-
more, particular questions were of critical importance
here, such as the equivalence of the two measurements
made in total darkness, so that the analysis was
carried out by submitting the dependent measures to
11-factor one-way ANOVAs, and specific compari-
sons were defined by orthogonal weighting coefficients.

The 10 sets of weights used in the analysis are
provided in Table 1. The first two sets concern the
two measurements made in total darkness: The
first set of weights compares performance in the dark
with that observed in all the lighted conditions com-
bined, and the second compares the first and second
measurements taken in total darkness. The third and
fourth comparisons test the linear and quadratic
trends across the three spacings of the 200-msec light
presentations, and the fifth tests the overall difference
between performance with a 200-msec and a 1,000-
msec light,

The remaining comparisons deal with the differ-
ences between the cases in which the light preceded
the sound and those in which the light remained on
after the sound was turned off. The sixth and seventh
set of weights test, respectively, for parallel linear
and quadratic trends across light spacings in the two
lighting conditions. The eighth comparison, however,
tests for linear trends across spacings that are in
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Table 1
The 10 Orthogonal Weighting Coefficients Used to Assess the Effects of the 11 Lighting Conditions
Lighting Condition
Cotemporal (in Degrees) Preceding (in Degrees) Trailing (in Degrees) Darkness
+.7 +1.0 +1.4 +7 +1.0 1.4 +.7 +1.0 +1.4 First Second
(@) 2 2 2 2 2 2 2 2 2 -9 -9
(2 0 0 0 0 0 0 0 0 0 1 -1
(3 1 0 -1 0 0 0 0 0 0 0 0
(9 1 -2 1 0 0 0 0 0 0 0 0
(5) 2 2 2 -1 -1 -1 -1 -1 -1 0 0
( 6) 0 0 0 1 0 -1 1 0 -1 0 0
()] 0 0 0 1 -2 1 1 -2 1 0 0
(8) 0 0 0 1 0 -1 -1 0 i 0 0
9 0 0 0 1 -2 1 -1 2 -1 0 0
(10) 0 0 0 1 1 1 -1 -1 -1 0 0

opposite directions between the two 1,000-msec con-
ditions, and the ninth set tests for the same relation-
ship with quadratic trends. The tenth set of weights
defines a direct comparison of the cases in which
the lights remained on after the sound was turned
off with those in which the light preceded the sound.

The ANOVA of d’ scores revealed that there were
significant differences across the 11 conditions
[F(10,44) = 2.50]. Comparisons 3 [F(1,44) = 4.02],
5 [F(1,44) = 4.68], and 9 [F(1,44) = 9.37] were
significant. The mean d’ scores are plotted in Fig-
ure $S.

The significance of the third comparison was due
to the fact that, with totally synchronous lights and
sounds, d' was very low with the closest spacing of
the lights and improved linearly with increased
spacing, such that, with the lights separated by
2.8 deg, performance was about the same as it was in
total darkness. Clearly, this observation was related
to a detrimental effect on performance at the closer
spacings. The significance of the fifth comparison
also reflects this trend: Overall, d’ was lower with
the 200-msec lights than it was with the 1,000-msec
visual stimuli.

The significance of Comparison 9 was due to the
fact that vision facilitated performance with different
spatial positionings of the lights when the lights came
on before the sound than was the case when the
lights remained on after the sounds went off. With
the closest spacing of the lights, performance was
best when the lights preceded the sound. When the
lights and sound positions were cospatial, on the
other hand, the subjects were most accurate if the
lights stayed on after the sound was terminated. The
comparison clearly indicates an interaction between
the temporal and spatial parameters of the lights in
the determination of the accuracy of auditory local-
ization.

The ANOVA of beta scores with the same weight-
ing functions revealed that none of the comparisons
were significant. The overall beta score was 1.09, so

that the manipulations did not appear to produce any
consistent bias in the subjects’ responses.

Discussion

The results indicate that both the spatial and tem-
poral relationships between the lights and sound are
effective in influencing the accuracy of auditory
localization. Under conditions of total synchrony be-
tween the lights and sounds, the effect was detri-
mental to performance, and only the closest spacing
of lights with the preceding lights and the cospatial
arrangement with the temporally extended lights pro-
duced any improvement over performance in total
darkness. Because of the specificity of these effects,
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Figure 5. The mean d' score associated with each of the 10
lighting conditions. The cotemporal condition refers to the mea-
surement in which the lights and sounds were both 200 msec
and in total synchrony, whereas the preceding and trailing condi-
tions refer to the 1,000-msec light that was synchronous with the
offset and onset of the sound, respectively. The position of the
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were positioned at 1 1.0 deg azimuth. The darkness condition
represents the mean of all 10 measurements made without the
benefit of lights. The error bars represent the standard error of
measurement associated with each point.



the overall comparison of performance with and
without the benefit of lights was nonsignificant.

The performance with 200-msec lights indicates
that, at least for unpracticed observers, visual in-
formation was incorporated into the judgments of
sound position, even though the effect was to degrade
accuracy. This indicates that, in the normal situation,
vision plays a large role in the perception of space
and subjects find it difficult to ignore visual informa-
tion, This interpretation is in accordance with a
similar finding in adaptation to a discordance be-
tween visual and auditory direction, in which obser-
vers find it difficult not to attend to visual stimuli,
even though they are instructed to do so (Canon,
1970). It seems likely that, with extended training,
subjects could learn to disregard the lights, but the
immediate effect observed here was that the lights
would degrade performance.

It is not clear why the deleterious effects of these
200-msec lights should decrease as the spacing be-
tween the lights was increased. It is possible, however,
that the subjects found the more widely spaced lights
easier to ignore or that there were some visual local-
ization problems that decreased with the increased
spacing of lights across conditions. The fact that
there were detrimental effects at all, on the other
hand, may be attributable to the fact that, according
to the measurements of Yarbus (1967), the physical
orientation of the eye to a visual stimulus takes
approximately 200 msec to complete. Therefore, the
completion of visual orientation and the termination
of the light should have been relatively close in time.
[t is likely, therefore, that the short duration of the
lights, and not the synchrony with the sounds, pro-
duced the observed effects. An interesting empirical
question would be: What temporal duration of the
lights and sound would be sufficient to produce
facilitation relative to performance in total darkness?

The observations relating facilitatory effects to the
spatial positions of the 1,000-msec lights and the
temporal relation to the sound indicated that there
are two distinct components to such facilitation.
When the lights came on before the sound, per-
formance was best with the most closely placed lights,
but, when the lights remained on after the sound
went off, performance was best with spatially co-
incident lights and sound.

The dual nature of the effect and the two processes
discussed in the literature seem to correspond. A
general frame of reference, to be optimally useful,
should be available before specific stimuli are pre-
sented, so that the case in which the lights came on
before the sound might well reflect this process. If
this is true, it is reasonable that the optimum stim-
ulus should be one that orients the subject to a posi-
tion between the two alternatives. The most closely
spaced lights, assuming subjects orient to one or
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the other of the lights, is the only instance in which
this would be the case. From this interpretation, it
would have to be admitted that a single light source
halfway between the alternatives would have been
effective in producing an effect, It is worthwhile to
note that Warren (1970) has already shown that this
stimulus arrangement does provide an adequate
frame of reference for the facilitation of localization
judgments.

Visual facilitation of spatial memory is a possible
explanation of the influence of the lights that re-
mained on after the sound was terminated. The facil-
itation was due to an influence in time after the
discriminative stimulus, so the process must, in some
sense, involve memory. Furthermore, the fact that
spatial correspondence was required to produce any
measure of facilitation is in accordance with the sug-
gestion that target-directed eye movements are re-
quired to produce visual facilitation of position
memory (Jones, 1975a; Jones & Kabanoff, 1975).

The results constitute evidence for a complementary
relation between the frame-of-reference and the
memory-stabilization hypotheses of visual facilita-
tion. Those defending the respective points of view
have used the reasonable strategy of employing para-
digms that maximize the effect of interest. In some
sense, this is a general strategy of science, but there
has to be a balance between the production of a phe-
nomenon under controlled conditions and the study
of a phenomenon under limited conditions. In this
particular case, it appears that, in order to optimize
one aspect of visual facilitation, a second aspect of
the effect was minimized, at least in the experiments
used as primary support for the two prominent
theories. The results reported here indicate that both
processes are involved in visual facilitation, each with
different governing parameters and, therefore, pos-
sibly complementary effects in full-context environ-
ments.
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