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Howmuch "effort" shouldbe devoted to memory?
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We focus on the issue of whether cognitive effort is causally related to memory. We begin with
a discussion of the concept of cognitive effort as derived from capacity models of attention. We
then suggest that the theoretical analysis of memory may involve concepts from different levels
of psychological analysis, and we draw a distinction between concepts that represent boundary
conditions and sufficient cause. When applied to memory phenomena, attentional concepts serve
only as a boundary-or limiting-function in memory theory. In contrast, concepts that represent
memorial processes serve as a sufficient cause function. In some instances, cognitive effort ap­
pears to have been used as a sufficient cause concept, resulting in some confusion. A review of
the literature reveals a haphazard correlation between indexes ofcognitive effort and of memory
performance. Alternatively, the application of cognitive effort or capacity to the memory perfor­
mance of certain populations (clinical, children, and elderly) illustrates a potentially more ap­
propriate use of the concept.

Whatever future conclusion we may reach as to this, we
cannot denythatan object once attended to will remain in
the memory, whilst one inattentively allowed to pass will
leave no traces behind. (James, 1890, p. 427)

The conceptsof attentionand memoryhave been peren­
nially interwoven in the fabric of cognitive theory. Any
adequate theory of intellectual functioning must eventu­
ally describe the interaction between these concepts, as
well as provide a coherent account of the two concepts
separately. Research and theory on these concepts logi­
cally precede description of their interaction, but the in­
extricable intertwining of attention and memory some­
times encourages the transfer of concepts from attention
to explanations of memory. Sincetheoriesof attentionand
theories of memory, as separate conceptual systems, are
designed to address different questions, borrowing con­
cepts from attention to explain questions about memory
can lead to confusion and, occasionally, to illogical propo-
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sitions. It is our position that some conceptual confusion
has arisen over the application of the attentional concept
of cognitive effort as an explanatory mechanism of
memory phenomena.

The goal of a theory of attention, in large part, is to
describe the selective and limited character of cognitive
functioning. The empiricalbasis for this work has derived
historically from the question, "How many things can be
done at one time?" Dependentmeasures of memory have
often been used to answer this empirical question. Mem­
ory measures are prevalent in empirical studies of atten­
tion because theories of attention typically specify a
mechanism for selection, and memory performance can
be predicted from the hypotheticaloperation of this selec­
tion mechanism. For example, Broadbent's (1958)model
of attention assumed that the processes responsible for
long-term memory occurred after attentional ftltering.
Therefore, memory for an experience was believed to be
diagnostic of attentional allocation, and many studies of
the early selection model used dependent memory mea­
sures. If a particular memorialprocesscould operate only
after attentional ftltering had occurred, then the failure
of the memory process to carry through could be ascribed
to attentional ftltering. Thus, the memory data provide
a basisfor inferringthe operationof the attentional mecha­
nism. In tum, the attentionalconceptestablishesa bound­
ary conditionfor the explanationof memory performance
through the assumption that attention is necessary for
memory.

On the other hand, gradations in memory performance
would not be explained by attentional ftltering. Rather,
degrees of retention are explained by reference to partic­
ular memorial processes per se (e.g., rehearsal was an
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important concept during the time of Broadbent's theory).
Such processes function in theories of memory as con­
cepts that describe the sufficient (or immediate) cause of
memory performance. This distinction between the bound­
ary function of attentional concepts and the sufficient cause
function of memory concepts will be central to our dis­
cussion of cognitive effort.

As theories of attention have evolved, memory for an
event can no longer be used in research on attention to
infer the occurrence of psychological processes. Contem­
porary capacity theory ofattention has abandoned the as­
sumption that attention is always necessary for memory,
and allows for the theoretical possibility of preattentive
or automatic processes that consume little or no attentional
capacity. Within this framework, the empirical question
of "How many things can be done at once?" translates
to "How much attentional capacity is required by the
processes necessary for a given task?" That the processes
actually occurred is inferred from successful (primary)
task performance, and the capacity used by these processes
is typically inferred from interference on secondary tasks
(see Kahneman, 1973; Kerr, 1973). Memory for an event
may be a primary task, in which case memory perfor­
mance will be correlated with the measure of interference
to infer the amount of capacity used by the processes
responsible for memory performance.

This line of reasoning is well suited to the questions
posed by capacity theories of attention, particularly the
issue of the capacity requirements of the theoretical
processes necessary for task performance. Given the
premises of capacity theory, the data produced under the
above rationale would be interpreted in terms of the oper­
ation of processes that result in task performance and the
relative capacity used by these processes. As with Broad­
bent's (1958) theory, capacity concepts can serve as
boundary concepts in theories of memory, but these con­
cepts are no more appropriate as sufficient cause concepts
in memory than was Broadbent's attentional filter. The­
ory and research on cognitive capacity tell us little about
the qualitative nature of the processes that occupy that
capacity, and it is the description of these processes that
constitutes the sufficient cause concepts in theories of
memory.

The problem addressed in this paper arises when the
reasoning is rearranged such that the proportion of atten­
tional capacity required by a memory task instead deter­
mines the degree of processing, which in tum determines
the subsequent level of retention. This reasoning is un­
warranted by capacity theories, and we shall argue that
it creates some confusion for a theoretical analysis of
memory. This confusion may arise because the concept
of "cognitive effort" has different meanings.

THE CONCEPT OF COGNITIVE EFFORT

In capacity models of attention, successful task perfor­
mance is generally seen as a matter of resource require-

ments in relation to resource availability. According to
Navon (1984), resources may be defined as "any inter­
nal input essential for processing (e.g., locations in
storage, communication channels) that is available in
quantities that are limited at any point in time" (p. 217).
Cognitive effort is technically defined as the percentage
of the available capacity or resources allocated to a given
task. Under this paradigm, performance of any task will
be influenced by resource requirements of the task only
if resource demand exceeds resource supply. That is, cog­
nitive effort is theoretically relevant only when capacity
requirements outstrip the available processing capacity.
Under these conditions, the theory clearly predicts that
the fewer resources required by a task, the greater the
probability that sufficient resources will be available. In
short, when resources are limited, tasks that require less
cognitive effort have a higher probability of success than
do those that require more cognitive effort.

What, then, are the predictions for a case in which suffi­
cient resources are available for all required tasks? Un­
der such conditions, all tasks would be performed suc­
cessfully, and no relationship would exist between
cognitive effort and task performance. Thus, a capacity
model of attention predicts no direct relationship between
cognitive effort and performance (but see Norman &
Bobrow's, 1975, discussion of resource-limited
processes) .

However, highly practiced tasks may require relatively
less effort. Thus, it might appear that there is a negative
relationship between effort and performance. But in no
way would this imply that less effort causes better per­
formance. Rather, the effort expended reflects an in­
dividual's degree of skill or task efficiency. When per­
formance requires no measurable resources, the
processing is said to be automatic (e.g., Shiffrin &
Schneider, 1977).

Cognitive Effort and Cognitive Capacity
As we have seen, the capacity model of cognitive ef­

fort presumes that performance will be a function of cog­
nitive effort if, and only if, task requirements exceed avail­
able resources. The application of this model to memory
implies that cognitive effort is an important theoretical
consideration only when insufficient capacity is available
to support the processes necessary for the retention of an
experience. That is, retention failure may be explained
in terms of insufficient cognitive effort only if the resource
demands of the necessary processes exceed resource
supply.

A close examination of the literature reveals two dis­
tinct conceptualizations of the relationship between
resources and performance. The clarification of these con­
ceptualizations begins with the distinction between cog­
nitive effort and cognitive capacity. One view is that the
same operation(s) may be less efficient in one person than
in another. Alternatively, the operations may be equally
efficient, but one individual may have fewer cognitive
resources (see Case, 1984, pp. 37-39). In the former in-



stance, processing is limited by effort and in the latter,
by capacity. With some exceptions (e.g., Case, 1984;
Hirst & Kalmar, 1987; Kail, 1984), the distinction be­
tween effort and capacity remains implicit, but this dis­
tinction is central to the proper use ofattentional concepts
in memory theory.

For a given individual at a given instant, capacity is
fixed and absolute. If a task requires processes that re­
quire resources that exceed available capacity, perfor­
mance will fail. Thus, resource availability may be a
necessary cause of memory processes and, in this sense,
can serve as a boundary concept in theories of memory .
This is merely a reaffirmation of the assumption that at­
tention is necessary for memory, and even this weak as­
sumption is controversial (e.g., Cheny, 1985; Hasher &
Zacks, 1979; Navon, 1984; Schneider & Shiffrin, 1985).

In contrast, cognitive effort, defined as the percentage
of available resources allocated to processes required by
a task, is relative both to task demands and to available
capacity. Perhaps it is this relativity that renders the con­
cept so seductive as a sufficient cause of memory. Cog­
nitive effort, unlike cognitive capacity, can vary with the
circumstances, tempting the theorist to assume that vari­
ations in effort produce variations in memory. However,
such a role is unwarranted by capacity theory. As dis­
cussed above, cognitive effort is causally related to
memory only if there are insufficient resources to sup­
port the required processes, a circumstance which reduces
to the case of insufficient capacity.

Cognitive effort and cognitive capacity are difficult to
discriminate empirically. Depending upon one's point of
view, performance failure may be attributable to demand
that exceeds the absolute supply of resources, or to the
inadequate allocation of resources. Much research on
young adults has relied on the assumption that various
memory tasks differ in their processing resource demands,
which encourages appeals to cognitive effort. Research
on memory and aging often harbors the additional assump­
tion that' 'older people have a smaller pool of processing
resources" (Craik & McDowd, 1987, p. 478; see also
Rabinowitz, Craik, & Ackerman, 1982; Salthouse, 1988).
In theory, the inability to discriminate effort and capac­
ity empirically is of little consequence as long as we recog­
nize that neither is a sufficient cause of memory.

Cognitive Effort as Mental Energy
Many studies of learning and memory have demon­

strated that difficult tasks subsequently produce superior
memory. One interpretation of this finding is that difficult
tasks require greater cognitive effort than do easy tasks
and therefore produce better memory (e.g., O'Brien &
Myers, 1985; Tyler, Hertel, McCallum, & Ellis, 1979;
Walker, Jones, & Mar, 1983). McDaniel, Einstein, and
Lollis (1988) have called this interpretation the "difficulty
effect." As straightforward as the premise appears to be,
examining its assumptions sheds considerable light on the
use ofa concept of cognitive effort. For example, the defi-
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nition of "task difficulty" is a nontrivial question in its
own right, an issue to which we shall return. The point
is that the difficulty effect seems to encourage a view of
cognitive effort as the expenditure of energy. Craik and
Byrd (1982), for instance, stated that "mental energy is
required for the effective functioning of certain mental
operations" (p. 192). The analogy here to physical energy
and work renders this concept quite appealing. The con­
cept of cognitive effort as mental energy is enhanced by
the realization that biological systems expend energy in
their functioning, an insight that was perhaps the greatest
breakthrough of 19th-century psychophysics. Fechner
(1966) articulated the theory that capacity limitation is due
to conservation of energy:

The energy needed by the legs for their jump is taken from
the flow of psychophysical processes needed for thinking....
[for] while we can divide disposable kinetic energy at will,
we can reach a maximum for anyone kind of activity only
to the extent that we let other activities rest. ... Thus also
we see the deep thinker sit as much as possible and we never
see someone who is running or lifting at the same time in
deep thought. This is a contradiction; it cannot occur. (p. 32)

Nonetheless, the issue remains as to how to combine
the energy concept with other concepts in our theories.
Presumably, cognitive effort in this context would refer
to the actual expenditure of energy and thus could be
analogous to kinetic rather than potential energy. The no­
tion then is that particular tasks require a certain amount
of energy, and the processes involved in accomplishing
these tasks are the work energized by cognitive effort.
These processes are responsible for memory, but the idea
seems to be that the processes are marshaled by cogni­
tive effort. In brief, tasks require energy, and this energy
propels the processes.

The belief that task difficulty is ultimately related to
memory through cognitive effort could mean that harder
tasks require more mental work, which produces better
memory. The analogy to "work" must be the operation
of the mental processes. The expenditure of energy is
analogous to cognitive effort. The energy is consumed
and/or released by the work (processing), and is evident
only as the process occurs. Thus, cognitive effort as the
expenditure of mental energy occurs as the result of
processing. Indeed, an energy interpretation ofcognitive
effort makes it clear that cognitive effort is the result, not
the cause, of processing. Since cognitive effort logically
cannot cause processing, the concept certainly cannot be
used to serve a sufficient cause function in theories of
memory.

In summary, cognitive effort is a concept whose line­
age, from either capacity or energy metaphors, prescribes
a clear relationship between memory processes and ef­
fort. Cognitive effort, as either the allocation of capacity
or the expenditure of energy, is the product of process­
ing. As such, the concept of cognitive effort cannot be
used as a theoretical description of sufficient causes of
memory processes.
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EMPIRICAL STUDIES OF COGNITIVE
EFFORT AND MEMORY

A substantial number of experiments have investigated
the empirical relationship between cognitive effort and
memory. The studies reviewed in this section are those
that attempted to establish a direct relationship between
cognitive effort and retention in normal adult subjects.
Subsequently, we shall review studies involving children,
older adults, and clinically depressed patients. The goal
of the review in this section is to determine if an empiri­
cal case can be made for the use of cognitive effort as
a causal concept in memory.

We use the word memory here to refer to retention mea­
sures that require conscious recollection on the part of
the subject, such as free recall, cued recall, and recogni­
tion. Thus, our review excludes recent research on im­
plicit memory measures (see Richardson-Klavehn &
Bjork, 1988; Schacter, 1987), which are sensitive to prior
experience but do not require conscious recollection.

Many studies that have invoked the concept of cogni­
tive effort as an explanation for memory data are not use­
ful for the purposes of this review. In particular, these
are studies that included no index of cognitive effort (e.g.,
Ellis, Thomas, & Rodriguez, 1984; Jacoby, 1978; Jacoby,
Craik, & Begg, 1979; McFarland, Frey, & Rhodes, 1980;
Rabinowitz, Ackerman, Craik, & Hinchley, 1982; Zacks,
Hasher, Sanft, & Rose, 1983). In addition, a number of
studies have included independent measures of difficulty
(processing times) but not of cognitive effort (Cairns,
Cowart, & Jablon, 1981; Einstein, McDaniel, Bowers,
& Stevens, 1984; McDaniel, Einstein, Dunay, & Cobb,
1986; McDaniel et al., 1988; O'Brien & Myers, 1985).
Given the goal of assessing the relationship between cog­
nitive effort and memory, independent indexes of both
memory and cognitive effort must be available.

In most of the studies that failed to index cognitive ef­
fort, effort is inferred from apparent task difficulty. As
previously mentioned, the independent variable of task
difficulty converges nicely with the energy connotation
of cognitive effort, which leads to the inference that any
effect of task difficulty on memory can be attributed to
the exertion of cognitive effort. There are two related
problems associated with this line of reasoning.

The first is a straightforward problem of circularity.
Without an independent index of task difficulty, expla­
nations of the effects of task difficulty upon memory, even
when mediated by the concept of cognitive effort, are cir­
cular. To say that memory is better for a more difficult
task requires that task difficulty be defined independently
of memory performance. This raises the second and more
complex issue of defining task difficulty.

What measures can be used to define the difficulty of
a task? A number of indexes may come to mind; perhaps
the most obvious are latency and accuracy. In order to
interpret any effect of task difficulty in terms of cogni­
tive effort, however, a correlation must be demonstrated
between the index of task difficulty and the index of cog-

nitive effort. Although the relationship between task
difficulty and the concept of cognitive effort may appear
so obvious as to make empirical determination of this
correlation needless, we must remember that cognitive
effort is defined as the percentage of capacity required
to perform a task. With this definition in mind, the
processes required for an "easy" task may consume just
as much capacity as those required for a "hard" task,
and the relationship between task difficulty and cognitive
effort becomes a nontrivial problem. Indexes of cogni­
tive effort and task difficulty need not be highly related,
as illustrated by findings of an inverse relationship be­
tween the two factors (Britton, Holdredge, Westbrook,
& Curry, 1979; Britton, Westbrook, & Holdredge, 1978).
Other studies have failed to find positive relations between
task difficulty and memory (Jacoby, 1978; Zacks et al.,
1983).

Consider a limiting-case thought experiment. Suppose
a subject is given two paragraphs, one written in English
and the other in Arabic (presuming the subject is not fluent
in Arabic). The subject's task is to read these paragraphs
for comprehension in a 5-min period. Any error on the
comprehension test results in certain and immediate death.
The two paragraphs clearly differ in difficulty, as could
be shown on any of several measures. In all probability,
however, cognitive effort would not differ (i.e., the per­
centage of capacity burned up by these death-defying tasks
would equal 100% in both cases).

The point is that cognitive effort cannot be inferred
directly from task difficulty unless task difficulty is actu­
ally defined by cognitive effort. This is exactly the as­
sumption made in most research on attention. Such an as­
sumption is completely reasonable in interpreting memory
data, but it necessitates an independent index of cogni­
tive effort. Otherwise, studies of memory as a function
of task difficulty have nothing conclusive to say about cog­
nitive effort and memory.

Serious questions may also be raised about the logic
of various indexes of capacity utilization. Kahneman
(1973) suggested a range ofpossibilitiesand later defended
quasi-physiological measures, such as pupil dilation, on
the grounds of simplicity (Kahneman, 1983). Most of the
relevant research on memory has employed dual-task in­
terference as the measure of cognitive effort, for which
the rationale is widely known. Nonetheless, considerable
controversy remains about the actual measurement of cog­
nitive effort (e.g., Navon, 1984; Wickens, 1984). This
issue, however, is beyond the scope of our purposes.

Concerns about independent indexes of cognitive effort
notwithstanding, a number of experiments have provided
the requisite information for a fair assessment of the rela­
tionship between cognitive effort and memory. We shall
be looking for two types of relationships. The first type
implies that changes in memory are necessarily accom­
panied by changes in cognitive effort. Violations of this
relationship would be represented by changes in memory
unaccompanied by changes in cognitive effort. The sec­
ond type is a sufficiency relationship in which cognitive



effort is a sufficient cause of memory. Violation of this
relationship would be represented by changes in cogni­
tive effort unaccompanied by changes in memory. Thus,
the purpose of this review is to examine studies in which
manipulations have produced effects upon the indexes of
cognitive effort and of memory, and to determine if differ­
ences in cognitive effort are consistently related to differ­
ences in memory.

Are Differences in Memory Invariably
Accompanied by Differences in
Cognitive Effort?

Ifmemory is necessarily related to cognitive effort, all
changes in memory should be associated with correspond­
ing changes in cognitive effort. One strategy to explore
this hypothesis is to manipulate variables known to af­
fect memory and examine their effect upon cognitive ef­
fort. Since in many cases the effects of these variables
already have some consensual interpretation, studies that
use this strategy are interesting because they may allow
us to determine the cognitive effort requirements of ac­
cepted theoretical memory processes.

Consistent with this strategy, Johnston and Uhl (1976)
measured the cognitive effort (indexed by reaction time
to detect atone) associated with spaced versus massed
repetitions of words. Spacing of repetitions is known to
affect memory positively and, indeed, Johnston and Uhl
found that greater cognitive effort was expended with
spaced than with massed repetitions.

Similar conclusions follow from Griffith's (1976) dem­
onstration that elaborate encoding manipulations interfere
more with a secondary task than do less elaborate encod­
ings. Griffith's research was the first in a series of at­
tempts to relate cognitive effort to concepts derived from
levels of processing (Craik & Lockhart, 1972). These ex­
periments provide the information needed to determine
if cognitive effort can be conceptualized as necessary for
hypothetical memory processes such as depth, elabora­
tion, and congruity.

Eysenck and Eysenck (1979) reported an extensive
series of experiments designed to examine the relation­
ship between cognitive effort and the variables presumed
to affect depth and elaboration of encoding. Subjects were
asked questions about either semantic or structural proper­
ties of words, a depth manipulation. The questions
referred to either one or two attributes of each word, and
the answer could be either yes or no. Both of these
manipulations have previously been found to encourage
broader or more elaborate encoding (Craik & Tulving,
1975; Klein & Saltz, 1976; Shulman, 1974). While an­
swering the questions about the words, subjects were also
required to respond to either a visual or an auditory sig­
nal, and reaction time to the signal was taken as the mea­
sure of cognitive effort. Memory performance revealed
typical effects: semantic processing was superior to struc­
tural processing; "yes" responses were associated with
better memory than were "no" responses; and answer­
ing two questions was associated with better memory than
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was answering one question, but only within semantic
processing. Reaction time to the auditory and visual sig­
nals was longer during semantic than during structural
processing, as was also the case in answering two ques­
tions rather than one. These results are consistent with
Griffith's (1976) data. However, reaction timewas greater
for questions that required a "no" response thanfor those
that required a "yes" response. Thus, while Eysenck and
Eysenck found some positive correlations between cog­
nitive effort, depth of processing, and memory, their data
also revealed an inverse relationship between cognitive
effort and memory.

In a widely cited study that can be seen as a continua­
tion of this question, Tyler et al. (1979) varied task
difficulty orthogonally to depth of processing. Their non­
semantic task required subjects to solve anagrams that
were varied in difficulty by rearranging different num­
bers of letters from the source word. A sentence­
completion task served as the semantic task, and the
difficulty of this task was manipulated by varying the ex­
tent to which the sentence frame constrained the subject's
choice of an appropriate completion. Both the anagram
and sentence-completion tasks were presented as match­
ing tasks; that is, the subject saw either an anagram or
a sentence frame in conjunction with a target word. The
subject had to decide if the word was the solution to the
anagram or if it completed the sentence appropriately.
This procedure permitted an analysis of performance on
"yes" and "no" responses. Reaction time to a tone
presented during the orienting task served as the index
of cognitive effort.

Tyler et al. (1979) found that recall for the target words
varied predictably with all three manipulations. Better
memory was associated with semantic than with non­
semantic tasks, with hard than with easy tasks, and with
words that correctly solved the problem ("yes" responses)
than with those that did not ("no" responses). Cognitive
effort was positively related to task difficulty, as reaction
time to the tone was longer in conjunction with hard tasks
than with easy tasks. On the other hand, cognitive effort
differed neither as a function of the semantic-nonsemantic
task manipulation nor as a function of yes-no responses.
Both of these variables affected memory without neces­
sitating changes in cognitive effort.

Krinsky and Nelson (1981) replicated the Tyler et al.
(1979) study using pupillary dilation as an index of cog­
nitive effort. Their results were similar to those of Tyler
et al., including finding memory differences for orient­
ing tasks with no corresponding difference in pupillary
dilation. Ifanything, their nonsemantic task exerted larger
effects on pupillary dilation than did their semantic task.
Krinsky and Nelson reported no direct statistical compar­
isons between semantic and nonsemantic orienting tasks
because the relative task difficulty between their seman­
tic and nonsemantic tasks was unknown and was poten­
tially confounded with the nature of the tasks. Although
this argument certainly has some validity, it relies on a
different view of the relationship between the variable of
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task difficulty and the concept of cognitive effort than the
view normally adopted in attention research. That is,
Krinsky and Nelson argued that comparisons of cogni­
tive effort and memory across semantic and nonsemantic
tasks are inappropriate because of the lack of a task
difficulty scale. If, however, one assumes that cognitive
effort reflects task difficulty, then Krinsky and Nelson's
index of cognitive effort clearly indicates that their non­
semantic task was more difficult than their semantic task.
Yet their semantic task produced superior memory per­
fonnance. At any rate, Krinsky and Nelson's data repli­
cate the Tyler et al. findings; orienting tasks produced
memory changes with no corresponding effect upon cog­
nitive effort.

A lack of a relationship between cognitive effort and
memory was also reported by Britton, Meyer, Simpson,
Holdredge, and Curry (1979). They asked subjects to read
prose passages that contained a target paragraph. The
same paragraph was read in the context of two different
passages, so that in one passage the paragraph was of
major importance and in the other passage it was of
minimal importance. Their subjects' reaction time to an
auditory signal while reading, the measure of cognitive
effort, did not differ as a function of paragraph impor­
tance. Memory for the paragraph, however, was much
better when the paragraph was important. Once again,
these data reveal an effect upon memory unaccompanied
by an effect upon cognitive effort.

In summary, a number of studies have found memory
differences unaccompanied by differences in cognitive ef­
fort (Britton, Meyer, et al., 1979; Eysenck & Eysenck,
1979; Krinsky & Nelson, 1981; Tyler et al., 1979). More
specifically, variables known to affect memory, with
widely accepted interpretationsof their effects, do not con­
sistently influence cognitive effort indexes. Semantic
processing sometimes requires more cognitive effort than
does nonsemantic processing (Eysenck & Eysenck, 1979;
Griffith, 1976), but sometimes the effort required by
the two does not differ (Krinsky & Nelson, 1981; Tyler
et al., 1979). Memory for answers to congruent questions
("yes" responses) is better than memory for answers to
incongruent questions ("no" responses), but indexes of
cognitive effort sometimes fail to reflect this difference
(Eysenck & Eysenck, 1979; Tyler et al., 1979). Thus,
theoretical processes presumed to be directly related to
retention appear to have no necessary relationship to cog­
nitive effort.

On the other hand, positivecorrelations between indexes
of cognitive effort and of memory have been reported
(Britton, Westbrook, & Holdredge, 1978; Eysenck & Ey­
senck, 1979; Griffith, 1976; Johnston & Uhl, 1976;
Krinsky & Nelson, 1981; Tyler et al., 1979). These em­
pirical relationships may indicate the sufficiency of cog­
nitive effort for memory. While it is clear that not all ef­
fects on memory are accompanied by corresponding
effects on cognitive effort, changes in cognitive effort may
be sufficient to produce changes in memory.

Are Differences in Cognitive Effort Invariably
Accompanied by Differences in Memory?

A number of studies reviewed above reported positive
relationships between cognitive effort and memory. Such
data are consistent with the notion that changes in cogni­
tive effort are sufficient to produce changes in memory.
We will now tum to the question of whether such a rela­
tionship exists. As it turns out, a number of experiments
have produced contradictory data; that is, variations in
cognitive effort unaccompanied by variations in memory.

Kellogg (1984) reported no correlation between cog­
nitive effort and memory for five-letter, nonword stimuli.
Under conditions of intentional learning (i.e., subjects
were told of a subsequent memory test), subjects were
required to respond to an auditory signal. Even though
Kellogg found substantial variations in reaction times­
an indication of changes in cognitive effort-the subse­
quent correlations with memory did not differ from zero.

Further challenges to the sufficiency hypothesis have
come from Bruce Britton's research on comprehension
and capacity utilization. For example, Britton, Piha,
Davis, and Wehausen (1978) used Rothkopf's (1966)
adjunctive-question technique to enhance the comprehen­
sion of technical passages. One group of subjects was
given relevant directive questions prior to reading a pas­
sage and other groups were given either irrelevant or no
questions prior to reading. The relevant-question group
was slower in reacting to a click during reading than were
the other groups. Memory for the passage, however, was
not affected by the questions.

In another study, Britton, Holdredge, Curry, and West­
brook (1979) asked subjects to read Bransford and John­
son's (1972) paragraphs, which are very difficult to com­
prehend unless preceded by a thematic title. Subjects who
were given the title prior to reading the passage were
slower to react to a click during reading than were sub­
jects who were not given the title. However, no differ­
ence was found between these two groups on a subsequent
memory test. This result is problematic because the ex­
perimental group should have remembered more than the
control group. The memory measure employed by Brit­
ton et al. may have not been optimal; therefore the lack
of a relationship between effort and memory is inconclu­
sive in this study.

A similar lack of a relationship between cognitive ef­
fort and memory, however, was found by Britton (1980).
The primary manipulation in this experiment was whether
subjects expected an immediate or a delayed memory test
for a written passage. Again, a click-detection secondary
task was used to measure cognitive effort during read­
ing. Subjects who expected a delayed memory test were
slower to react to clicks than were those who expected
an immediate test, but memory performance did not differ
as a function of time-of-test expectancy.

Finally, Britton, Glynn, Meyer, and Penland (1982)
reported two experiments in which variations in cogni­
tive effort again were not accompanied by differences in



memory. In one experiment, subjects read passages writ­
ten in either normal or very simple syntax. Reaction time
for click detection was much faster in the simple-syntax
subjects, but recall did not differ as a function of syntax.
In a second experiment, Britton et al. varied the signal­
ing of the important ideas in the passage. "Signals" are
special words that alert readers to important ideas and
thereby simplify text. Signaling in this study was as­
sociated with faster reaction time in the secondary task
during reading, but memory did not vary as a function
of signaling. This series of experiments provides clear evi­
dence that differences in cognitive effort are not sufficient
to produce differences in memory.

Britton's research has also produced one experiment in
which cognitive effort and memory were inversely related
(Britton et al., 1982, Experiment 2). In that experiment,
the syntactical complexity of written passages was varied
orthogonally to the frequency of words contained in the
passages. Thus, the apparent difficulty of the passages de­
pended both on syntactical complexity and on the familiar­
ity of the words. Not surprisingly, the easiest passages,
those with simple syntax and high-frequency words, pro­
duced the least interference with secondary-task perfor­
mance. Furthermore, those same passages (which re­
quired the least cognitive effort for comprehension) were
best remembered. This result, along with Eysenck and
Eysenck's (1979) finding that positive responses required
less effort and were better remembered than negative
responses, provides evidence that cognitive effort and
memory can be inversely related.

Summary of Empirical Studies
We have seen that the literature provides ample evi­

dence that changes in cognitive effort are not sufficient
to produce changes in memory. Indeed, all possible rela­
tionships between cognitive effort and memory have been
reported, ranging from positive to none to negative. What
are we to make of these inconsistencies? If we return to
the distinction between a concept that determines the
boundary conditions of processes and a concept that causes
the processes, the failure to find a consistent relationship
between cognitive effort and memory is perfectly under­
standable.

The hypothetical processes that theoretically result in
memory performance are presumed to require mental
resources that are in limited supply. In an experiment that
requires a subject to perform a task for which memory
will later be tested, the mental processes required for the
task are responsible for the indexes of cognitive effort and
of memory. If the manipulations are such that the
processes required to solve one version of the task de­
mand more resources than are required to solve another
version of the task, differences in cognitive effort will
result. Whether these differences also result in memory,
however, depends upon the nature of the processes re­
quired to solve the task. In some cases (e.g., solving ana­
grams), the processes that require greater resources may
also be particularly relevant for retention of the task. In
other cases (e.g., reading as a function of syntactical com-
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plexity), the processes that require fewer resources may
be particularly relevant to retention. Very simply, capac­
ity availability and capacity utilization are theoretical is­
sues independent of the processes entailed in retention.
Whether a task is successfully accomplished depends in
large part upon the availability of sufficient resources to
service the processes necessary to complete the task.
Whether the same task, or any part of it, is subsequently
remembered is determined by the nature of the processes
required to accomplish the task. Thus, even though Kolers
(1975) found decreased memory performance with greater
automaticity (i.e., less cognitive effort) in reading inverted
text, he attributed the change in memory to a qualita­
tive difference in processing: "Performance ... was not
only more rapid; it was also organized differently"
(p. 697).

An important contribution to our understanding of the
relationship between task difficulty and memory has been
outlined in studies by McDaniel and Einstein (Einstein
et al., 1984; McDaniel et al., 1986; McDaniel et al.,
1988). First, similar to our views on effort, they concluded
that "increases in task difficulty do not invariably produce
better recall performance" (McDaniel et al., 1988,
p. 12). Second, they have proposed a material appropri­
ate difficulty framework, in which "the difficulty or ef­
fort associated with encoding will benefit memory if and
only if the type of processing required by the difficulty
manipulation is not sufficiently induced by the stimulus
itself' (McDaniel et al., 1986, p. 646). Thus, encoding
difficulty or effort should not be a simple main effect
across a number of other factors. Empirical support for
their position comes from research on memory for text
(McDaniel et al., 1986) and for words (McDaniel et al.,
1988). Although these studies have not addressed effort
demands explicitly, we agree with their position that task
difficulty will not produce better memory in general. We
also have no argument with the position that difficulty can
affect memory in certain situations. But the distinction
that we stress is between difficulty and effort. When the
difficulty of a task causes appropriate processing (e.g.,
relational, or item-specific, as they suggest), then diffi­
culty has played an important role, but only because it
has induced the functioning of the relevant memory
mechanisms. The cognitive effort demanded by such
processes mayor may not be correlated with memory
performance.

Cognitive effort, as the utilization of capacity, is thus
not related to memory in any direct, causal sense. The
sufficient cause of memory performance is memory pro­
cesses, and indexes of cognitive effort provide virtually
no useful information for theoretical descriptions of these
processes. It is in this sense that cognitive effort can play
little role in theoretical accounts of memory at the proxi­
mate level.

On the other hand, capacity and its utilization are de­
termining conditions for memory in that the potential for
processes operating is determined by available capacity.
If insufficient capacity is available for the operation of
necessary processes, memory will fail. With such a role,
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the concept of cognitive effort obviously is important to
the operation of cognitive processes, and may serve an
important function as a concept establishing theoretical
boundary conditions in memory.

COGNITIVE EFFORT AS A
BOUNDARY CONCEPT

To argue that cognitive effort is not a useful concept
to describe sufficient causes in memory is not to deny any
theoretical role for capacity and cognitive effort in anal­
yses of memory. One may wish to move to another level
of theoretical analysis by asking such questions as "Why
did the processes not occur?" or "Why are the processes
different among different subject populations?" Under
certain circumstances, differences in capacity or cogni­
tive effort requirements may be reasonable responses to
these questions. The boundary concept may thus serve
to explain some aspect of the operation of hypothetical
processes.

The most obvious application of cognitive effort as a
boundary concept is to the general case in which reten­
tion is relatively poor or fails altogether. Such failure may
be due to the absence ofcertain processes, which in tum
is due to the absence of cognitive effort. Consider the fol­
lowing interpretation of relatively poor memory perfor­
mance in older adults: "their encoding, and perhaps
retrieval, processes will be impaired whenever the limit
of processing resources is exceeded" (Craik & Byrd,
1982, p. 193). The processes required for the task do not
function, and thus, memory is poor. The processes do not
function because they require more cognitive effort than
is available.

At one level, the use of cognitive effort as a boundary
concept may appear trivial because it is synonymous with
the assertion that we can only remember that to which
we attend, but this observation is only trivial because it
is familiar. In many cases, for example, to say that
memory fails because insufficient attention is devoted to
the material is to say something of potential theoretical
and practical importance about those cases. Such a use
of cognitive effort is most obvious when the concept is
applied to different subject populations. We shall illus­
trate this argument by referring to two such recent appli­
cations of cognitive effort.

Cognitive Effort, Memory,
and Depressed Mood

Memory deficits are well documented in clinically
depressed patients (Badawi, 1985; Henry, Weingartner,
& Murphy, 1973; Lloyd & Lishman, 1975; Russell &
Beekhuis, 1976; Weingartner, Cohen, Murphy, Martello,
& Gerdt, 1981) as well as in subjects who have been
subjected to artificially induced depressed mood states
(Bower, Gilligan, & Monteiro, 1981; Leight & Ellis,
1981). Why should depression impair memory? Answers
to this question have been offered at the level of theoreti­
cal memory processes such as organization (Badawi,

1985) and failure to engage in elaborative processing
(Weingartner et al., 1981). But why should these pro­
cesses be less efficient among depressed individuals than
among those who are not depressed? Leight and Ellis
(1981) expanded on the notion that depression is charac­
terized by negative thought, and argued plausibly that
depression produces interference with memory for exter­
nal events. This interference is at a general level,
however, in that the processes that represent negative
thoughts compete for capacitywith the processes-perhaps
organization or elaboration-required for memory of on­
going events. In short, Leight and Ellis have provided a
nice example of the use ofcognitive effort as a boundary
concept by suggesting that the failure of certain memory
processes is due to the lack of capacity. Capacity is con­
sumed by the processes responsible for negative thoughts,
which precludes the possibility of sufficient cognitive ef­
fort devoted to other incoming information.

Note that proponents of this explanation do not claim
that depressed patients remember more poorly because
they cannot exert cognitive effort, or that memory is
necessarily a continuous function of cognitive effort. The
implication of this explanation is of considerable practi­
cal importance in understanding memory in depression.
For example, memory failure is traceable to attention
failure, leaving open the possibility that memory for in­
formation for which capacity is available will be quite nor­
mal. Indeed, Badawi (1985) has shown that clinically
depressed patients recall negatively, but not positively,
toned material just as well as do nondepressed subjects.
Thus, their memory processes are not qualitatively differ­
ent from those of normal subjects. The poor memory as­
sociated with clinical depression is not the result of an
inherent lack of capacity or of the general inability to ener­
gize memory processes; rather, under certain conditions,
the processes required to remember an event simply do
not occur.

The value of theories such as that of Leight and Ellis
(1981), which use cognitive effort as a boundary concept,
is that the emphasis is placed foremost on memory
processes. Failure to remember is due to failure of these
processes. In specific situations, one might go on to ex­
plain the failure of these processes in terms of cognitive
effort, but in no sense would one be tempted to conclude
thatpoor memory in clinically depressed patients is caused
by a general lack of cognitive capacity or by a general
unwillingness to expend cognitive effort.

Cognitive Effort in the Development and
Aging of Memory

Theoretical application of cognitive effort to the anal­
ysis of memory in children and older adults has become
increasingly popular. Although conceptually less straight­
forward than the application to clinical depression, the
application of cognitive effort to aging and development
exemplifies both the complexities and the far-reaching im­
plications of the use of cognitive effort as a boundary
concept.



Guttentag (1985) has provided a thorough review of the
similarities between children and older adults in the per­
formance of certain laboratory tasks. The important
similarities for purposes of cognitive effort are: both chil­
dren and older adults are deficient, relative to young
adults, on tasks that require deliberate mnemonic strate­
gies (e.g., Cole, Frankel, & Sharp, 1971; Hultsch, 1971;
Lange, 1978; Ornstein & Naus, 1978; Perlmutter &
Mitchell, 1982); dual-task performance, one of which is
a memory task, suffers disproportionately in children and
older adults compared with young adults (e.g., Case,
Kurland, & Goldberg, 1982; Craik & McDowd, 1987;
Guttentag, 1984; Kee & Davies, 1988; Macht & Buschke,
1983; Salthouse & Somberg, 1982); age-related differ­
ences both in children and in older adults are attenuated
in incidental memory tasks, particularly when depth-of­
processing orienting tasks are provided (e.g., Erber, Her­
man, & Botwinick, 1980; Geis & Hall, 1976; Ghatala,
Carbonari, & Bobele, 1980; Mitchell & Perlmutter, 1986;
Owings & Baumeister, 1979); and tasks that are presumed
to rely on automatic processes reduce or eliminate age­
related differences (e.g., Burke & Vee, 1984; Hasher &
Zacks, 1979, 1984; Howard, McAndrews, & Lasaga,
1981). Thus, tasks that apparently require greater cogni­
tive effort reveal larger age-related differences in memory
than do tasks that require less cognitive effort.

These patterns provoked Guttentag (1985) to apply
Craik's attention deficit hypothesis (e.g., Craik & Byrd,
1982) to lifespan changes in memory. Craik's analysis
of memory deficits in aging emphasizes a decline in mental
resources. This decline is associated with decreasing ef­
ficiency of the processes responsible for cognitive tasks.
Guttentag has argued that the same analysis can be ap­
plied to the other end of the age spectrum; that is, that
children either gain greater processing resources or de­
velop more efficient processes (which require fewer
resources). The former interpretation, that the size of the
resource pool changes, is favored in explanations of ag­
ing (Craik & McDowd, 1987; Salthouse, 1988). The al­
ternative interpretation, that there are changes in the oper­
ating efficiency of memory and related processes, is
favored in accounts of improvements in childhood (Case,
1984; Kail, 1984). Guttentag's synthesis, as well as the
previous analyses of children and older adults, is of in­
terest for our purposes because capacity and cognitive ef­
fort can be applied as either boundary or sufficient-cause
concepts.

For example, memory performance in both children and
older adults has been characterized theoretically by in­
efficient processing. Progress has been made in identify­
ing the specific theoretical processes that differentiate var­
ious age groups. Older adults, for instance, appear less
likely to integrate to-be-remembered information in the
context in which it appears than do younger adults
(Rabinowitz & Ackerman, 1982). Similar conclusions
have been drawn from child research (Ackerman, 1983).
Integration is presumed to be a useful process that en­
hances the distinctiveness of the to-he-remembered infor­
mation (Craik, 1983). Children are less likely than young
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adults to engage in organizational processes, particularly
as reflected in their deliberate rehearsal of material to be
remembered (Lange, 1978; Ornstein & Corsale, 1979).
Smith (1980) has proposed the existence of similar process
inefficiencies in older adults.

Note that the explanation of memory performance as
inefficient processing, especially when a particular process
is identified, constitutes a sufficient explanation of age
differences in memory. A particular process functions
differently across ages, and this difference produces
differences in memory. Note further that this conceptu­
alization focuses upon differences in processes and en­
courages further exploration for descriptions of these
differences. At this level, the conceptual framework
directs research to concepts that refer to memory
processes.

As we begin to raise questions about why memory
processes operate differently across age, the level of anal­
ysis may shift to the description of boundary conditions.
At this juncture, the important point is to recognize
whether the concept, whatever it is, is being used in a
sufficient cause or boundary sense. The importance of
making this discrimination lies in the realization that sub­
sequent research on characterizing development will pro­
ceed as a function of different descriptions. To compli­
cate matters further, we must recognize that the same
concept can be used at both levels. A brief look at the
application of cognitive effort to age differences in
memory is illustrative of the conceptual complexity.

As mentioned above, the rise and fall of memory with
age can be described in terms of differential processing
efficiency. Three of the four general similarities among
the memory of children and of older adults are explained
fully as processing inefficiency. That is, if the question
is why children and the elderly perform differently on
memory tests than do young adults, a sufficient explana­
tion can be found in processing differences. Of course,
the notion of ' 'inefficient processing" needs to be fleshed
out, but the point is that a sufficient explanation of age
differences in the use of deliberate mnemonic strategies,
the effects of orienting tasks, and automatic processes can
be given in terms of memory processes.

Accounting for the remaining point of similarity-the
exaggerated effects of dual-task requirements in children
and older adults-probably requires an appeal to additional
concepts, in particular, to attentional concepts. But it is
here that such concepts, including cognitive effort and/or
capacity, can function in a boundary sense vis a vis
memory.

The reasoning is as follows. Dual-task deficiencies
among children and older adults may be due to inadequate
capacity or resources devoted to one or both of the tasks.
Measures of cognitive effort typically reveal relatively
greater effort devoted to a task by children and older adults
even though their memory performance on the task is
worse than that of young adults (Craik & McDowd, 1987;
Guttentag, 1984; Kee & Davies, 1988; Macht & Buschke,
1983). On the surface, this appears either paradoxical or
as a direct contradiction to the effort and memory hypothe-
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sis. However, if resources are considered as setting limits
rather than as a proximal cause, the paradox is resolved.
That is, even though older adults or children may indeed
be allocating a greater proportion of their resources, the
demand exceeds the supply.

These data, of course, mean that children and older
adults perform more poorly on both the primary and
secondary tasks than do young adults. Such a pattern is
reasonable if we return to the description of single-task
performance as inefficient processing. Inefficient process­
ing not only explains poor memory performance, but it
also consumes more capacity than does efficient process­
ing (which, of course, is why it is called inefficient). In­
efficient processing would thus produce higher estimates
of cognitive effort on a given task than would efficient
processing. As mentioned above, processing defines cog­
nitive effort. The resource demands of inefficient process­
ing are such that further processing demands of a dual­
task situation are even less likely to be met. If one of the
tasks involves memory, the inadequate capacity to carry
out the necessary processes is important for understand­
ing memory performance. But-and this is the point­
the theoretical analysis of memory as a function of age
would not focus on potential age differences in capacity .
Rather, the entire chain of reasoning hinges on age differ­
ences in processing efficiency.

This line of reasoning, however, can be easily rear­
ranged so that cognitive effort functions as a sufficient
cause concept of memory. Consider the following exam­
ple: "The decreased availability of attentional resources
in older people reduces the amount of spontaneously in­
itiated, deep, elaborate, and inferential processing car­
ried out and . .. this reduction in turn is associated with
lower levels of retention" (Craik & Byrd, 1982, p. 205).
The most straightforward interpretation of this position
is that older people have fewer resources, which reduces
the likelihood of processes occurring. Similar opinions
have been expressed in the analysis of children's memory
(e.g., Guttentag, 1985). Used in this sense, the lack of
cognitive capacity is the cause of inefficient processing.

The problem with this reasoning is the confusion in the
conceptual relationship between capacity and memory
processes. This analysis implies that limited capacity con­
ceptually precedes processing inefficiency, and thus it be­
comes very easy to view limited capacity as the cause of
inefficient processing. Such thinking reverses the theo­
retical relationship inherent in a capacity model of atten­
tion, which specifies that processes occupy capacity.

The importance of adopting the latter perspective lies
in the focus it places on the theoretical analysis of memory
processes. Alternatively, granting conceptual precedence
to cognitive effort over processes directs research efforts
and theoretical analysis away from processes and toward
capacity and cognitive effort. Previous efforts to apply
developmental differences in capacity as a causal factor
in children's memory illustrate the problems inherent in
this approach (e.g., Chi, 1976).

The cause of inadequate resources poses a more difficult
(and currently unresolved) question. Is it the case that,

as some investigators have suggested (Craik & McDowd,
1987; Salthouse, 1988), the pool of resources diminishes
with age? Or are the operations of children and older
adults less efficient, requiring too many resources even
though the size of the resource pool has remained con­
stant? The latter interpretation is supported by child
research; developmental changes in operational efficiency
are implied, as opposed to changes in cognitive capacity
(Case et al., 1982). Recent research with young adults,
however, has demonstrated that both resource size and
operational efficiency can change as a function of ex­
perience (Hirst & Kalmar, 1987). Yet another perspec­
tive from problem-solving research is that inefficient
processing in aging is not related to cognitive capacity
(Charness, 1987). Indeed, two studies (Duchek, 1984;
Hiscock, Kinsbourne, Samuels, & Krause, 1987) report
no age differences in cognitive effort in spite of age differ­
ences in memory performance. Regardless of the ultimate
outcome in this area, our point is simply that processing
resources can have a potential role in accounting for some
of the age-related changes in memory only when applied
as a boundary concept.

SUMMARY

Attention and memory have long been intertwined in
the conceptual analysis of intellectual functioning. Con­
cepts related to attention, such as capacity and cognitive
effort, are extremely useful for complete descriptions of
memory performance, but these concepts function at a
different level of theoretical analysis than concepts that
describe memory processes. Psychological processes pro­
vide a sufficient cause description of memory phenomena
in that these processes are the direct cause of memory per­
formance. These same processes consume capacity
(limited resources) and thus are responsible for indexes
of cognitive effort. Therefore, some covariation between
cognitive effort and memory performance is to be ex­
pected, but as the literature already reveals, the correla­
tion between indexes of cognitive effort and memory is
not impressive in the consistency of either its magnitude
or direction.

Cognitive effort is not a concept that stands in direct
theoretical relation to memory performance. Likewise,
neither cognitive effort nor mental energy represent the
causes of psychological processes that describe memory
directly. Rather, cognitive effort is an important concept
in attention which can be brought to bear on memory per­
formance to describe potential and limiting conditions of
psychological processes.

Used in this boundary sense, cognitive effort and
resource limitation may be useful concepts in application
to memory, particularly to differences in the cognitive
processes of special populations. Keeping in mind that
psychological processes consume the limited capacity and
determine the cognitive effort expended, theoretical anal­
ysis of memory must neither begin nor end with capacity
limitation and cognitive effort. To assert that differences
in memory as a function of age, for example, are caused



by differences in cognitive effort, is to direct research
away from a detailed understanding of the process con­
cepts so important to theories of memory. Discussion of
capacity differences in relation to memory performance
prior to some understanding of the processes is at best
premature, and is probably detrimental to the analysis of
memory.
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