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Lexical complexity and fixation times
in reading: Effects of word frequency,

verb complexity, and lexical ambiguity

KEITH RAYNER and SUSAN A. DUFFY
University of Massachusetts, Amherst, Massachusetts

Two experiments investigated whether lexical complexity increases a word's processing time.
Subjects read sentences, each containing a target word, while their eye movements were moni­
tored. In Experiment 1, mean fixation time on infrequent words was longer than on their more
frequent controls, as was the first fixation after the infrequent target. Fixation times on causa­
tive, factive, and negative verbs and ambiguous nouns were no longer than on their controls.
Further analyses on the ambiguous nouns, however, suggested that the likelihood of their vari­
ous meanings affected fixation time. This factor was investigated in Experiment 2. Subjects spent
a longer time fixating ambiguous words with two equally likely meanings than fixating ambigu­
ous words with one highly likely meaning. The results suggest that verb complexity does not
affect lexical access time, and that word frequency and the presence of two highly likely mean­
ings may affect lexical access and/or postaccess integration.

During reading, our eyes move approximately four
times per second. It is during the pauses of the eyes (the
fixations) that new information is extractedfromthe text.
Although the average duration of a fixation is
200-250 msec, there is considerable variability in the du­
rationof any singlefixation (Rayner, 1978). Fixation du­
rations range from 100 msec to over 500 msec, even for
fairly simpletext. There is nowa fair amountof evidence
to indicate that someof the variability is due to systematic
differences in the ease of processing the words in the text.
For example, words that are constrained by or predict­
able from the context receive shorter fixations than do
words that are notconstrainedby or predictablefrom the
context (S. F. Ehrlich & Rayner, 1981; Zola, 1984). Like­
wise, words that are frequently used receive shorter fixa­
tions than words thatare infrequent in the language (lnhoff,
1984; Just & Carpenter, 1980; Rayner, 1977). Finally,
the grammatical category of a word can influence fixa­
tion time; the main verb in simple declarative sentences
receiveslonger fixations than do subjector object nouns
(Holmes & O'Regan, 1981; Rayner, 1977). Thesepieces
of evidence all point to the conclusion that much of the
variability in fixation duration during reading is due to
the ease (or difficulty) with which certain words can be
processed. It is also clear that a number of other factors
can influence the amount of time that a word is looked
at. These other factors include the minimal oculomotor
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reaction time of the eye (Rayner, Slowiaczek, Clifton, &
Bertera, 1983), parafovealpreview effects (Balota, Pol­
latsek, & Rayner, 1985; Rayner, 1975), syntactic pars­
ing effects (Frazier& Rayner, 1982; Rayner, Carlson, &
Frazier, 1983), and higher order semantic integration ef­
fects (K. Ehrlich & Rayner, 1983; Just& Carpenter, 1980).

The view that fixation time on a target word reflects
theprocessing of thatwordis bolstered by evidence show­
ing that the perceptual span in reading is quite small (see
Rayner, 1984). The perceptualspan, or area of effective
vision, extends from 3 or 4 character spaces to the left
of fixation to about 15 character spaces to the right.
However, the spanof word identification is muchsmaller
than this. Readers primarily identify the word currently
fixated, and there is noevidenceto suggestthat the mean­
ings of yet-to-be-fixated words in parafoveal vision in­
fluence the current fixation; the parafoveal preview ef­
fects (Balota et al., 1985; Rayner, 1975)that have been
demonstrated have not providedevidencefor semantic or
lexical processing of parafovea1 words. Sometimes readers
identify the word to the right of fixation. However, in
such cases, they generally skip over that word on their
next saccade. Thus, the availableevidence suggests that
readersprimarilydevote their attentionto processingthe
fixated word and that fixation time on the word reflects
the ease or difficulty of processingthat word. In the ex­
periments reported here, we took advantage of such evi­
dence and examined the effect of lexical complexity of
a target word on the fixation time for that word.

In a recent paper, Cutler (1983) discussed a number
of factors that may make processing more difficult and
hence produce longerfixations on particular words. These
factors in one way or anothercause the lexical represen­
tation for a word to be complex. For example, the
representation for an ambiguous word maybemore com-
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plex than that for an unambiguous word, because it in­
cludes two or more meanings. A word with a complex
lexical representation might be expected to have longer
fixations for at least two reasons. First, Cutler suggested
that lexically complex representations might be more
difficult to access in the lexicon. Second, complex mean­
ings may be more difficultto integratewith the sentence
context once lexical access is completed. Cutler used a
phoneme monitoring taskto testtheclaimthatlexical com­
plexity increases the processing requiredfor a word; she
found no effect of lexical complexity. Because there is
somequestion about exactly whatis measured by thepho­
neme monitoring task (Mehler, Segui, & Carey, 1978;
Newman & Dell, 1978),and because we were interested
in the extentto which lexicalcomplexity mightaffectfix­
ationtimeon a word, we askedsubjects to read sentences
in which lexical complexity was varied. We used fixa­
tion time as the dependent variable. We chose to focus
on lexically ambiguous nouns and lexically complex
verbs. In addition, we lookedat word frequency, a lexi­
cal factorthat hasbeenfound to affectfixation times. Be­
low we discuss these lexical factors in more detail.

Word Frequency
Wordfrequency has longbeenknown to exerta power­

ful influence on various word recognition tasks, although
the nature of the effect is currently under debate (see
Balota& Chumbley, 1984, 1985; Chumbley & Balota,
1984). A number of reading experiments have demon­
strated that readers spend more time looking at low­
frequency words than at high-frequency words (Inhoff,
1984; Just & Carpenter, 1980; Rayner, 1977). Unfor­
tunately, all prior investigations examining the relation­
ship between word frequency and looking time con­
founded wordlength withwordfrequency. Indeed, Kliegl,
Olson, and Davidson (1982) argued that Just and Car­
penter's (1980) finding that low-frequency wordsare fix­
ated for longer periods of time may have been artifac­
tual because low-frequency words are on the average
longerthanhigh-frequency words. Because longerwords
are more likely to have more than one fixation, this may
have inflatedthe gaze durationmeasureused by Just and
Carpenter. Weaskedsubjects to readsentences likethose
below, in which target word length was controlled, and
we examined fixation times on high- and low-frequency
target words. The high-frequency targets are in paren­
theses.

The slow waltz (music) captured her attention.
The exhausted steward (student) left the plane.

Verb Complexity
A numberof linguists and psychologists haveclaimed

thata word's meaning is represented in terms of its seman­
tic components (e.g., Bierwisch, 1970; Katz, 1972;
Kintsch, 1974; Norman & Rumelhart, 1975; Schank,
1972). Although thisclaimhas intuitive appeal, it hasbeen
questioned on both theoretical and empirical grounds
(J. D. Fodor, J. A. Fodor, & Garrett, 1975; J. A. Fodor,

Garrett, Walker, & Parkes, 1980; Kintsch, 1974). One
prediction that derives from the componential approach
concerns the relativecomplexity of meaning representa­
tions for lexical items. For example, the componential
representation for the verb kill might be causeto die; this
representation is more complex than that of the verb die
(which lacksthe causalelement). Suchcomparisons have
invited the hypothesis that the lexicalaccess time and in­
tegration timefora wordmight be influenced by thecom­
plexity of its meaning representation. We tested this
hypothesis for three kindsof complex verbs: decompos­
able causatives, factives, and negatives.

A numberof researchers have investigated the issueof
whether causative verbs such as kill and convince are
represented in termsof their component meanings (cause
to die, cause to believe). Earlier studies found noevidence
thatdecomposable words aremoredifficult toprocess than
their simplercomponents (Cutler, 1983; Kintsch, 1974).
Thesestudies usedphoneme monitoring, lexical decision
time,and sentence comprehension timeas dependent vari­
ables. We tested the claim that causatives are more
difficult to process by examining fixation timeson causa­
tive and noncausative verbs in sentences such as the fol­
lowing (the noncausative verbs are in parentheses):

The policeman frightened (encountered) the little girl.
Paul never convinced (understood) the new president.

Cutler (1983) argued that lexical presuppositions are
part of the definitions of words, and thus are stored as
part of their mental representations. For example, a fac­
tive verb presupposes that its sentence complement ex­
presses a true proposition. This presupposition may be
storedwitheachfactive verb in the mental lexicon. When
sucha verb is encountered in a sentence, retrievalof its
meaning might include retrieval of this presupposition.
Accessing or integrating thiscomplex representation might
be expected to be more time consuming than accessing
or integrating the representation of a verb that lacks this
presupposition. We tested this claimby comparing fixa­
tion timeson factive versus nonfactive verbs, using sen­
tences suchas the following (the nonfactive verbs are in
parentheses):

The girl noticed (insisted) that the cake was moldy.
The maid forgot (implied) that the sailor had left.

Finally, we examined fixation times associated with
negative verbs. Negation has been shownto result in in­
creased reaction times in a number of psycholinguistic
tasks (e.g., Carpenter & Just, 1975; Clark& Chase, 1972,
Clark& Clark, 1977; Just& Clark, 1973; Sherman, 1973,
1976; Trabasso, Rollins, & Shaughnessy, 1971). Aswas
thecasewithdecomposable causatives, theclaim hasbeen
made (seeCutler, 1983) that the lexical representation of
negative verbs contains the negative element. For exam­
ple, dislikemeans not to like and doubt means not to be­
lieve. Thus, the lexical representation for negative verbs
is morecomplex than that for their nonnegative counter­
parts. Thiscomplexity of representation might beexpected
to cause increased processing difficulty for negative verbs.



Wetested thisclaimbyexamining fixation times fornega­
tive and nonnegative verbs in sentences such as the fol­
lowing (the nonnegative verbs are in parentheses):

The teacher despised (rewarded) the unhappy child.
The fireman ignored (advised) the town council.

Lexical Ambiguity
The accessof meaning for lexically ambiguous words

has long been a focus for research (e.g., Conrad, 1974;
Schvaneveldt, Meyer, & Becker, 1976). Current evidence
(Seidenberg, Tanenhaus, Leiman, & Bienkowski, 1982;
Swinney, 1979; Tanenhaus, Leiman, & Seidenberg, 1979)
strongly suggests thatmultiple meanings of a lexically am­
biguous word are accessed when sucha word is encoun­
tered, even when context makes it clear which sense is
appropriate. Ifmultiple accessoccurs, then it may make
processing more difficult by increasing the difficulty of
lexical access or by increasing the difficulty of integra­
tion following lexical access. To determine whether
readers look longer at ambiguous words, we askedsub­
jects to read sentences such as these:

He saw the boxer (puppy) was barking at the cat.
He put the straw (wheat) in the bam for the cows.

Each sentence contained either an ambiguous nounor
an unambiguous control word (in parentheses in the ex­
amples). The ambiguous word and its matched control
wereequated for frequency andlength. Thecontrol word
(and subsequent sentence context for the ambiguous word)
alwayscorresponded to the lessdominant meaning of the
two senses for the ambiguous word. This was done in­
tentionally because in prior research there has been evi­
denceof clear increases in fixation time when the disam­
biguating information was encountered (Carpenter &
Daneman, 1981; Frazier& Rayner, 1982). Weexamined
fixation durationnotonlyon the targetwordsthemselves
as a function of ambiguity, but also on the disambiguat­
ing information which followed.

EXPERIMENT 1

In Experiment 1, we examined the effectof word fre­
quency, verb complexity, and lexical ambiguity on fixa­
tion timesduringreading. If thesefactors cause immedi­
ateprocessing difficulty, weshould fmd an increased time
spentfixating the appropriate targetwords. This increased
time might reflect an increase in lexical access time, an
increasein postaccess integration time, or both. The de­
pendent variables in the study were first fixation dura­
tion and gaze duration. First fixation duration is the du­
ration of the first fixation on a given target word. If a
subject made only one fixation on the target word, that
valuewasentered intothe mean score. If a subject made
more than one fixation on a target word (this occurred
on 21%of the trials), onlythe first fixation duration was
used to compute the mean. Gaze duration, on the other
hand, is the sum of all of the fixations made on a target
wordprior to any movement awayfromthe targetword.
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Although analyses on bothmeasures are reported, they
should not be interpreted as independent pieces of evi­
dence. The gazeduration on a wordincludes the first fix­
ationdurationas wellas the durations of subsequent con­
secutive fixations on the word. As a result, the gaze
duration measure tendsto be correlatedwiththe first fix­
ationmeasure. Bothmeasures are reportedbecause they
mayreflectdifferent aspects of processing. Thegazedu­
rationmeasure reflects all the processing required before
the reader moves his/her eyes away from the word; this
presumably includes lexical accessand may include var­
ious postaccess integrative processes (Just & Carpenter,
1980). Inhoff(1984) suggested thatthe first fixation mea­
sure is a purermeasure of lexical access processes. Thus,
it is important to report this measure; it is possible that
lexical access effects might appear in the first fixation
measure but not in the gaze measure because the latter
may reflect postlexical access processes as well as lexi­
cal access processes.

We examined the first fixation duration and the gaze
duration on the word fixated immediately before the tar­
get and the wordfixated immediately after, as wellas on
the target word itself.

Method
Subjects

Sixteenmembersof the Universityof Massachusettscommunity
were paid to participate in the study. All had been in prior eye­
tracking experiments, hadnormaluncorrected vision,andwerenaive
with respect to the purposes of the study.

Procedure
When a subject arrived for an experiment, a bite bar was pre­

paredwhichservedto eliminate headmovements, and the eye track­
ing system was calibrated for the subject. This initial calibration
process took approximately 5 min. Then the procedure was ex­
plainedto the subject. The subjectwas told that the experiment dealt
with where readers look during reading. He/she was told to read
each sentence for comprehension and that he/she would periodi­
callybe askedto releasethe bite bar and to report the sentence(ver­
batim or paraphrased) to the experimenter. The subject was en­
couraged to read as he/she would normally, including rereading
the sentence if desired.

At the start of each trial, a left and a right fixation cross were
displayed. The subject was instructed to look at the left fixation
cross, whichmarked the positionof the first letter of the sentence.
Once the subject had fixated the left-handcross, the experimenter
presented the sentence. After reading the sentence, the subject
pushed a button, which erased the sentence from the screen. On
25% of the sentences, the experimenteraskedthe subjectto release
the bite bar to report the sentencejust read; sentences to be reported
were selectedrandomly. Subjectshad no difficultyin reporting the
sentences to the experimenter.

Apparatus
Eye movements were recorded by a StanfordResearch Institute

Dual Purkinje Eyetracker. Viewing was binocular, with eye loca­
tion recorded from the right eye. The eyetracking system was in­
terfaced with a Hewlett-Packard 2100A computer, which ran the
experiment. The position of the subject's eye was sampled every
millisecond by the computerand was averaged over four consecu­
tive samples.The horizontal positionof eachsamplewascompared
with the value from the previous sample to determine whether the
eye was fixatedor moving. The eyetracker has a resolutionof 10'
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Table 1
Mean Number of Letters, Number of Syllables, and Frequency

of Word Pairs Used in Experiment 1

of arc, and thesentences were presentedextending up to 42 charac­
ters on a single line.

The text was presented on a Hewlett-Packard 1300-A cathode
ray tube (CRT), whichwas also interfacedwith the computer. The
subject's eyes were 46 em from the CRT, and three characters
equaled I 0 of visualangle. The characterswere presentedin lower­
case (except for the first letter of the sentence)and were made up
from a 5 x7 dot matrix. The CRT was covered with a dark theater
gel so that the characters appeared very clear to the subjects.

Materials
A set of eight word pairs was constructed for each of the five

typesof lexicalcomplexity to be investigated. One memberof each
pair camefromthe category of interest(ambiguous, factive, decom­
posablecausative, negative, low-frequency). Theothermemberwas
a control wordcloselymatchedfor lengthin letters, numberof syl­
lables, and frequency using the Kucera-Prancis (1967)norms (with
the exception of the low-frequency words, which were always
matched with high-frequency words of the same length). Mean
length, number of syllables, and frequency for each word-pair set
are given in Table 1.

For each word pair, two sentenceframeswere constructed. Each
member of the word pair fit smoothly into each sentence frame.
Sentences were no longer than 42 characters (including spaces).
The target words never appeared as the first or last word of the
sentence. Twomaterials setswerecreated,eachcontaining sixprac­
tice sentencesfollowedby all 80 sentenceframes. In one materials
set, a given lexicallycomplexitem was assignedto one of its sen­
tence frames and its control word was assigned to the other. This
assignment was reversed in the other materials set. A given sub­
ject saw only one of the materials sets. Principles of construction
of the word lists are given below. A complete list of the stimulus
sentences is given in Appendix A.

Frequency. Eight nouns with a frequency of 10 or less (Kucera
& Francis, 1967) were chosen. These were paired with nouns of
similar meaning with frequencies of 35 or greater.

Causative. A verb wasconsidered to be causative if (1) its mean­
ing took the form "cause to X," and (2) the object of the verb,
whenused in a positivesentence,underwentsomechange. For ex­
ample, the verbfrightened is causative because (1) it means "caused
to be afraid," and (2) in the sentence "The policemanfrightened
the littlegirl," its object, "the littlegirl," undergoes a changefrom
beingunafraidto beingafraid. Each causative verb waspairedwith
a noncausative control verb.

Factive. A factive verb is one that presupposes the truth of its
complement.Eight verbs that met this basic test and eight matched
control verbs were chosen. Each verb couldbe placed in its active
form in a sentenceof the type noun phrase verb(ed) that X, where
X wasa sentential complement. Whenthe sentence framecontained
one of the factive verbs, it presupposedthe truth of the sentential

Low-Frequency
High-Frequency

Causative
Control

Factive
Control
Negative
Control

Ambiguous
Unambiguous

Letters Syllables

6.3 1.9
6.3 2.0

7.9 1.9
8.1 2.3
8.1 2.5
8.3 2.5
8.0 2.3
8.0 2.3
5.0 1.4
4.9 1.5

Frequency

5.1
122.3
29.1
29.4
35.3
35.6
21.9
21.6

17.6
17.6

complement that followed; when it contained one of the control
verbs, there was no presuppositionabout the truth of the sentential
complement.

There has been some discussionin the linguisticsliterature con­
cerning the degree to whichthe set of factiveverbs is a homogene­
ous set (Karttunen, 1971; Kiparsky & Kirparsky, 1971; Lakoff,
1973). A number of additional tests for factivity have now been
proposed, and few verbs meet all of the tests. Three of the factives
used in this study (regret, forget, resent) meet all of the additional
tests proposedand are classifiedby Karttunenas true factives. The
other five meet someof the additionaltests; three of these (notice,
discover, realize) are classifiedby Karttunenas semifactives. It is
importantto emphasizethat all of the factiveverbs chosen for this
study meet the basic presupposition test when they are used as af­
firmative, active verbs, as in sentences of the type given above.

Negative. A verb was considered to be negative if it could be
reexpressedas "not X," where X was a verb that intuitively had
a positive meaning. Eight negative verbs were chosen and were
matched with eight positive verbs as controls.

Ambiguous. Eight ambiguous words with two noun meanings
were chosen. Each was paired with an unambiguous control word
that was similar in meaning to the less likely meaning of the am­
biguousword. Sentenceframes wereconstructedsuchthat the am­
biguous word was ambiguous when encountered; disambiguating
information appearedat theend of the sentence. The intended mean­
ing was always the less likely meaning for the ambiguous word.
This meaningwas determinedusing ratings collectedby Gorfein,
Viviani, and Leddo (1982)and ratings we collectedat the Univer­
sity of Massachusetts. The mean rating for the less likely meaning
for the set of ambiguouswords used was 24 (the mean percentage
of subjectsgivingthis meaningfor the word whenit was presented
in a rating task).

Results and Discussion
Fixations on the target word were tallied, as well as

fixations on the wordfixated immediately beforethe tar­
get word (labeled position T- 1)and the one fixated im­
mediately after (labeled T+1). If the targetwordwasnot
directlyfixated, the closestfixation within fivecharacter
spaces to the left of the target word or one space to the
right was counted as the fixation duringwhichthe target
word was processed. Occasionally, a sentence was
presented before the subject's eyes had moved to fixate
the left fixation cross. As a result, the first fixation fell
on the targetwordor on a wordfollowing the targetword,
andthe subjecthadto regressto read the whole sentence.
These trials were dropped from the analysis. A total of
4.5% of the trials yielded unusable data due to track
losses, lackof a fixation near the target word, or the first
fixation's falling on or after the target word.

For each factor, analyses of first fixation duration and
gaze duration are reported for the target word, the last
word fixated before the targetword (position T -1), and
thefirstwordfixated afterthe targetword(position T+ I).
Ifcomplexity does affect wordprocessing, thenmoretime
should be spent on the complex target words, but there
should be no difference in the timespenton the wordfix­
atedat position T- 1. If integration processes are affected
bycomplexity, thewordfixated at position T+1mayalso
have longer fixations whenit follows the complex target
item. Means for these measures for each set of target
words are presented in Table 2.



Table 2
Mean First Fixation Durations and Gaze Durations

(in Milliseconds) Preceding, On, and Following
Target Word in Experiment 1

First Fixation Gaze

T-I Target T+I T-I Target T+I

Low-Frequency 213 262 258 263 330 296
High-Frequency 221 225 248 258 243 259

Causative 238 247 246 292 307 302
Control 232 254 245 299 294 292

Factive 244 252 213 326 289 217
Control 255 250 219 330 308 226

Negative 225 257 272 283 308 369
Control 228 252 251 274 299 326

Ambiguous 221 218 225 234 251 249
Control 206 220 224 221 251 243

At each position, two ANOVAs were conducted, one
based on subject variability (FI) and one based on item
variability (F2 ) .

Frequency
As expected, subjects spent significantly longer on both

the first fixation on the infrequent word [FI(1, IS) =
19.17, MSe = 577, p < .001; Fil,15) = 24.29, MSe
= 388, p < .001] and the gaze on the infrequent word
[FI(1,15) = 40.29, MSe = 1,492,p < .0001; F2(1,15)

= 37.58, MSe = 1,423, P < .0001]. The mean gaze du­
ration was also longer at position T + I in the infrequent
condition [FIO,15) = 7.64, MSe = 1,443, P < .02;
F2(1, IS) = 12.46, MSe = 900, p < .004]; the mean first
fixation durations at position T + I did not differ. There
were no differences in time spent on position T - I.

The longer times on the infrequent targets are consis­
tent with the findings of earlier studies (e.g., Inhoff, 1984;
Just & Carpenter, 1980; Rayner, 1977). A number of
hypotheses can be developed to account for this effect.
Infrequent words may be more difficult to access in the
lexicon. In addition, once accessed, infrequent words may
be more difficult to integrate with prior context. The fact
that gaze duration at position T + I was also lengthened
for infrequent words lends support to this second
hypothesis.

A hypothesis that can be eliminated is that the infre­
quent target words contained letters and letter combina­
tions that are infrequent in English and hence were more
slowly encoded. Letter and letter combination frequen­
cies were tallied for the frequent and infrequent target
words, using the Mayzner and Tresselt norms (1965a,
I965b). Taken singly, the letters in the infrequent target
words had a higher mean frequency than those in the fre­
quent target words (206 vs. 169, tallying letter frequency
by position in the word; 5,714 vs. 5,037, tallying total
letter frequency across positions). There was little differ­
ence in the mean two-letter (digram) frequency counts for
the infrequent versus frequent targets (25 vs.27, tallying
by position; 359 vs. 330, tallying total frequency). The
infrequent words did have less frequent three-letter com-
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binations than the frequent target words (2.1 vs. 3.9, tally­
ing by position; 20 vs. 28, tallying total frequency). For
word pairs in which these trigram frequencies were
reversed, however, the word frequency effect was still
observed.

Verb Complexity
There was no effect of causative verbs in the analyses

of first fixation or gaze duration (all Fs < 1) at any po­
sition.

Subjects tended to spend more time on the nonfactive
control verbs than on the factive verbs. This effect reached
significance in the subject analysis of gaze duration but
was not significant in the item analysis [F1(1,15) = 4.91,
MSe = 596, P < .05; F2(1,15) = 1.76, MSe = 1,364,
P > .20]; it was also not significant in the first fixation
analysis. There were no significant differences at posi­
tions T - I and T+ I. The effect on the target words was
a weak one, and it was opposite to that predicted by the
complexity hypothesis; the complexity hypothesis
predicted that fixation times would be longer on the fac­
tive verbs. Thus the data provide no support for the claim
that the complexity of the factive representation results
in increased processing time. Further converging evidence
against the complexity hypothesis was provided by Inhoff
(1985), who found no difference in fixation times on fac­
tive verbs versus nonfactive controls.

Finally, there was no effect of negative verb on time
spent on the target or on position T - I. Gazes at position
T + I tended to be longer when they followed a negative
verb. This effect was significant in the subject analysis
but not in the item analysis [FI(1, IS) = 5.39, MSe =

2,624, P < .04; F20,15) = 2.81, MSe = 2,590,
P < .12). This effect is unlikely to reflect lexical access
difficulties, but may reflect increased time needed to inte­
grate the negative verb with the sentence context.

The results for causative, factive, and negative verbs
provide no evidence that complexity of lexical represen­
tation had any effect on either the first fixation duration
or gaze duration on the target verb. We assume that lexi­
cal access for the target word is accomplished while the
reader fixates the target word. Thus we have no evidence
here that complexity of lexical representation had any ef­
fect on lexical access for the three types of verbs tested.

Lexical Ambiguity
There was no effect of ambiguity within the analyses

of gaze duration or first fixation duration at any position
(all Fs < I). Further analyses of the stimulus items,
however, suggested an additional factor that might have
masked any effects in the data. The less likely meanings
for the ambiguous lexical items varied in probability from
fairly likely (generated by 48% of subjects in a norming
task) to extremely unlikely (generated by I % of subjects
in a norming task). Recent studies strongly suggest that
in contexts such as those used here, all meanings of an
ambiguous word are accessed initially (Seidenberg et aI.,
1982; Swinney, 1979); this includes the low-frequency
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meanings (Onifer & Swinney, 1981; Yates, 1978). There
is some indication, however, that low-frequency mean­
ings may be delayed in access (Simpson & Burgess, 1982)
or otherwise less available to higher level processing
stages (Hogaboam & Perfetti, 1975; Simpson, 1981,
1984). It may be the case that two meanings of an ambig­
uous word cause processing difficulty only when the
meanings are fairly equally likely (i.e., when the ambig­
uous item is equibiased). When one meaning is highly
likely (the item is non-equibiased) and there is no prior
biasing context, the less likely meaning(s) may not affect
processing. If this is the case, the lack of effect for the
ambiguous words may be due to the presence of a num­
ber of non-equibiased lexical items among the stimuli.

In a post hoc test of this hypothesis, the eight ambigu­
ous words were divided into two groups according to
degree of equibias. The less likely meanings for the four
equibiased items had a mean probability of .38; the less
likely meanings for the four non-equibiased items had a
mean probability of .11. The mean gaze durations for
these groups were 269 msec for the equibiased words,
253 msec for their controls, 236 msec for the non­
equibiased words, and 254 msec for their controls.
Although the number of items in each group is small, the
pattern of means is consistent with the hypothesis. Ex­
periment 2 provided a further test of this hypothesis, us­
ing a larger set of equibiased and non-equibiased words.

Two additional analyses were conducted to examine the
effect of ambiguity on processing beyond the first encoun­
ter with the target word. The first analysis examined the
total time spent looking at the target word; this measure
consists of the gaze duration on the target word plus any
additional time spent looking at the word during regres­
sions and rereading. Subjects spent an average of
314 msec on the ambiguous targets and 262 msec on their
controls. The difference between these means was sig­
nificant [F1(1,15) = 8.48, p < .02, MSe = 2,570;
F2(l,15) = 15.55, p < .002, MSe = 1,261].

The second additional analysis examined the time spent
reading the disambiguating information in the sentence.
For each sentence frame, the disambiguating region was
identified. All fixations that occurred after this disam­
biguating region was first fixated were summed (includ­
ing regressions to earlier parts of the sentenc~) and t?e
sum was divided by the number of characters 10 the dIS­
ambiguating region. This yielded a measure of milli­
seconds per character spent in disambiguating the tar~et

word. Subjects spent 82 msec per character on the dIS­
ambiguating region when the target word was ambigu­
ous and 64 msec per character when it was unambigu­
ous: The difference in these means was significant
[F1(l,15) = 10.31, p < .006, MSe = 262; F2(l,15) =
17.98, P < .001, MSe = 113].

Our fmding of an effect of ambiguity in the disambiguat­
ing region was predicted by prior researc~. Swinney
(1979) and Seidenberg et aI. (1982) fo~nd evidence that,
although both meanings of ~ a~bIguous word. a:e
accessed initially, one meamng IS selected within
200 msec even in the absence of a disambiguating con-

text. In the sentences used here, such a selection could
be expected to take place before the reader encountered
the disambiguating information at the end of the sentence.
Presumably, readers tended to select the most likely mean­
ing of the ambiguous word. Since the disambiguating in­
formation was congruent with the less likely meaning of
the ambiguous word, a time-consuming reanalysis would
be required for comprehension.

EXPERIMENT 2

Two sets of ambiguous lexical items were used in this
experiment: equibiased and non-equibiased. As in Experi­
ment 1, each was paired with an appropriate control word.
The experiment tested the hypothesis that processing is
more difficult for equibiased ambiguous words than for
unambiguous controls, but not more difficult for non­
equibiased ambiguous words than for unambiguous con­
trols. This hypothesis predicts that mean fixation times
for the equibiased items will be longer than those for their
controls, but that times for the non-equibiased items will
not differ from those for their controls.

Time spent in the disambiguating region should be
longer, as it was in Experiment 1, for sentence frames
containing ambiguous items than for those containingcon­
trol items. Ease of processing the disambiguating infor­
mation may differ for equibiased and non-equibiased am­
biguous words. As in Experiment 1, the sentence frames
were written so that the disambiguating information was
congruent with the less likely meaning of the ambiguous
word. This meaning had an extremely low probability for
the non-equibiaseditems. If the likelihood of selectingthis
meaning is a function of its probability (Simpson, 1981),
these items should show extremely long reading times,
compared with those for the equibiased items, in the dis­
ambiguating region.

Method
Subjects

Thirty-two members of the University of Massachusetts commu­
nity were paid to participate in the study.

Procedure and Apparatus
The procedure and apparatus were the same as in Experiment I.

Materials
Nine equibiased and nine non-equibiased ambiguous lexical items

were chosen, using the norms of Gorfein et al. (1982), Geis and
Winograd (1974), andratings collected locally. The dominant mean­
ings for the equibiased items had a probability range of .47-.67,
with a mean of .58 (the range extends below .50 because a few
words had more than two meanings); the nondominant meanings
had a range of .33-.49, with a mean of .40. The dominant mean­
ings for the non-equibiaseditems had a probability range of .78-.98,
with a mean of .87; the nondominant meanings had a range of
.02- .22, with a mean of .13. Each ambiguous item was paired with
an unambiguouscontrol word closely matched for letter length, num­
ber of syllables, and frequency. Mean frequencies for the equibi­
ased ambiguous items and their controls were 32.6 and 29.4; for
the non-equibiased items and their controls, 31.6 and 30.6.

For each pair, two sentence frames were constructed, as in Ex­
periment I. The ambiguous items were ambiguous when enco~n­

tered and were disambiguated at the end of the sentence. The 10­

tended meaning was always the less likely meaning listed in the



norms. (The norms present ratings for only two meanings of each
ambiguous word, although some words have additional meanings.)
A complete list of the stimulus sentences is given in Appendix B.

The stimuli were arranged in two materials sets. Both sentence
frames for each word pair appeared in both sets. In one materials
set, an ambiguous item was assigned to one of its sentence frames
and its control word was assigned to the other. The assignment pat­
tern was reversed in the other materials set. A given subject saw
only one of the materials sets. Twenty filler sentences were included
in the set, including four practice items inserted at the beginning.

Results and Discussion
The data were scored as in Experiment 1. A total of

3.7% of the trials yielded unusable data. Three sets of
means are given in Table 3: gaze durations on the target
word and at positions T - 1 and T +1, first fixation dura­
tions at the three positions, and time spent on the disam­
biguating information.

As originally predicted, subjects spent extra time look­
ing at the ambiguous target items when two meanings for
the ambiguous item were fairly equally likely. This was
not the case for ambiguous words for which one mean­
ing was highly likely. In the analysis of gaze durations
on the target word, neither main effect was significant,
but the interaction of word type and bias was significant
[F1(l,31) = 4.67, p < .037, MSe = 392; F2(l,34) =
4.75, p < .035, MSe = 392]. This interaction is due to
the longer times on the equibiased ambiguous target items.
Within each bias type, t tests indicated that the mean gaze
duration for the equibiased ambiguous targets was sig­
nificantly longer than that for their controls [t(31) = 2.64,
p < .02]; there was no significant difference between the
means for the non-equibiased targets and their controls
[t(31) = -.58). Although the pattern of first fixation
means was simiar to that of gaze duration means, the in­
teraction was not significant in the first fixation analysis
[FI(l,31) = 2.31, P < .14, MSe = 433; F2(l,34) =
2.91, P < .10, MSe = 280).

One way to account for the interaction pattern would
be to claim that both likely meanings are accessed for the
equibiased ambiguous targets, whereas only the dominant
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meaning is accessed for the non-equibiased targets. If this
is the case, then there are at least two possible reasons
for the additional processing time for the equibiased items.
First, lexical access may take longer when two separate
meanings for a word must be accessed in the lexicon. Sec­
ond, following lexical access, the process of integrating
the target word with the preceding context may take longer
when this process has two possible meanings available
as input. This account depends on the assumption that only
one meaning is accessed for the non-equibiased ambigu­
ous targets. Research using a cross-modality priming tech­
nique, however, suggests that even the low-dominant
meanings of an ambiguous word are initially accessed
when such a word is encountered (Onifer & Swinney,
1981).

Perhaps a more reasonable account of the interaction
would claim that meaning dominance affects the post­
access selection and integration processes. Recent research
(Swinney, 1979; Seidenberg et al., 1982) strongly sug­
gests that although all meanings of an ambiguous word
are initially accessed, one meaning is quickly selected even
in the absence of disambiguating context. This selection
process may be more difficult for the equibiased ambig­
uous targets, for which the reader must decide between
two equally likely meanings. The selection may be much
easier, and hence quicker, for the non-equibiased targets,
for which one meaning predominates.

Another possible account of the interaction pattern fo­
cuses on the appropriateness of the control words used
for the equibiased ambiguous targets. If each ambiguous
word is actually represented by two separate entries in
the lexicon, then the frequency count for that word from
the Kucera-Francis norms is the sum of the frequencies
of each entry. One could thus argue that the control words
used were too high in frequency. It might have been more
appropriate to use control words that were equal in fre­
quency to the frequency of the more dominant meaning
of the ambiguous words. We tried to approximate this ap­
proach by reselecting control words from among the com­
plete set used in Experiment 2. In this reanalysis, we

Table 3
Mean First Fixation Durations and Gaze Durations
(in Milliseconds) on Target Words and Mean Time

(in Milliseconds per Character) Spent on the
Disambiguating Region in Experiment 2

T-I Target T+ I

Ambiguous Control Ambiguous Control Ambiguous Control

Equibiased
Non-Equibiased

Equibiased
Non-Equibiased

Gaze Duration on Target Words
246 248 275 258
249 245 260 263

First Fixation Duration on Target Words

227 222 237 229
221 223 227 230

Time Spent on Disambiguating Region
Ambiguous Control

269
266

244
238

251
256

232
233

Equibiased
Non-Equibiased

76 64
82 60
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createdan adjusted frequency for eachequibiased ambig­
uous word by multiplying its original frequency by the
proportion of subjects giving the more dominant mean­
ing. We took this figure as an estimate of the frequency
of the dominant meaning for the word. We then paired
eachequibiased ambiguous wordwitha newcontrol word
that had a frequency equal to or less than that of the ad­
justed frequency for the ambiguous word. The resulting
mean adjusted frequency for the equibiased ambiguous
words was 18; the mean frequency of the newlyselected
control words was 14. The mean gaze duration for the
new set of control words was265 msec. Thus, the mean
gaze duration of the new control set was still 10 msec
shorter than that of the equibiased ambiguous set, even
though the control wordswerenowlessfrequent, on aver­
age, than their ambiguous counterparts. Although it may
be informative in futurestudies to include additional con­
trol words having the appropriate adjusted frequencies,
we feel the current results do not providestrong support
for the adjusted frequency account.

An analysis of the mean gaze durations and first fixa­
tion durations at position T-1 revealed no effects (all
Fs < I). In the analysis of positionT +1, onlythe effect
of ambiguity approached significance [gaze: FI(1,31) =
3.36, MSe = 1,923,p < .08; F2(1,34) = 7.77, MSe =
440, p < .01; first fixation: FI(1,31) = 3.13, MSe =
803, p < .09; F2(1,34) = 3.60, MSe = 446, p < .07].
This effect reflects the fact that the T+1 fixation fre­
quently fell in the disambiguating region.

In the analysis of the disambiguating region, we found
a maineffectof ambiguity, withsubjects spending longer
on the ambiguous sentences than on the controls [FI(I,31)
= 33.86, p < .0001, MSe = 268; F2(1,34) = 16.15,
P < .0006, MSe = 299]. The interaction patternwasas
predicted, withsubjects spending evenlongeron the non­
equibiased sentences. This pattern was significant in the
subject analysis [FI(1,31) = 7.24,P < .011,MSe = 112]
but not in the item analysis [F2(1,34) = 1.67, P < .21,
MSe = 299].

The analysis of the disambiguating region indicates that
althoughthe equibiased ambiguous items requiredaddi­
tionalprocessing timewhentheywere first encountered,
the non-equibiased ambiguous items requiredmore time
whentheywere finally disambiguated. Thereare twopos­
sible complementary reasons for this finding. First, it is
reasonable to assume that the postaccess selection process
virtually always selected the dominant meaning for the
non-equibiased ambiguous items. Because this meaning
was always incongruent with the disambiguating infor­
mation, a time-consuming reinterpretation was required
when the disambiguating information was encountered.
Such a reinterpretation was probably requiredon almost
all of the trials involving non-equibiased items. In con­
trast, if subjects randomly selected one of two equally
likelymeanings for the equibiased ambiguous items,they
were likely to select the inappropriate meaning on only
about half the trials. Thus, fewer time-consuming rein­
terpretations were requiredfor the equibiased ambiguous

targetsentences. Second, when a reinterpretation was re­
quired, the speed withwhich the alternative meaning was
reaccessed mayhavebeena function of its likelihood. The
alternative meanings for the non-equibiased ambiguous
itemswere muchless likelythan thosefor the equibiased
items, and may thus have taken longer to reaccess when
a reinterpretation was required.

GENERAL DISCUSSION

The pattern of results from the various conditions in
whichlexical complexity was varied was quite straight­
forward. First, there was a strong effect of word fre­
quency: low-frequency words matched on word length
yielded longer fixation times than did high-frequency
words. In addition, thepresence of a low-frequency word
in a sentence increased the gazeduration on the nextword
fixated in the sentence. Second, there was no effect of
verbcomplexity on fixation timeon a word. Finally, fix­
ationtimeon ambiguous words yielded an interesting pat­
tern. When the ambiguous word had a highly dominant
interpretation, its fixation timedid notdifferfromthe fix­
ation time on a control word that was matched in word
frequency and was synonymous with the less dominant
meaning. On the other hand, when the ambiguous word
had two equibiased interpretations, subjects looked at it
significantly longer than at a matched control word.
However, in the latter case, when they reached the dis­
ambiguating information their reading wasnotdisrupted
as muchas in the former case, whenthe disambiguating
information was consistent with the less frequent mean­
ing of a word with a highly dominant interpretation.

Although wordfrequency effects in reading havebeen
demonstrated before (Inhoff, 1984; Just & Carpenter,
1980; Rayner, 1977), in these studies, word length was
not controlled (Kliegl et al., 1982). In our experiment,
word length was controlled, and we still obtained a 37­
mseceffecton first fixation duration and an 87-msecef­
fecton gazeduration. The results reportedhere for word
frequency are consistent withotherrecentresearch in our
laboratory (Inhoff& Rayner, 1986). Inhoff and Rayner
also varied word frequency, controlling word length as
we did, and their results were comparable to ours.
However, they also varied whetheror not their subjects
hadpreview information about thehigh- or low-frequency
wordbeforetheyfixated on it. Although the effectof fre­
quency wassmaller withnopreview, gazedurations were
longer on low-frequency words than on high-frequency
wordsevenwhenno previewinformation wasavailable.
Thus, much of the difference in fixation time between
high- and low-frequency words was apparently due to
processing associated with accessing or integrating the.
word when it was directly fixated.

Balota andChumbley (1984, 1985; Chumbley & Balota,
1984) argued that muchof the word frequency effect in
lexical decision andpronunciation taskscanbe attributed
to postaccess decision or production stages. Theyargued
that although word frequency may also affect the speed



of lexical access, this effect is more modest than might
be expected. It is unlikely that our reading task involved
the postaccess stages associated with the lexical decision
or pronunciation tasks used by Balota and Chumbley;
however, our task should involve a sentence integration
stage, which is another postaccess stage likely to be af­
fected by word frequency. An effect at the integration
stage could occur for at least two reasons. First, our sen­
tence frames may have been unintentionally biased to fit
better with the frequent target than with the infrequent
target. An examination of the sentences, however, reveals
no obvious bias in the context preceding the target word
(i.e., the adjective). A second, more likely, reason is that
the meanings of infrequent words tend to be represented
in a less complete or well-elaborated form than the mean­
ings of more frequent words. As a result, it is harder to
integrate the meanings of infrequent words with the
preceding sentence context.

The finding that verb complexity did not influence fix­
ation time on the verb is consistent with Cutler's (1983)
results using a phoneme monitoring task. These results
can be taken to indicate that the complexity of a word's
meaning representation does not affect lexical access time.
Alternatively, these results could indicate the need for
modifications in the theory of meaning representation that
produces the complexity predictions (J. A. Fodor et al.,
1980). These findings do not imply, however, that all
word meanings, once accessed, are equally easy to inte­
grate into the sentence context. The tendency for fixations
to be longer following a negative verb argues against this
view, as does the earlier literature showing increased
difficulty in processing sentences containing negatives.
Complexity per se, however, may not be the source of
integration difficulty. Rather, the presence of certain
specific elements (e.g., a negative) may result in increased
integration time.

Perhaps the most interesting results of our experiments,
because such effects have not been previously inves­
tigated, are those related to the processing of ambiguous
words. The pattern of gaze durations on our target words
suggests that low-frequency meanings do not have the
same status as high-frequency meanings in the initial
processing of an ambiguous word. Although all meanings
of a word may beaccessed regardless oflikelihood (Onifer
& Swinney, 1981), these meanings may not all be equally
available to the processing stages following lexical access
(Hogaboam & Perfetti, 1975; Simpson, 1984; Simpson
& Burgess, 1982). It may be the case, for example, that
equally frequent meanings tend to become available to
postaccess processes at the same time, thus forcing the
reader to make a time-consuming selection. Infrequent
meanings, on the other hand, may become available af­
ter postaccess processes have begun working on the
dominant meaning, and thus may be ignored by these
postaccess processes. Further research is needed to resolve
these issues.
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Our finding of a general pattern of differential fixation
times as a function of word frequency and lexical am­
biguity is consistent with the idea that eye fixation times
reflect moment-to-moment processing activities associated
with comprehending words in text (Just & Carpenter,
1980; Rayner, 1977, 1978). We pointed out at the begin­
ning of this article that fixation times on words can be
affected by a number of factors. In the present experi­
ments, we have demonstrated that factors associated with
verb complexity do not influence fixation times, whereas
word frequency and lexical ambiguity do. Although we
cannot at this point differentiate between (or localize the
effect solely to) lexical-access or sentence-integration
processes, the results suggest that both types of processes
may be reflected in fixation times on words. Thus, fixa­
tion times on a given word are a good indication of the
ease or difficulty experienced by the reader in understand­
ing that word.
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APPENDIX A
Sentences Used in Experiment 1

Infrequent
(Frequent targets are enclosed in parentheses.)

1. The shiny gondola (vehicle) moved slowly.
2. The shaky gondola (vehicle) creaked loudly.
3. The large mosque (church) remained mostly empty.
4. The older mosque (church) was damaged by bombs.
5. The noisy rooster (chicken) chased the sparrows.
6. The plump rooster (chicken) found more com to eat.
7. The sandy dunes (beach) stretched for many miles.
8. The dirty dunes (beach) became a political issue.
9. The young waiter (driver) annoyed his friends.

10. The proud waiter (driver) turned down the job.
11. The slow waltz (music) captured her attention.
12. The fast waltz (music) seemed out of place.
13. The young refugee (officer) entered the camp.
14. The angry refugee (officer) ignored the food.
15. The exhausted steward (student) left the plane.
16. The concerned steward (student) calmed the child.

Causative
(Noncausative control verbs are in parentheses.)

1. The woman cooked (tasted) the beef and potato stew.
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2. The actor cooked (tasted) the chicken noodle soup.

3. The policeman frightened (encountered) the little girl.
4. The secretary frightened (encountered) the cat burglar.

5. He finally convinced (understood) the stubborn judge.
6. Paul never convinced (understood) the new president.

7. Richard convened (glimpsed) the committee meeting.
8. Marilyn convened (glimpsed) the first town meeting.

9. The general assembled (inherited) some loyal troops.
10. The rancher assembled (inherited) the family servants.

11. He thoughtfully reminded (examined) the old woman.
12. Robert politely reminded (examined) the elderly man.

13. The farmer killed (picked) a chicken for dinner.
14. The doctors killed (picked) the rats for the study.
IS. The child cracked (scanned) the antique mirror.
16. The nurse cracked (scanned) the hand-painted plate.

Factive
(Nonfactive control verbs are in parentheses.)

1. The cook regretted (testified) that he had been lying.
2. Margaret regretted (testified) that she had been sick.

3. The maid forgot (implied) that the teacher had left.
4. Patricia forgot (implied) that she had been injured.

5. Suzanne resented (asserted) that the boy had won.
6. Michael resented (asserted) that the banker was out.

7. Charlotte realized (declared) that the bag was tom.
8. The tutor realized (declared) that the dog was dead.

9. Barbara revealed (remarked) that the girl had called.
10. Stephen revealed (remarked) that the will was a fake.

11. The dean noticed (insisted) that the toy was broken.
12. The girl noticed (insisted) that the cake was moldy.

13. Phillip discovered (mentioned) that the pond was deep.
14. The boy discovered (mentioned) that the boss was mad.

15. William disclosed (suspected) that the car was stolen.
16. Shirley disclosed (suspected) that the jewel was gone.

Negative
(Non-negative control verbs are in parentheses.)

1. The barber avoided (praised) the history teacher.
2. The lawyer avoided (praised) the ambitious salesman.
3. The doctor doubted (revised) the reporter's story.
4. The artist doubted (revised) the magazine article.
5. The captain refused (enjoyed) an elegant dinner.
6. The senator refused (enjoyed) a fattening dessert.
7. The letter distressed (implicated) the piano player.
8. The memoir distressed (implicated) the bank teller.
9. The teacher despised (rewarded) the unhappy child.

10. The dentist despised (rewarded) the newspaper editor.

11. The banker neglected (justified) his vacation plans.
12. The writer neglected (justified) the plot of his book.

13. The judge rejected (released) the lawyer's statement.
14. The baker rejected (released) the proposed prices.

15. The soldier ignored (advised) the hungry peasant.
16. The fireman ignored (advised) the town council.

Ambiguous
(U nambiguous control words are in parentheses.)

1. She thought the punch (cider) was a little sour.
2. She worried the punch (cider) would be spilled.
3. He hoped the perch (trout) would swim upstream.
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4. He hoped the perch (trout) would go for the hook.

5. He knew the yam (tale) had been told many times.
6. He felt the yam (tale) was too violent to tell.

7. He went to the bank (edge) of the river to read.
8. He came to the bank (edge) of the stream to rest.

9. He put the straw (wheat) in the bam for the cows.
10. He got the straw (wheat) from the old stable.

11. He thought the organ (liver) was badly infected.
12. He decided the organ (liver) could be transplanted.

13. He saw the boxer (puppy) was barking at a cat.
14. He saw the boxer (puppy) scratching its hind leg.

15. He heard the swallow (turkey) had injured a wing.
16. He heard the swallow (turkey) had just laid an egg.

APPENDIX B
Sentences Used in Experiment 2

(Unambiguous control words are enclosed in parentheses.)

Equibiased
1. He found the coach (cabin) was too hot to sleep in.
2. He found the coach (cabin) and went inside it.
3. Earlier the punch (cider) was too warm to drink.
4. We thought the punch (cider) was delicious.

5. He missed having a yard (bam) to work in.
6. John wanted a yard (barn) for his kids to play in.

7. He noticed the deed (oath) was written in Greek.
8. He felt the deed (oath) was worded very strangely.

9. He saw the beam (plug) had been poorly installed.
10. Jeff thought the beam (plug) looked damaged.

11. He wished the pitcher (catcher) had caught the ball.
12. Yesterday the pitcher (catcher) was in the big game.

13. He learned that her palm (lung) had been wounded.
14. She knew the boy's palm (lung) was injured.

15. Yesterday the volume (series) was in the library.
16. He hoped the volume (series) would be good to read.

17. He saw that the tip (lid) was badly twisted.
18. She realized that the tip (lid) was broken.

Non-Equibiased
I. He saw the perch (trout) had avoided the hook.
2. He knew the perch (trout) often swam upstream.
3. Yesterday the boxer (puppy) injured its paw.
4. We knew the boxer (puppy) was barking at night.
5. He noticed the band (gold) on her finger.
6. He saw the band (gold) on her finger.
7. We thought the bark (leaf) had been eaten by bugs.
8. Phil knew the bark (leaf) was from the tree.
9. Last night the port (soup) had a strange flavor.

10. John thought the port (soup) was delicious.

11. Last week the cabinet (tourist) was visiting Boston.
12. Yesterday the cabinet (tourist) was busy all day.

13. He knew the yam (tale) had been told well.
14. We hoped the yarn (tale) would not be told often.

IS. Obviously the letter (square) was drawn by a child.
16. I saw the letter (square) was made from matchsticks.

17. I know the pen (zoo) is too tiny for an elephant.
18. I knew the pen (zoo) was too dirty for animals.

(Manuscript received September 4, 1985;
revision accepted for publication January 13, 1986.)


