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An examination of word frequency and
neighborhood density in the development
of spoken-word recognition

JAMIE L. METSALA
University of Maryland, College Park, Maryland

In this study, the effects of word-frequency and phonological similarity relations in the develop-
ment of spoken-word recognition were examined. Seven-, 9-, and 11-year-olds and adults listened to
increasingly longer segments of high- and low-frequency monosyllabic words with many or few word
neighbors that sounded similar (neighborhood density). Older children and adults required less of
the acoustic-phonetic information to recognize words with few neighbors and low-frequency words
than did younger children. Adults recognized high-frequency words with few neighbors on the basis
of less input than did all three of the children’s groups. All subjects showed a higher proportion of
different-word guesses for words with many versus few neighbors. A frequency X neighborhood den-
sity interaction revealed that recognition is facilitated for high-frequency words with few versus
many neighbors; the opposite was found for low-frequency words. Results are placed within a de-
velopmental framework on the emergence of the phoneme as a unit in perceptual processing.

Investigations of adult speech recognition have focused
on the form of internal lexical representations and orga-
nizational properties of the mental lexicon. Many inves-
tigations have also been directed toward delineating the
perceptual abilities of infants. There has been much less
attention given to developmental issues in spoken-word
recognition from early through middle childhood (Wal-
ley, 1993a). There are, however, compelling theoretical
reasons to propose that children’s spoken-word repre-
sentations may not be the same as those of adults. There
are also applied reasons for investigating developmental
changes from early to middle childhood. Due to the size
and stability of children’s vocabulary, word-recognition
processes may differ from those of adults, and these de-
velopmental changes may have important effects on the
emergence of phonemic awareness and reading.

From Wholes to Segments: Lexical Restructuring
Phonemic representations form the basis of most adult
models of spoken-word recognition, and therefore repre-
sent the goal state of lexical organization (for a review,
see Pisoni & Luce, 1987). Phonemes may form the basis
of lexical representations initially or, alternatively, the
phoneme may emerge as a perceptual processing unit only
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with increased vocabulary growth. The view that initial
word recognition is relatively holistic and that represen-
tations become more segmentally based with develop-
ment is gaining prevalence (Jusczyk, 1986, 1992; Walley,
1993b).1 Aslin and Smith (1988) have suggested that
since words form the fundamental unit of meaning, the
word may be the initial level of linguistic contrast (see,
also, Walley, Michela, & Flege, 1994). That is, children
beginning to talk are preoccupied with isolating words
from the speech stream and building correspondences be-
tween words and their meanings. It may be that only with
vocabulary growth and the resulting need to discriminate
between a growing number of alternative words in long-
term memory that lexical representations are forced to
become segmentally (phonemically) encoded.

My suggestion, therefore, is that the developmental pro-
cess of speech perception involves learning to perceive
stimulus words as complexes of segments (see also Wal-
ley, 1993b). This process results in the establishment of
new, restructured representations that support spoken-
word recognition.2 The change from relatively holistic to
more segmentally based lexical representations has been
proposed to be a protracted process that may extend into
early childhood (Fowler, 1991; Walley, 1993b). Such de-
velopmental changes may have important consequences
for some perceptual and cognitive abilities that develop
beyond early childhood. For example, Fowler (1991) has
suggested that children’s emerging phonemic awareness
skills from around 5 to 8 years of age may be related to
developmental changes in lexical representations. Since
phonemic awareness ability is a potent predictor of read-
ing achievement (e.g., Bradley & Bryant, 1978, 1991;
Cunningham, 1990; Lundberg, 1991; Lundberg, Frost, &
Peterson, 1988; Treiman & Breaux, 1982; Treiman &
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Zukowski, 1991; Wagner, Torgeson, Laughon, Sim-
mons, & Rashotte, 1993; Wagner, Torgeson, & Rashotte,
1994), one priority is to understand factors influencing
the emergence of the phoneme at a perceptual level.

A second processing advantage afforded by segmental
representations will be at the perceptual level, namely,
spoken-word recognition based on partial acoustic—
phonetic information. According to adult models of speech
perception (e.g., Luce, 1986; Pisoni & Luce, 1987),
acoustic—phonetic input is mapped onto segmental rep-
resentations in an on-line manner, and words therefore
can be recognized before their acoustic offset. Alterna-
tively, more holistic representations will map onto larger
incoming linguistic units (e.g., syllables or words), and
therefore recognition will be relatively delayed. A goal
of the present study was to empirically examine factors
hypothesized to be important in the developmental time
course of lexical-phonemic restructuring and the trend
toward less holistic word-recognition processes.

Empirical Evidence Bearing on Children’s
Spoken-Word Recognition

There has been little evidence bearing on spoken-word
recognition in early to middle childhood, and few devel-
opmental investigations have systematically examined
the effects of word frequency on recognition (e.g., Cole,
1973, 1981; Cole & Perfetti, 1980; Elliott, Hammer, &
Evan, 1987; Walley, 1987, 1988; but see Elliott, Clifton,
& Servi, 1983, and Fox & Koenigsknecht, 1989). So far,
it appears that children do engage in more holistic pro-
cessing of spoken words than do adults. Walley (1988)
found that adults were most disrupted by noise-replaced
segments in the beginnings of words. Five-year-olds were
less sensitive to the position of a replaced segment, their
attention being more evenly distributed across the entire
word. Similarly, Walley, Smith, and Jusczyk (1986, Exper-
iment 1) found that 8-year-olds, but not 5-year-olds,
were able to classify nonwords together on the basis of a
single common phoneme; younger children needed sim-
ilarity across more of the acoustic~phonetic patterns in
order to classify nonwords together (see, also, Treiman
& Breaux, 1982).

More holistic lexical representations are also sug-
gested by the findings that 3-, 4-, and 5-year-old children’s
productions and perceptions of CVC syllables and indi-
vidual phonemes are more influenced by coarticulatory
factors than is perception in 7-year-olds and adults (Nit-
trouer & Studdert-Kennedy, 1987; Nittrouer, Studdert-
Kennedy, & McGowan, 1989). Also, children have been
found to need more of the bottom-up input from word
onset than do adults in order to recognize even very fa-
miliar words (Elliott et al., 1987; Fox & Koenigsknecht,
1989; Walley, 1988). The greater amount of input re-
quired, despite children’s smaller lexicons, suggests that
input maps onto units in children’s lexicons that are larger
than those in adults, and that children are not as able to
use word-partial acoustic—phonetic input to support word
recognition.

The Role of Vocabulary Growth in
Lexical Restructuring

An issue of primary importance is what drives this
shift from relatively holistic to more segmentally based
processing of spoken words. One possibility is that in-
creased vocabulary size, accompanied by the need to dis-
criminate among a growing number of similar-sounding
alternatives, causes segmental restructuring. For exam-
ple, recognizing the word “big” will require a more de-
tailed representation if the child’s vocabulary also in-
cludes such items as bag, bug, bit, dig, and wig than if it
does not. Segmental restructuring is not hypothesized to
occur in an all-or-none, system-wide fashion, but rather
on an item-by-item basis. At any point in development,
the degree of segmentation for a given lexical item may
depend on the number of similar-sounding neighbors;
thus, the extent of segmentalized representations will
vary between lexical items.

Alternative, more holistic lexical representations for
young children are congruent with analyses of comput-
erized lexicons. Computational analyses suggest that
words in 5-year-olds’ lexicons are more structurally dis-
tinct than those of 7-year-olds, which in turn are more
distinct than the lexicons of adults (Charles-Luce & Luce,
1990, 1995; but see Dollaghan, 1994). Logan (1992) ex-
amined the computational viability of systems alterna-
tive to those of phonemic representations in on-line lex-
icons modeled after those of children 1%2 to 5 years of
age. Neighborhood densities calculated on the basis of
manner class representations were very similar to those
based on phonemes and, he suggested, could be one fea-
sible alternative that might underlie young children’s
spoken-word recognition.

The primary purpose of the current study was to ex-
amine, empirically, the role of structural similarity rela-
tions in the developmental trend toward less holistic pro-
cesses in spoken-word recognition. Age-related changes
in spoken-word recognition were examined across mid-
dle childhood (ages: 7, 9, and 11 years) and compared
with adult performance as a function of phonemic simi-
larity relations and word frequency. The best performance
on the present perceptual task (gating) should occur for
words that the subject does not perceive holistically but
as a complex of smaller linguistic segments. I therefore
predicted a developmental decrease in the amount of bot-
tom-up input needed to recognize words, especially those
with few similar-sounding neighbors. Although it is not
surprising to predict that younger children will do more
poorly than older children and adults, given their more
structurally distinct lexicons, some models would pre-
dict that children should need less information than
adults.?

While it has been suggested that phonemic similarity
relations play a pivotal role in the developmental time
course of segmental restructuring for individual lexical
items (Jusczyk, 1992; Walley, 1993b), there is no empir-
ical evidence for such. The theory is that words that have
many similar-sounding neighbors will undergo, develop-
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mentally early, segmental restructuring. That is, these
words need to be encoded phonemically at an early age
in order to be discriminated from similar-sounding words
in the listener’s lexicon. Words with many neighbors should
therefore be recognized on the basis of less bottom-up
input than words that are stored relatively more holisti-
cally or have undergone segmental restructuring more re-
cently. Similarly, due to increased experience with the
sound pattern, frequency may also play a causal role in rep-
resentations becoming more segmentalized. Walley and
Metsala (1990) found developmental differences among
5- and 8-year-olds and adults on mispronunciation judg-
ments for words that were rated to be acquired relatively
late in development, but no such differences were found
for the earliest acquired words. In the present study, the
prediction was that developmental differences would be
most pronounced for words that had few similar-sounding
neighbors and were not heard frequently—those words
that would be chronologically latest to undergo segmen-
tal restructuring.

The combined effects of word frequency and neighbor-
hood density are not easy to predict. First, the required em-
pirical investigations have not been carried out with chil-
dren. Second, there are inconsistencies in the relevant
adult investigations. Luce (1986) found that adults were
quicker at an auditory naming task for words with few as
opposed to many similar-sounding neighbors. On a lex-
ical decision task, however, subjects showed an advan-
tage for low-frequency words with many as opposed to
few neighbors. A similar interaction for frequency and
neighborhood density has been found in studies of
adults’ word reading (e.g., Andrews, 1992; Brown, 1987;
Luce, 1986; Seidenberg & McClelland, 1989). A second
focus of this study, therefore, was to elucidate the com-
bined effects of neighborhood density and frequency in
spoken-word recognition for children and adults.

The Gating Task

The gating paradigm was used to investigate listener
and stimulus characteristics on spoken-word recognition.
In this paradigm, listeners are presented with increasing
amounts of acoustic—-phonetic information, from word
onset over a series of trials, and asked to identify the tar-
get after each gate (Grosjean, 1980). This is an off-line
task insofar as listeners respond to the stimulus after its
offset and there is no response deadline. Investigations
that have used the gating task with adults have replicated
such important aspects of speech processing as frequency,
word length, and context effects (Grosjean, 1985; Sala-
soo & Pisoni, 1985); furthermore, the amount of infor-
mation needed to isolate a word in the gating task, in ab-
solute terms, is similar to recognition times in on-line tasks
such as speech shadowing and word monitoring (e.g.,
Marslen-Wilson, 1984, 1987). Studies have also shown
that the absence of a response deadline does not enhance
performance (Tyler & Wessels, 1985), nor does the suc-
cessive presentation format (Cotton & Grosjean, 1984;
Salasoo & Pisoni, 1985).

The gating task has been increasingly used to examine
the speech recognition of both children (e.g., Elliott etal.,
1987; Fox & Koenigsknecht, 1989; Walley, Michela, &
Wood, 1995) and atypical populations (e.g., Elliott,
Scholl, Grant, & Hammer, 1990; Metsala, in press). In
one investigation, Walley et al. (1995) found that chil-
dren and adults responded to different presentation for-
mats in a qualitatively similar manner. These investiga-
tors concluded that the gating paradigm was suited to
developmental comparisons. Indeed, the off-line char-
acteristics of this task make it especially suitable for young
listeners as there is no imposed reaction time deadline,
yet there is precise control over the amount of bottom-up
input that the listener’s response is based upon.

In summary, the primary purpose of the present study
was to examine developmental changes in spoken-word
recognition. The effects of neighborhood density on
children’s recognition performance have not been previ-
ously examined, nor have the combined effects of word
frequency and neighborhood density. The present study
allowed for an examination of these two variables in chil-
dren’s and adults’ word recognition, as well as develop-
mental comparisons.

METHOD

Subjects

The subjects were 20 first- and second-grade children (M =
7 years 3 months, range = 6 years 4 months to 8 years 4 months;
13 gitls, 7 boys), 20 third- and fourth-grade children (M = 9 years
2 months, range = § years 5 months to 10 years; 11 girls, 9 boys), 20
fifth-grade children (M = 10 years 10 months, range = 10 years 1
month to 11 years 6 months; 8 girls and 12 boys), and 18 graduate
students (range = 2040 years; 10 females and 8 males). The chil-
dren were recruited from two predominantly middle-class public
schools and were reading above the 25th percentile on the Wide
Range Achievement Test—Rev. All subjects were native speakers of
English and had no reported history of speech or hearing problems.
Three additional subjects from the youngest group did not com-
plete the gating task because of absence or inattention.

Stimuli

The 28 target words, all concrete nouns, formed a 2 (word fre-
quency) X 2 (neighborhood density) stimulus design (see Table 1).
Half of the words were of high frequency and half were of low fre-
quency, according to Kucera and Francis (1967). Neighborhood
density was defined as the number of words that differed from the
target word by a one-phoneme addition, deletion, or substitution
(see Charles-Luce & Luce, 1990; Goldinger, Luce, & Pisoni, 1989;
Luce, 1986). Half of the high- and low-frequency words had many
neighbors (dense neighborhoods), and half had few neighbors
(sparse neighborhoods). These cells were matched on the mean log
frequency of a target-word’s neighbors.

For target selection and neighborhood statistics, I started with
Luce’s (1986) database of 918 words previously used in perceptual
experiments with adults. These were monosyliabic words from
Webster’s dictionary which had received, from adults, a ¢ or above
on a 7-point familiarity rating scale (Nusbaum, Pisoni, & Davis,
1984). To ensure that target words and neighborhood statistics
would be developmentally appropriate, age-of-acquisition (AOA)
ratings were obtained. Sixty-four adult volunteers each rated about
one quarter of the 918 words on a 9-point AOA scale in the man-
ner described by Carroll and White (1973). On this scale, a rating
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Table 1
‘Word Stimulus Characteristics: Mean Log Frequency, Number of Neighbors,
and Mean Log Frequency of Neighbors

Mean Number

Mean Log Frequency Mean Log Frequency

Word Type of Target of Neighbors of Neighbors
High-dense 3.16 14.86 2.22
High—sparse 3.05 443 2.13
Low—dense 1.28 12.57 2.34
Low-sparse 1.34 3.29 2.15

Note—Word types high and low refer to words of high- versus low-frequency stimu-
lus cells; dense and sparse refer to neighborhood structure: words from dense neigh-
borhoods have many similar-sounding words in the listener’s lexicon as opposed to
sparse words, which have few similar-sounding words in the listener’s lexicon. Fre-

quency counts are based on Kucera and Francis (1967).

of 1 = acquired at age 2; 5 = acquired at age 6; and 9 = acquired
at age 13 or above. Words that received a mean rating below 7 (ac-
quired before about 9 years of age) formed the lexicon from which
neighborhood statistics were calculated. All of the 28 target words
had mean AOA ratings that corresponded to being acquired at or
before 7 years of age, and the mean AOA rating for all four stimu-
lus cells corresponded to being acquired at or before 5-6 years of
age. Previous research has shown that AOA ratings are reliable and
are valid predictors of the vocabulary knowledge of children
(Brown & Watson, 1987; Carroll & White, 1973; Gilhooly, 1984,
Gilhooly & Gilhooly, 1980; Gilhooly & Logie, 1982; Walley &
Metsala, 1990, 1992).

The target words, as well as four practice items, were read by a
male speaker and recorded in a sound-attenuated booth, then band-
pass-filtered (60 Hz—10 kHz) and digitized at a 10-kHz sampling
rate with 12-bit amplitude resolution. The test words were excised,
normalized for peak amplitude, and stored on the computer. Gated
versions of the words were prepared using a program for truncat-
ing digitized stimuli. The first gate for each word was 100 msec in
duration from word onset, and each subsequent gate was an addi-
tional 50 msec from word onset (e.g., Gate 2 = 150-msec duration;
Gate 3 = 200-msec duration, etc.), until the last trial, on which the
complete word was presented. The test stimuli were converted
from digital to analog form and recorded in two random orders to
form Tapes A and B. Each tape had the same four gated words for
the practice trials.

Table 1 presents the log frequency, number of neighbors, and
mean neighbor log frequency for each of the frequency X neigh-
borhood density cells (see the Appendix for similar information
for each of the 28 words). The number of gates per word as well as
the mean log frequency of the neighbors were submitted to two
separate analyses of variance (ANQOVAs), with frequency and den-
sity as between-item factors. The analyses indicated that there
were no differences between the four cells for mean neighbor log
frequency. Importantly, the four cells also did not differ in terms of
mean number of gates per stimulus item.

Procedure

The subjects were tested individually in a quiet room in their
school, where they listened to one of the two random orders of the
taped stimuli. All subjects were told that they would first hear only
the very beginning of a word and then, on each trial, would hear
“more and more” of that word; after each presentation, the sub-
jects guessed what they thought the word was. The subjects first
completed the four practice words, and even the youngest children
were able to complete the task after the first practice item.

The gated stimuli were presented over headphones at a com-
fortable listening level via a Sony cassette tape player. After each
stimulus, the subject’s response was transcribed by the experi-
menter. If the subject did not respond during the interstimulus in-
terval, then a blank response was recorded.* Even the youngest

subjects became sensitive to this interstimulus interval during the
practice trials, and offered their responses well within this time
limit. No contingent feedback was given during the gating test, but
general encouragement was given to all the subjects during testing.
The subjects completed the gating task in one session lasting ap-
proximately 30 min.

RESULTS

Isolation Points

The isolation point (IP) was the stimulus duration at
which a subject first correctly guessed a target word (con-
sistent with Walley et al.’s definition of IP).> For target
words that were not correctly identified, the IP was cal-
culated to be the total duration of the word plus 50 msec,
the duration of one gate (see also Elliott et al., 1987;
Walley et al., 1995).6 All effects reported below were
significant at p < .05, unless otherwise stated.

Subjects’ mean [Ps were submitted to a 4 (age) X 2
(frequency) X 2 (neighborhood density) ANOVA for a
mixed design. Table 2 shows the mean IP duration and
standard deviations for each cell of the analysis. The analy-
sis revealed main effects for age [F(3,74) = 18.24, p <
.0001] and for frequency and density [F(1,74) = 951.16
and 10.85, p <.005], as well asa frequency X neighbor-
hood density interaction [F(1,74) = 241.08, p < .0001]
and an age X frequency X neighborhood density inter-
action [F(3,74) = 2.92].7 The three-way interaction re-
vealed different patterns of developmental differences
across the four cells (see Figure 1). The two youngest
groups of children identified low-frequency (LF) words
at longer gate durations than did older children and adults.
For high-frequency (HF) words in sparse neighborhoods
(HF—sparse), 7-year-olds needed more input for recog-
nition than did 11-year-olds, and all three children’s
groups needed more input than did adults (M = 200 vs.
234, 256, and 274 msec, SD = 23.11, 36.72, 39.59, and
38.32, for adults to the youngest group, respectively). For
HF words in dense neighborhoods (HF—dense), there
were no significant age differences. Overall HF words
had shorter gate durations than LF words (M = 275 msec
vs. 385 msec, SD = 34.25 and 34.88).

All age groups displayed a frequency X neighborhood
density interaction; recognition of HF words was facili-
tated for sparse versus dense neighborhoods (M = 242 msec
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Table 2
Mean Isolation Point (in Milliseconds) as a Function of Age,
Frequency, and Neighborhood Density

Word Type
High— High— Low- Low-—
Group Dense Sparse Dense Sparse
Ages M SD M SD M SD M SD
7years  321.79 39.63 27429 3831 390.00 3256 426.07 40.95
9years 31893 39.00 25643 39.59 380.36 38.83 42643 34.22
11years 302.14 3892 233.57 36.72 34536 42.62 38643 38.56
Adults 290.08 22.87 200.00 23.11 337.70 39.18 390.87 17.46

Note—Word types high and low refer to words of high- versus low-frequency stimu-
lus cells; dense and sparse refer to neighborhood structure: words from dense neigh-
borhoods have many similar-sounding words in the listener’s lexicon as opposed to
sparse words, which have few similar-sounding words in the listener’s lexicon. Fre-
quency counts are based on Kucera and Francis (1967).

vs. 309 msec, SD = 44.22 and 37.63). The opposite was
observed for LF words for which recognition was based
on less input in dense versus sparse neighborhoods (M =
364 msec vs. 408 msec, SD = 43.80 and 38.73; see Fig-
ure 1).

Item Analyses

For each age group, an ANOVA with word items as the
random effect and frequency and density as the between-
item factors was completed. For the adult group, the
ANOVA showed a main effect of frequency [F(1,24) =
17.79, p < .001] and a frequency X neighborhood den-
sity interaction [F(1,24) = 6.42, p < .02]. This parallels
the subject analysis for adults. For the oldest group of
children, there was a main effect of frequency [F(1,24) =
9.48, p <.01]; the frequency X neighborhood density in-

teraction did not reach traditional levels of significance
[F(1,24)=2.97, p <.10]. This item analysis parallels the
subject analysis for this age group with the exception
that the frequency X neighborhood density interaction
was significant for the subject analysis. Both item analy-
ses for the two youngest groups of children showed main
effects of frequency only [Fs(1,24) = 11.87 and 11.16,
p < .01, for the middle and youngest groups, respec-
tively]. For these two youngest groups of subjects, the
frequency X neighborhood density interaction, which
was significant for the subject analysis, was not signifi-
cant for the item analysis.

Initial Phoneme
The trial on which the subjects first guessed a word
candidate with the correct initial phoneme was calcu-
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Figure 1. Mean isolation point (in milliseconds) as a function of age, frequency, and neighborhood density.
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lated, and an ANOVA for the factor of age was signifi-
cant {F(3,74)=12.11, p <.0005]. The youngest group of
children guessed a word with the correct initial phoneme
on a later trial than did the oldest group of children and
adults (M gate number = 2.46 vs. 1.64 and 1.37, SD =
.68, .47, and .40; corresponding to mean durations of
173 msec vs. 131 and 118 msec). The middle group of
children also guessed a word candidate with the correct
initial phoneme on a later trial than did adults (M trial =
1.99 vs. 1.37, SD = .75 and .40).

Word Candidates

The total recognition trial (TRT) was defined as the
gate for which a subject correctly identified the target
word without subsequently changing her or his response.
For each subject, the number of different incorrect guesses
was then calculated and divided by the number of pre-
TRT trials. This is a measure of the proportion of differ-
ent word candidates generated prior to the subject’s
maintaining the correct response (Walley et al., 1995).

The 4 (age) X 2 (frequency) X 2 (neighborhood den-
sity) ANOVA revealed a main effect of age [F(3,74) =
4.76, p < .005]. Adults had a higher proportion of dif-
ferent guesses than did the two youngest groups of sub-
jects (M proportion = .56 vs. .45 and .48, SD = .10, .11,
and .12). There was also a main effect of density [F(1,74) =
11.34, p < .005]. There was a higher proportion of dif-
ferent guesses for dense neighborhoods than for sparse
neighborhoods (M proportion = .52 vs. .49, SD = .12 and
.12). Table 3 shows the mean proportion of different
guesses prior to recognition for each cell of the ANOVA.

DISCUSSION

My findings support the hypothesis that the develop-
ment away from more holistic processing of spoken words
is related to the sound-similarity relations and experi-
enced frequency of individual lexical items. Develop-
mental comparisons showed that with increasing age, less
acoustic—phonetic information was needed to recognize
high-frequency words in sparse neighborhoods, as well
as low-frequency words in both sparse and dense neigh-
borhoods. It appears that children learn to represent the

segmental distinctions that are necessary for discrimina-
tion among lexical alternatives. The extent and develop-
mental time course of lexical restructuring appears to be
a function of a word’s location (in terms of neighborhood
structure) in the child’s mental lexicon.

The increasing shift from relatively holistic to more seg-
mental processing is, I suggest, the result of the increasing
segmental structure of lexical representations. The impetus
for such restructuring is growing lexical knowledge—the
increasing need to discriminate among many similar-
sounding alternatives and the increased exposure of indi-
vidual lexical items. Developmental differences were pro-
nounced for words that were not heard frequently and for
words that did not have many similar-sounding neighbors.
That is, developmental differences were found for those
words that, I proposed, are more holistically represented
and are the latest, chronologically, to move toward seg-
mental restructuring. Young children were able to recog-
nize the words that, I suggest, undergo segmental re-
structuring earliest—that is, high-frequency words with
many similar-sounding neighbors—with as little of the
bottom-up information as adult listeners had.

Developmental Changes Linked to
Lexical Representations

I believe that the observed pattern of results links devel-
opment in spoken-word recognition to changes in lexical
representations to a greater extent than previous research
has shown. First, alternative processing explanations are
not sufficiently powerful to explain my findings. For ex-
ample, an alternative account of these developmental
changes is that children are processing words in a seg-
mental manner, but strategically pay equal attention to
segments throughout a word—possibly because young
listeners are more likely to encounter new, unknown
words than adults are. If this alternative explanation was
correct, however, there should have been consistent de-
velopmental differences across all of the stimulus cells.
Even a stronger version of this argument, that this bias
toward paying attention to information throughout a
word is dominant only when children are less familiar
with a word (e.g., low-frequency words), does not ac-
count for the present findings. Young children also

Table 3
Proportion of Different Word Guesses Prior to Total Recognition Trials
Word Type

High- High— Low— Low-

Group Dense Sparse Dense Sparse
Ages M SD M SD M SD M SD
7 years 468 .138 412 134 477 .141 429 117
9 years 480 142 489 203 483 118 456 113
11 years .568 133 516 126 .509 .097 .503 .094
Adults .604 128 575 154 554 110 .524 .100

Note—Word types high and low refer to words of high- versus low-frequency stimu-
lus cells; dense and sparse refer to neighborhood structure: words from dense neigh-
borhoods have many similar-sounding words in the listener’s lexicon as opposed to
sparse words, which have few similar-sounding words in the listener’s lexicon. Fre-
quency counts are based on Kucera and Francis (1967).
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needed more information for high-frequency words in
sparse neighborhoods—words with which they were
very familiar, but for which there was no need to discrim-
inate from many similar-sounding alternatives.

A second reason for suggesting that the current find-
ings support the notion that developmental changes are
linked to lexical representations relates to the observa-
tion that children required more information than adults
did in order to guess a word with the correct initial pho-
neme as the target word. This is consistent with the hy-
pothesis that representations become more segmental
with lexical growth. Models of mature word recognition
propose that incoming acoustic—phonetic information is
matched, in an on-line manner, to phonemically based
lexical representations (for a review, see Pisoni & Luce,
1987). The more holistic representations underlying
children’s spoken-word recognition would require more
of the bottom-up input in order for words with the cor-
rect initial phoneme to become active candidates. My
observations are consistent with studies that have found
that children’s ability to perceive and produce CVC syl-
lables is more influenced by coarticulatory factors than
is that of adults (Nittrouer & Studdert-Kennedy, 1987,
Nittrouer et al., 1989).

On the basis of the results, I suggest that there are con-
tinued perceptual advantages linked to changes in lexi-
cal representations past early childhood. These develop-
mental findings support the thesis that the phoneme
emerges first as a perceptual processing unit with vo-
cabulary growth, rather than being an inherent unit in the
organization of the mental lexicon. The interaction of
age X frequency X neighborhood density supports the
view that segmental restructuring occurs in a word-by-
word manner rather than on a system-wide basis. That
is, developmental differences in recognition vary with
the extent of segmentalized representations across dif-
ferent locations in the mental lexicon. In addition, it ap-
pears that both frequency and neighborhood density are
important determinants of the developmental time course
toward phonemic restructuring for individual items.

The Frequency X Neighborhood Density
Interaction: A Developmental Perspective

Previous studies have not been consistent in their find-
ings of the combined effects of frequency and neighbor-
hood density on adults’ spoken-word recognition. The pres-
ent results are consistent with subjects’ performance on
an auditory lexical decision task (Luce, 1986) and with
studies on visual word recognition (Andrews, 1992; Sei-
denberg & McClelland, 1989). Recognition of high-
frequency words was facilitated for sparse versus dense
neighborhoods; low-frequency words were recognized at
shorter gate durations in the dense versus sparse neigh-
borhood condition.

The observed frequency X neighborhood density in-
teraction may result from inconsistencies in two func-
tionally distinct influences—the results of which are
consistent with the proposed developmental theory of

the time course of lexical restructuring. These two dis-
tinct influences are most apparent in models of cognitive
processes that instantiate distributed representations
(e.g., see Seidenberg & McClelland’s, 1989, model of vi-
sual word recognition). These will be called on-line ef-
fects and structural-residual effects. On-line effects are
defined as those that result from competition among items
that most closely match the bottom-up input. Structural-
residual effects are defined as those that arise from the
structural properties of lexical representations and result
from the developmental (or acquisition) phase—there-
fore, residual. These are effects on recognition due to char-
acteristics of lexical representations (e.g., segmental-
ized) that result from the history of the individual word
in the mental lexicon.

With increasing neighborhood density, the effects
from these two functionally distinct influences will be
opposite. Structural-residual effects will facilitate recog-
nition as neighborhood density increases in two ways.
First, there will be pressure on holistic representations to
undergo segmental restructuring in order to discriminate
between many similar-sounding words. Second, sublex-
ical patterns of activation will be more often instantiated
for words with many similar-sounding neighbors, result-
ing in greater connection strengths between distributed
units (e.g., see Seidenberg & McClelland, 1989). On the
other hand, on-line effects in neighborhoods of increas-
ing density will impede recognition. Competition for any
given acoustic—phonetic pattern will depend on the num-
ber and frequency of word neighbors, as well as on the
frequency of the target word itself (Luce, 1986).

Structural-residual and on-line effects will act consis-
tently by enhancing recognition of words of increasing
frequency. Words that are heard often will have a greater
opportunity to result in complete, segmental representa-
tions (structural-residual effect) and will be afforded pri-
ority in the competitive process (e.g., through activation
weights or decision bias—the on-line effect).

Thus, effects associated with increasing frequency are
consistent across the two functionally distinct influences.
For words of increasing neighborhood density, however,
the structural-residual effects enhance recognition,
whereas on-line effects impede recognition. I suggest that
the observed frequency X neighborhood density interac-
tion is a result of these combined effects. Specifically, for
low-frequency words, the structural-residual effects of
neighborhood density are primary. Low-frequency words
in dense (but not sparse) neighborhoods will have the
segmentalized structure to support early recognition and
are therefore recognized with less input than similar
words in sparse neighborhoods. Frequently heard words
have the opportunity to become segmentally based over
time, regardless of neighborhood structure. For these
words, on-line competition is the determining factor in
recognition performance, recognition therefore being fa-
cilitated for high-frequency words in sparse as opposed to
dense neighborhoods. For children even younger than
those tested in the present study, the prediction would be
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that all words would be of relatively lower frequency and
that neighborhood density might be the initial impetus for
segmental restructuring of lexical items.

The proposal that recognition is facilitated by the ex-
perienced frequency of sublexical units in spoken-word
recognition is not unprecedented. Landauer and Streeter
(1973) found that high-frequency, monosyllabic words
that contained more phonemes found in common words
were recognized better, when presented in noise, than
were words containing phonemes typical of rare words.
Consistent with Landauer and Streeter’s findings and
with models of visual word recognition, my proposal is
that increased similarity neighborhoods have a positive
effect on the recognition of spoken words, in part due to
the frequency of sublexical patterns of phonemes. Brown
and Watson (1987) have proposed that processing ad-
vantages for early-acquired words are due to more robust
representations. The current paper suggests how both
frequency and neighborhood density may interact to af-
ford differential processing advantages for words in the
mental lexicon, thus operationalizing the notion of “more
robust” representations.

The finding of a higher proportion of different word
candidates generated prior to recognition in dense versus
sparse neighborhoods also provides support for the im-
portance of word neighborhoods in spoken-word recog-
nition (see also Charles-Luce & Luce, 1995; Dollaghan,
1994; Goldinger et al., 1989; Logan, 1992; Luce, 1986).
This finding was similar for children and adults, vali-
dating the use of an on-line lexicon, modeled after the
vocabulary knowledge of words estimated to be known by
an age just above that of my youngest subjects, for making
developmental comparisons.

One limitation of the present study is that neighbor-
hood statistics calculated on the basis of a computerized
lexicon are only an estimate for individual subjects (Luce,
1986). The frequency X neighborhood density interac-
tion may have been apparent only in the item analysis for
older children and adults due to this limitation. Younger
children are still learning many new words, and the den-
sity status of any one word may vary more between sub-
jects in the youngest age groups. Future research with
young children might examine recognition performance
of target words for which neighborhood structure is em-
pirically determined on a subject-by-subject basis.

Summary

Studies with children 5 years of age and up have fo-
cused more on phonemic awareness abilities than on
basic word-recognition processes. An implicit assump-
tion of these studies has been that lexical items are fully
segmented much earlier than the age at which access of
these units is necessary for reading (for discussion, see
Fowler, 1991). However, in order to understand the de-
velopment of, and individual differences in, phonemic
awareness skills and subsequent reading ability, the emer-
gence of the phoneme as a basic unit in spoken-word
recognition needs to be delineated (Fowler, 1991; Wal-
ley, 1993b). The present study takes an empirical step to-

ward this end and provides evidence for the thesis that the
development of phonemic representations and segmen-
tal processing at a perceptual level is a protracted process
that extends into the beginning school years.

Importantly, the present study also provides empirical
support for the hypothesis that the developmental trend
from relatively holistic to more segmental processing is
a function of vocabulary knowledge and is most appro-
priately conceptualized as occurring in a word-by-word
manner. That is, the increasing need to discriminate from
a growing number of similar-sounding alternatives and
the increasing frequency of experience with a word propel
the developing lexicon toward segmentalized representa-
tions. This study is the first developmental investigation
of the combined effects of neighborhood structure and
frequency on spoken-word recognition performance. Goals
for future research include investigating children’s percep-
tion of varying lexical items across different perceptual
tasks, extending the study of neighborhood structures to
preschool children, and delineating the relationship be-
tween perceptual processing and phonemic awareness via
direct and longitudinal comparisons.
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NOTES

1. Studies have shown that infants can discriminate among phone-
mic contrasts (for a review, see Aslin, Pisoni, & Jusczyk, 1983). How-
ever, for a discussion of how this early discrimination between individ-
ual phonemes differs from later recognition of linguistic units, see
Jusczyk’s (1992) model (word recognition and phonetic structure ac-
quisition) and Walley’s (1993b) developmental review.

2. Logan (1992) has suggested that nonphonemic representation sys-
tems may be more economical for young children, while still ade-
quately specifying individual lexical items in their relatively smaller
lexicons. The exact form of such developmentally early, more holistic
representations remains an unresolved issue in this field. One alterna-
tive is that children’s early representations may not specify sequential
information within a larger syllabic unit. In addition, for young chil-
dren’s smaller lexicons, stress patterns may play a more prominent role
in reducing the lexical space from which a target must be discriminated
(e.g., Huttenlocher & Zue, 1983). The goal of the present study is not
to resolve the issue of what defines more holistic representations be-
yond previous research. Rather, this paper empirically examines fac-
tors hypothesized to be important in the developmental time course of
lexical-phonemic restructuring and the trend toward less holistic
word-recognition processes.

3. If recognition processes were equivalent across age, it would be
predicted that words in children’s relatively smaller, more structurally
distinct lexicons could be distinguished on the basis of less of the
bottom-up input. Indeed, cohort theory (Marslen-Wilson, 1987, 1989)
predicts that recognition occurs at that point, on a left-to-right basis, at
which a word differs structurally from all other words in the listener’s
lexicon. Given children’s smaller lexicons, predictions from this model
would be that children should recognize words at an earlier point than
adults.

4. The proportions of blank trials were .064, .046, .039, and .020
(SD = .028, .03, .026, .022) for the youngest through adult group, re-
spectively.

S. This operational definition of isolation point is consistent with re-
cent work using the gating paradigm (e.g., Walley et al., 1995). This
definition is different from that of Grosjean (e.g., 1985), who first used
the term to refer to the gate duration at which the subject correctly
guessed the target word without subsequently changing his/her re-
sponse. Grosjean’s definition of isolation point, however, may be more
congruent with definitions of the total acceptance point, which has
been used to refer to a combination of the gate at which a subject does
not subsequently change his/her response and reaches some criterion
in a confidence rating of their response (e.g., Elliott et al., 1987; Wal-
ley et al., 1995).

6. This addition of 50 msec, the duration of one gate, for calculating
an isolation point when a target was not correctly identified has been
used in previous research by Elliott et al. (1987) and Walley et al.
(1995). Even adults sometimes need additional information to identify
words in isolation (e.g., the onset of the next word; Grosjean, 1985).
This method for nonrecognition correction is liberal, as it assumes the
subject would have recognized the word given an offset cue. Indeed,

analogous analysis conducted with the elimination of nonrecognition
trials did not change the pattern of results (see note 7).

7. The same analysis was completed with mean recognition times
calculated over only those trials for which the subject correctly identi-
fied the target word. In other words, trials for which the subject never
guessed the target word correctly (i.e., errors) were eliminated. The
pattern of results was the same as for the main analysis, with the ex-
ception that the three-way interaction did not reach traditional levels of
statistical significance (F = 2.39, p < .08). Age did interact with fre-
quency (F = 3.16, p < .05) and with density (F = 4.77, p < .005), and
the conclusions from these interactions are consistent with the main
analysis reported in the body of the paper. Developmental differences
were least pronounced for words in dense neighborhoods.

APPENDIX
Target Words and Neighborhood Properties
Mean Log
Log Number of  Frequency of
Word Word Type  Frequency  Neighbors Neighbors
cut high—dense 3.28 16 1.81
sign high—dense 297 11 2.61
ship high-dense 292 16 1.81
bill high—dense 3.16 13 2.53
head high—dense 3.63 14 2.47
case high—dense 3.56 14 2.49
bag high—dense 2.62 20 1.83
girl high—sparse 3.34 5 1.51
dirt high—sparse 2.63 6 2.55
church  high—sparse 3.54 4 1.45
voice high—sparse 3.35 2 2.75
bar high—sparse 291 5 2.79
dog high—sparse 2.87 6 2.09
sky high—sparse 2.76 3 1.78
den low—dense 1.30 14 2.79
comb low—dense 1.78 12 2.56
chum low—dense 1.00 12 1.82
lace low—dense 1.85 14 2.76
mug low—dense 1.00 14 1.65
weed low—dense 1.00 11 1.98
vet low—dense 1.00 11 2.83
toad low—sparse 1.60 2 2.62
chime  low-sparse 1.00 3 1.57
claw low—sparse 1.00 3 1.82
stew low—sparse 1.70 2 2.45
mole low—sparse 1.60 4 2.07
fudge  low-sparse 1.00 5 1.98
leash low—sparse 1.48 4 2.52

Note—Word types high and low refer to words of high- versus low-
frequency stimulus cells; dense and sparse refer to neighborhood struc-
ture: words from dense neighborhoods have many similar-sounding
words in the listener’s lexicon as opposed to sparse words, which have
few similar-sounding words in the listener’s lexicon. Frequency counts
based on Kucera and Francis (1967).
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