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Decision strategies and visual-field asymmetries
in same-different judgments of word meaning

MARGARET A. FRANCIS and R. JOHN IRWIN
University ofAuckland, Auckland, New Zealand

The accuracy with which observers judged whether two words belonged to the same semantic cat­
egory was determined from a detection-theoretic analysis of same-different judgments. In Experi­
ment 1, one word was presented centrally and the other word in either the left visual field (LVF) or
the right visual field (RVF); in Experiment 2, both words were presented to either the LVF or the RVF.
In order to obtain receiver-operating characteristics (ROCs) of performance, observers were asked
to rate their confidence that the two words belonged to the same semantic category. Two models of
the decision strategy were fitted to the obtained characteristics: a differencing model, in which the
decision variable was the difference between the two observations; and an optimal model, in which
each observation was judged in relation to a criterion. In both experiments, the optimal model pro­
vided a better fit than the differencing model to the obtained characteristics. Maximum-likelihood
estimates of both the criterion-free parameter, d', and the area under the operating characteristic,
peA), were greater for words presented in the RVFthan for those presented in the LVF.

The same-different task has enjoyed wide usage in in­
vestigations of cognitive functions, including investiga­
tions of hemispheric asymmetries, perceptual matching,
and the processes involved in stimulus comparisons. The
predominant focus in cognitive psychology has been on
reaction times rather than accuracy. Typically, errors in
same-different studies are of secondary interest, since
the conditions are usually such that few errors occur
(Farell, 1985), and most investigators attempt to mini­
mize them.

In contrast to this approach, we report here on the ac­
curacy of same-different judgments rather than on re­
action time. We present findings concerning the accu­
racy with which people can judge whether two words
belong to the same semantic category or not, and also
concerning the question ofwhether the accuracy of their
judgments depends on the visual field in which the words
are displayed. By so doing, we hope to provide a different
perspective on the processes involved in same-different
judgments of this kind. Thus, we propose that an appro­
priate measure ofaccuracy can reveal the underlying de­
cision processes in judgments of identity or difference,
and that these processes are fundamental to understand­
ing such judgments. One way in which this can be ac­
complished is by analyzing the same-different receiver­
operating characteristic (ROC), which provides a
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measure of accuracy, because its shape and location de­
pend upon the decision strategy that an observer adopts
in the task (Irwin, Stillman, Hautus, & Huddleston,
1993; Macmillan & Creelman, 1991; Noreen, 1981).

The purpose of the work reported here was to illus­
trate the potential usefulness of this psychophysical ap­
proach to a specific problem in cognition-namely, the
problem ofdetermining the decision strategy adopted by
an observer in judging whether two things are the same
or different (see Algom, 1992, for other psychophysical
approaches to cognition). First, however, we briefly re­
view some possible indices of accuracy for the same­
different task and attempt to justify why we have chosen
to present an index based on the ROC.

MEASURES OF ACCURACY FOR THE
SAME-DIFFERENT TASK

The most natural measure of accuracy for the same­
different task is proportion correct but, for several rea­
sons, we believe this is rarely a satisfactory measure.
The same-different task, like the simpler yes-no task, is
prone to response biases, such that the proportion ofcor­
rect judgments that a particular observer achieves will
depend upon that observer's bias. Furthermore, a given
proportion correct attained even by an unbiased ob­
server has a different meaning in the same-different task
from its meaning in other tasks, such as forced-choice
tasks, in the sense that it represents a different level of
performance (Macmillan & Creelman, 1991).

An alternative index is the detection-theory index, d',
which possesses the desirable property that it represents
a uniform level of performance for any task. As is well
known, d' is the distance between the means of the two
underlying Gaussian processes associated with each
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event. Its unit is the standard deviation (SD) of those
processes, which is assumed to be equal for each event.
However, even the use of this index can be problemati­
cal, for a number of reasons. First, it is not appropriate
to treat same-different data as though they came from a
yes-no experiment, and thus to compute d' from the
standard yes-no tables. For one thing, the same-different
task contains two observation intervals (or two observa­
tion places), whereas the yes-no task contains only one.
Even so, a single point in ROC space-whether from a
single-interval or a same-different task-is not suffi­
cient to provide an unequivocal measure of accuracy,
because the path of the ROC cannot be determined un­
ambiguously from a single point (see Swets & Pickett,
1982, p. 29).

A more subtle problem with using the detection­
theory index arises from the fact that there are at least
two decision variables that can be used to make a same­
different judgment, and these decision variables give rise
to different outcomes and therefore to different estima­
tions of d', A major purpose of our work was to deter­
mine which decision variable (i.e., which decision strat­
egy) the observers adopted in deciding whether two
words belonged to the same or different semantic cate­
gories. We attempted to do this by examining the shape
of the ROC for the task. A subsidiary purpose was to il­
lustrate the benefits of this analysis by applying it to a
standard problem in cognition-that of determining
hemispheric asymmetries in the processing of semantic
information. In the following section, we review the psy­
chophysics of the same-different task, and then consider
its application to hemispheric processing ofsemantic in­
formation.

PSYCHOPHYSICAL ANALYSES OF THE
SAME-DIFFERENT TASK

In early psychophysical analyses of the same­
different task (Macmillan, Kaplan, & Creelman, 1977;
Sorkin, 1962), it was supposed that the decision variable
was the difference between the experiences produced by
each observation. If that difference exceeded a criterion
value, the two stimuli were judged as being different;
otherwise, they were judged as being the same. This has
been called a differencing strategy. An alternative strat­
egy, however, uses a fixed criterion value, against which
each of the two experiences is compared. Only ifthe two
experiences fall on different sides of this criterion are
they judged as being different; otherwise, they are
judged to be the same. It can be shown that this is in fact
an optimal strategy (Johnson, 1980; Macmillan & Creel­
man, 1991; Noreen, 1981).

For readers who are not familiar with this analysis of
the same-different task, a simple example similar to one
presented elsewhere (Hautus, Irwin, & Sutherland,
1994; Noreen, 1981) may clarify the distinction between
the two models. Suppose that an observer has to decide
whether or not two apples are of the same variety, but
that the only information available about the apples is

their weight. Further suppose that the mean weight of
one variety is 100 g, while that of the other variety is
90 g, and that the weight of each variety is distributed
normally with an SD of 109 (thus, d' = 1). Consider a
trial in which the first observation was a weight of 80 g
and the second was a weight of 110 g. An observer who
adopted the differencing strategy would compute the
difference in weight of the two observations (i.e., 30 g),
and if that difference exceeded the criterion difference
(of, say, 20 g), would decide that the two observations
stemmed from different varieties of apples. An alterna­
tive strategy would be to set an absolute criterion (e.g.,
90 g) for the decision. In the example just considered,
the two observations fall on different sides of that crite­
rion, and so this strategy, like the differencing strategy,
would also lead to a decision that the two samples came
from different varieties. However, suppose that one ob­
servation was 100 g and the other was 130 g. In this case,
although the differencing strategy would still lead to the
decision that the samples came from different varieties,
the optimal strategy would lead to the decision that they
came from the same variety.

This example, however, oversimplifies the analysis­
it may give the impression that the criterion is a point on
the decision axis, just as it is in the fundamental yes-no
task, but this is not so. The standard analysis ofthe yes­
no experiment assumes that the events being judged give
rise to Gaussian distributions of equal variance, and
even though we make the same assumptions for the
same-different experiment, the analysis leads to a very
different result from that of the more familiar yes-no,
or single-interval, case. Thus, in contrast to the uni­
dimensional decision axis of the single-interval experi­
ment, the same-different experiment entails a two­
dimensional decision space, which arises because each
observation of a trial is represented by an independent
random variable, and the outcome of a trial is repre­
sented by a point on this space. An experiment compris­
ing many trials gives rise not to two univariate normal
distributions, as in the standard case, but to four bivari­
ate normal distributions, one for each of the four possi­
ble kinds of trials (see Appendix). Rather than being a
point on a unidimensional decision axis, as in the single­
interval task, a criterion on this space is, then, a bound­
ary that divides the decision space into regions for ac­
cepting that the two observations stemmed from the
same or from different events. Different decision strate­
gies divide the space up in different ways and can there­
fore lead, as our example shows, to different decisions
based on the same evidence.

The key to our method for inferring which decision
strategy is adopted in an experiment is provided by the
shape of the resulting ROC, since it can be shown that
the differencing strategy gives rise to an ROC that is
asymmetrical about the negative diagonal of the ROC
square, whereas the optimal strategy gives rise to an
ROC that is symmetrical about that diagonal. In the ap­
pendix we present a proof, which is not to our knowl­
edge available elsewhere, that the optimal strategy gives



rise to a symmetrical ROC. The properties of the differ­
encing strategy are better known-the asymmetrical na­
ture ofits ROC was first demonstrated by Sorkin (1962),
and it has subsequently been delineated by Irwin et al.
(1993) and Macmillan et al. (1977)-and we therefore
do not derive its shape again here.

OIHER VIRTUES OF ROC ANALYSIS

It is obviously desirable to reduce or eliminate the re­
sponse biases to which same-different experiments are
especially prone (Macmillan & Creelman, 1991). One
way of accomplishing this, at least for measures of ac­
curacy, is to obtain a full ROC that yields measures
uncontaminated by response biases. The rating method
of detection theory is an efficient means of obtaining a
full ROC (McNicol, 1972). When applied to the same­
different task, the rating method requires observers to
rate on a multipoint scale their confidence that two stim­
uli were either the same or different. An observer's per­
formance can then be determined from analysis of the
rating ROC. This gives a more complete picture of per­
formance than can be obtained from a single point in the
ROC space (as from a yes-no task), and in addition, the
shape of the same-different ROC allows an inference to
be made, as we have stated, about the decision strategy
that the observer adopted.

EXPERIMENTAL EVIDENCE ON
SAME-DIFFERENT DECISION STRATEGIES

A few studies have attempted to decide between these
decision strategies in simple psychophysical tasks. Vo­
gels and Orban (1986) concluded that the differencing
strategy was adopted in judging whether two lines were
the same or different in orientation because the results
then agreed with those from a forced-choice experiment
in which the same observers judged the same stimuli.
This somewhat indirect method for inferring which de­
cision strategy was adopted is based upon the following
reasoning: As we have noted, a proper measure of dis­
crimination .ought to be independent of the particular
task that measures it, and by assuming that observers
adopted a differencing strategy, Voge1s and Orban ob­
tained a similar result from both tasks (i.e., the same­
different task and the forced-choice task). Had they as­
sumed that the observers adopted an optimal strategy,
they would have found that the two tasks yielded differ­
ent estimates of an observer's ability to judge the orien­
tation of lines-an ability that should not depend upon
the task used to measure it. Similarly, Irwin et al. (1993)
concluded from the asymmetrical shape of the ROC that
judgments as to whether two drinks were the same or dif­
ferent in concentration were based on a differencing
strategy. In another study of simple stimuli, Hautus et al.
(1994) reported asymmetrical ROCs for judgments of
whether two sounds were the same or different in am­
plitude. They, too, therefore concluded that the differ-
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encing strategy was adopted in deciding whether two
things were the same or different.

VISUAL-FIELD ASYMMETRIES IN
SAME-DIFFERENT JUDGMENTS

OF WORD MEANING

We have applied this psychophysical analysis of the
same-different task to the familiar problem ofdetermin­
ing visual-field asymmetries in processing verbal mate­
rial. We therefore briefly review some earlier findings.
The stimuli used in the majority ofprevious verbal same­
different studies have required physical comparisons not
comparisons of meanings, of either characters (e.g.,
Bagnara, Boles, Simion, & Umilta, 1983; Egeth & Ep­
stein, 1972) or words (e.g., Barron & Henderson, 1977;
Barron & Pittenger, 1974; Gibson, Dimond, & Gazzaniga,
1972). These judgments can be made on the basis of a
few physical features. On the other hand, when seman­
tic comparisons involving words are called for, the com­
parisons of meanings must occur at an abstract level. In
one such study, Gross (1972) had observers judge
whether two 3-letter words belonged to the same or dif­
ferent semantic categories. She found that observers re­
sponded faster when the words were in the right visual
field (RVF) than when they were in the left visual field
(LVF). Later, Urcuioli, Klein, and Day (1981) reported
both reaction times and error rates in a similar task. Ur­
cuioli et al. presented two 3-letter words, one centrally
and the other peripherally, and measured the time ob­
servers took to decide whether the words belonged to the
same semantic category. Like Gross, they found that ob­
servers responded more quickly when the peripheral
word was in the RVF than they did when it was in the
LVE Because they reported error rates (false positives
and false negatives) for the same-different task, accuracy
and response bias can be computed from their results.
From their Table 2, the hit rate (the complement of their
false negatives) in the matching task was .929, and the
false-alarm rate (their false negatives) was .050 for the
LVF(averaged over both groups). The corresponding rates
for the RVF were .953 and .075. These values yield only
one point in ROC space, so that it is not possible to infer
what decision strategy might have given rise to that point.
We therefore computed the accuracy measure, d', and
the criterion measure, In(I3), as though these points had
come from a yes-no experiment. The accuracy in each
visual field was identical (d' = 3.11). However, the cri­
terion was more lax for the RVF [In(l3) = -0.37] than it
was for the LVF [In(l3) = 0.28]; thus, the more lax crite­
rion adopted when responding to the RVF may partly ac­
count for the faster responses to words in that visual field.

SEMANTIC CATEGORIZATION OF WORDS

The present experiments required more than simple
judgments of stimulus magnitude. The same-different
judgments in these experiments had to be semantically
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based; that is, observers were required to judge whether
the members of pairs of words belonged to the same or
different semantic categories-a comparison that cannot
be made visually. Of interest here was the question of
whether the differencing strategy would be adopted for
this problem, too. Also, we wished to examine whether
visual-field asymmetries observed in previous same­
different studies would be observed when the stimuli re­
quired semantic comparisons and when a criterion-free
measure of accuracy was available. On the basis of the
usual findings from reaction time experiments (Brad­
shaw, 1989), a distinct advantage for the left (language­
dominant) hemisphere was anticipated for these seman­
tic judgments.

EXPERIMENT 1

In order to obtain ROCs for same-different judgments
of word meaning, we made the task more difficult than
in the usual reaction time experiment, in which few er­
rors occur. Weaccomplished this by presenting the stim­
uli for brief durations to parafoveal vision. We assessed
hemispheric asymmetries by presenting one member of
each pair of words to either the LVFor the RVE In addi­
tion, we examined the possibility, suggested by Chiarello
(1988), that visual-field asymmetries may depend upon
word length.

Method
Observers. Seven women and three men volunteered to partic­

ipate in the experiment. They were all students ofpsychology, and
all described themselves as right-handed.

Apparatus. IBM-compatible AT-class computers equipped
with standard l4-in. color VGA displays were used. Observers
were seated with their chin upon a chinrest 40 em from the com­
puter screen. All timing (accurate to 1 msec) was controlled by the
computer.

Stimuli. The stimuli consisted of two categories of words­
artificial and natural. Artificial words were defined as words cor­
responding to any object or structure, whether constructed or
manufactured, and regardless of size (e.g., gun). Natural words
were defined as those corresponding to any organism, or part of an
organism, whether plant or animal (e.g., whale). Three different
word lengths were presented from each category-namely, three­
letter words, four-letter words, and five-letter words. There were
56 words of each length in each category, making 336 words in all.
The natural and artificial words in the experimental session were
selected in order of frequency from Thorndike and Lorge's (1944)
list. In addition, several words corresponding to animals and trees
that are familiar to the average New Zealander were used (e.g.,
kiwi). All words were capitalized and displayed in the default font
(8 X 8 pixels) of Turbo Pascal (Borland, 1990), using medium­
resolution graphics (640 x 350 pixels).

Procedure. The observers fixated upon a central cross (+),
which was then replaced by two words-a central word and a side
word. The onset of the two words was simultaneous, but the cen­
tral word was displayed for 150 msec, and the side word for
30 msec. The side word was located so that its inner edge was
aligned 3° to either the left or right of center. Following the pre­
sentation of the words, the observer pressed either the "B" key to
categorize the central word as natural or the "N" key to categorize
it as artificial. The observers were informed that both reaction
time and accuracy were important for this part ofthe task.' On any
trial, each of the following four possible combinations had an

equal probability of occurring: (I) both words were artificial;
(2) both words were natural; (3) the central word was natural and
the side word artificial; and (4) the central word was artificial and
the side word was natural. After a response had been made to the
central word, a six-point rating scale appeared on the screen, and
the observers, who were provided with written instructions on how
to use this scale, were prompted to rate their confidence that the
side word belonged to the same category as the central word. Cat­
egory 1 corresponded to "very confident not the same," and Cat­
egory 6 to "very confident the same." Responses in this part of the
task were not timed. Every experimental session began with six
warm-up trials in which the words were drawn from a separate
pool of stimuli. To initiate a trial, the observer pressed a key. The
experimental trials were equally divided in terms of whether the
words were presented in the LVF or the RVF, whether they were
composed of words of the same or of different categories, and
whether they consisted of three-, four-, or five-letter words. On
any trial, the two words were always of the same length.

Before commencing an experimental session, all observers
completed two blocks of 36 practice trials to familiarize them­
selves with the rating scale. The task was the same in the practice
session as in the experimental session, except that six-letter words
were presented, and feedback on rating responses was given after
each trial and after each block of trials. The block feedback
showed the observers their usage of the rating scale and their ac­
curacy. The observers were informed of their progress at the end
of each block, and where necessary (e.g., when only a few points
on the scale had been used), the instructions for using the rating
scale were repeated.

Results
The reaction times to the central word are not ana­

lyzed here, as they are not germane to our main purpose,
which is concerned with same-different judgments.? In
order to carry out an ROC analysis of the accuracy of the
same-different responses, we defined hits as those trials
on which an observer judged the two words as belong­
ing to the same category when in fact they did, and false
alarms as those trials on which an observer judged the
two words as belonging to the same category when in
fact they did not. An ROC could then be constructed
from the ratings by plotting the hit rate against the false­
alarm rate in the usual way (McNicol, 1972). In the
analyses that follow, all the trials are included, regard­
less of whether the response to the central word was cor­
rect (as it was on 85% of the trials).

Individual observers. Each observer's ratings were
analyzed separately. The maximum-likelihood values of
the parameter, d', were estimated for each model for
each observer. Fitting the optimal model to data involves
intensive numerical computation, but an excellent ap­
proximation is also available (Hautus et aI., 1994; Irwin
& Hautus, 1993), and was in fact used here. Because there
were only 168 trials per observer, the variance associ­
ated with each point of the ROCs can be expected to be
large; as a result, this procedure was not carried out for
the still smaller number of trials that were presented to
each visual field.

The results of this analysis are shown in Table 1 for 7
of the 10 observers. That 3 observers (H.S., O.T., and
G.C.) could not judge whether the words belonged to the
same semantic category or not is shown by the value of
peA) for these 3 observers, in the last column of the
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'Also given are the goodness-or-fit statistic, X2, and the area measure,
p(A). *p < .05.

Table 1
Maximum-Likelihood Estimates (d') of the Best-Fitting

Parameters of the Differencing and Optimal Models
for Each Observer in Experiment la

table. The indexp(A) is the proportion of the area under
the ROC when the experimental points are joined by
straight lines, and because this quantity makes no dis­
tributional assumptions, it is said to be nonparametric
(McNicol, 1972). The value peA) = 0.5 obtained by O.T.
and G.C. stems from an ROC lying along the major di­
agonal of the ROC square, and such an ROC represents
chance performance. We have not fitted the models to the
data from these observers because, in this limiting case,
both models predict the same result, so that data of this
kind cannot discriminate between them.

Table 1 also shows the goodness-of-fit statistic, chi­
square, of each model for the data of each of the re­
maining 7 observers, together with the summed chi­
square for those observers. Although there are probably
too few trials to allow the data ofeach observer to decide
between the models, the summed chi-squares, which
have 28 df(4 for each observer), show that the data de­
parted significantly at the .05 level from the differencing
model (p = .036), but not from the optimal model (p =
.644). According to this analysis, therefore, the optimal
model provides the better fit to the ratings.

We also ·tested which of the two models better de­
scribed the resulting ROCs, by fitting the single-interval
unequal-variance model to each observer's ROC. Al­
though, as explained earlier, this is not the correct model
for the same-different task, we reasoned that one of the
parameters of that model (the ratio of the SDs of the
two normal distributions or the slope of the ROC on
z-coordinates) should signify which model better de­
scribed the results. Because of its asymmetrical ROC,
the differencing model predicts a slope parameter that is
greater than 1, whereas the optimal model, because of
its symmetrical ROC, predicts a slope parameter of ex­
actly 1. The results of this test yielded a mean slope of
0.937, with a standard error of 0.059, for the 7 ob­
servers. This value is not significantly different from 1
[t(6) = 1.050, n.s.], a result that agrees with the predic­
tions of the optimal model.

Pooled data. To provide information on any differ­
ences between the two visual fields, an analysis was
made of the pooled ratings from all 10 observers. To
pool the data, we added the frequencies with which each
rating was made by each observer; the hit and false­
alarm rates of the pooled ratings were computed from
these summed frequencies (see Swets & Pickett, 1982).
The parameters of the best-fitting population ROC were
then estimated from these data, using the jackknifing
technique since simple averaging of ROCs can yield
misleading results. In this case, use of this technique in­
volved a resampling plan combined with maximum­
likelihood estimation (for a similar procedure, see Dorf­
man & Berbaum, 1986).

The best-fitting population ROCs based on the differ­
encing and optimal models are shown in Figure 1. The
jackknifed estimates of the ROC parameter, d', obtained
for each model are shown in Table 2 for each visual
field, as well as for both fields combined, for all 10 ob­
servers. The calculated values of peA), ranging from
0.56 to 0.65, suggest that on average, the observers were
able to judge whether the words belonged to the same or
different categories. However, it should be appreciated
that a given value ofpeA) represents a more impressive
level of performance on the same-different task than it
does on, for example, the single-interval rating task
(Macmillan & Creelman, 1991). On the other hand, the
detection-theory measure of accuracy shown in Table 2
(d') has the same meaning in this task as it does in other
tasks. Visual inspection of the fitted curves for the
pooled ratings (see Figure 1) supports the conclusion
based on the summed chi-squares-namely, that the dif­
ferencing model does not provide a good fit to the data.
The optimal model, by contrast, provides an excellent
fit. This comparison has to be made by eye because at
present, there is no goodness-of-fit statistic available for
jackknifed same-different ROCs.

A two-way analysis of variance (ANOVA) of the val­
ues of peA) for each of the 10 observers, with visual
field and word length as factors, showed that accuracy
was significantly better for words in the RVF [peA) =
0.64] than it was for words in the LVF [peA) = 0.55,
F(l,9) = 9.23,p < .025]. There was no significant dif­
ference in the accuracy with which three-, four-, and
five-letter words were judged, nor was the interaction
between visual field and word length significant. There
was a general, but not significant, decrease in accuracy
with increasing word length. Table 3 shows the average
value ofp(A) for each word length, and the correspond­
ing estimates of d' (from the jackknifing method) for
each model. All of these measures of accuracy declined
with increasing word length.

Discussion
The symmetrical shape of the obtained ROCs is con­

sistent with the adoption of an optimal strategy, rather
than a differencing strategy, for these judgments of se­
mantic category. The category of the central word was

.46

.72

.57

.60

.63

.83

.50

.58

.64

.50

p(A)

1.860
1.464
4.324
4.953
1.987

3.721
6.398

0.92
1.18

1.61
0.78
0.98
1.18
2.12

4.025
9.156

2.562
3.111
7.301

10.251*
6.503

1.07
1.35

1.98
0.76
0.98
1.22
2.66

Differencing Model Optimal Model

d' X2 d' X2

H.S.
EA.
R.Y.
E.B.
S.S.
M.M.
O.T.
Y.H.
Q.D.
G.C.

Total 42.906* 24.707

Observer



306 FRANCIS AND IRWIN

1.0 1.0

0.8 0.8

(j) 0.6 (j) 0.6+-0 ....,
0 0

0::: , , 0:::
+-0

0.4 , , ....,
0.4I I

,,
0.2 , 0.2 RVFLVF

0.0 0.0
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

False-Alarm Rate False-Alarm Rate

1.0

0.8

(j) 0.6....,
0

0:::

I 0.4

0.2

0.0
0.0 0.2 0.4 0.6 0.8 1.0

False-Alarm Rate

Figure 1. Best-fitting jackknifed ROCs oflO observers in Experiment 1, for the LVF,the RVF, and the combined
visual fields. The theoretical curves are for the differencing model (broken lines) and the optimal model (solid lines).

relatively easy to determine because it was attended to,
whereas that of the side word would have been much
more difficult to determine because ofits briefexposure
in the parafovea. The relative ease with which the cen­
tral word could be categorized might have promoted the
adoption of an optimal strategy in this experiment. The
procedure might have encouraged observers to classify
the central word and to judge the side word indepen­
dently of the central one. The final decision would then
be based on whether those two classifications agreed. In
a second experiment, therefore, we avoided this arrange­
ment in order to provide a fairer test of the two models.

The ROC parameters, d' andp(A), demonstrate a clear
RVFadvantage for the accuracy ofsame-different judg­
ments of word meaning. This advantage might reflect a
tendency of the observers to scan from left to right
(Heron, 1957), although this is perhaps unlikely, because
the side words were presented for only 30 msec. Such a
mechanism, at least with the English language, might
favor words displayed in the RVF, but there is some de­
bate about the contribution ofthis process to visual-field

asymmetries (Bradshaw, 1989). Another possibility is
that the RVF advantage stems from the dominance of the
left hemisphere in processing verbal stimuli. Still an­
other possible explanation is that the difference between
the two fields stems from an attentional asymmetry fa­
voring the left hemisphere (Kinsbourne, 1970). The con­
ditions in our experiment may have encouraged this at­
tentional asymmetry. The need to categorize the central
word first may have evoked greater activation in the left
hemisphere, causing a shift ofattention to the RVE This,
in turn, may have amplified any RVF advantage. The

Table 2
Estimates of Parameters of the Pooled Same-Different ROCs

When the Side Words in Experiment 1 Were Presented
to the LVF, to the RVF, and for Combined Visual Fields

Parameter LVF RVF Combined Fields

p(A) 0.56 0.65 0.61
d' (differencing) 0.77 1.43 1.14
.r (optimal) 0.71 1.21 1.00



Table 3
Estimates of Parameters of the Pooled Same-Different ROCs

for Three-, Four-, and Five-Letter Words in Experiment 1

Word Length (Letters)

Parameter

peA)
d' (differencing)
d' (optimal)

3

0.62
1.35
1.11

4

0.61
1.07
1.01

5

0.58
0.57
0.83
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lowed the practice session, and the remaining two sessions were
performed on separate occasions (except for those of IW., sessions
were conducted on separate days). The words presented on a trial
were chosen from the set at random, but with the constraint that
they were of equal length, and they had an equal probability of be­
longing to the same category as of belonging to different cate­
gories. An equal number of trials presented the words to the LVF
as to the RVF, and trials were equally divided, too, in terms of
whether they contained three-, four-, or five-letter words.

Table 4
Maximum-Likelihood Estimates of Best-Fitting Parameters

of the Differencing and Optimal Models for the
Combined Fields, the LVF, and the RVF, for

Each Observer in Experiment 2

Results
Individual observers. ROCs were constructed for

each observer's LVF, RVF, and combined visual fields.
The differencing and optimal models were then fitted to
these ROCs. The maximum-likelihood estimates of the
parameter d' are shown in Table 4 for the two models for
each observer, together with their associated goodness­
of-fit statistic, chi-square. With the exception of the LVF
data ofObserver L.H., the optimal model fits the data of
every observer for each visual field and for the com­
bined visual fields (p > .05). The differencing model
does not fit the combined-visual-field data for 5 of the
7 observers. Both models fit the RVF data. One observer
(K.W) was noticeably less accurate than the others and
performed at chance level for words in the LVE In gen-

origin of the RVF advantage in this experiment is, there­
fore, uncertain.

EXPERIMENT 2

In a second experiment, we attempted to obtain well­
defined ROCs for individual observers so that goodness­
of-fit statistics could be obtained for the RVF and the
LVF, both separately and combined, for each observer.
The observers therefore all undertook a larger number of
trials than in Experiment 1. The trials were presented in
three separate sessions. Another difference was that in
Experiment 2, the words were presented unilaterally, so
that any putative advantage for the optimal strategy that
stemmed from the observers' being able to see one of the
words relatively easily might be minimized. By this
means, too, we hoped to clarify the comparison between
the performance ofthe two visual fields, since unilateral
presentation overcomes the problem of controlling fix­
ation (Bryden, 1988). As in Experiment I, we also stud­
ied whether visual-field asymmetries depended on word
length. Differencing

Model

Optimal

Method
Observers. Three men and four women, all psychology stu­

dents volunteered to participate; six described themselves as right­
handed, and one (K.W.) as mixed-handed. One other observer
completed the first session but not the subsequent sessions, and
two others (not included above) were excluded (one neglected to
follow the instructions concerning central fixation, and the other
was visually impaired).

Apparatus and Stimuli. The same equipment, words, and cat­
egory definitions were employed as in Experiment I. A separate
pool of six-letter words was available for the practice session.

Procedure. The observers fixated upon a central cross (+).
Twowords were then presented simultaneously for 150 msec, one
above the other, with their inner edge 3° to either the left or the
right of center. Their vertical separation was 0.7". Following the
presentation of a pair of words, a six-point rating scale appeared
on the screen, and the observers, who were provided with written
instructions on how to use the rating scale, were prompted to rate
their confidence that the pair of words belonged either to the same
semantic category or to different categories. Reaction times were
not recorded.

As in Experiment I, the trials were self paced and no feedback
was offered. The observers were instructed at the beginning ofthe
experiment to look only at the center of the screen during a trial,
and to use all the categories ofthe rating scale. Each observer un­
dertook one practice session of 72 trials, followed by three exper­
imental sessions, each ofwhich comprised two blocks of 84 trials.
Within the experimental session, there were six warm-up trials
with a separate stimulus pool. The first experimental session fol-

Observer

A.F. 1.37
B.M. 1.59
L.H. 1.60
K.W. 0.63
D.W. 2.28
J.w. 2.38
I.C. 1.95
Total

A.F. 1.43
8.M. 1.50
L.H. 1.47
K.W.
D.W. 1.98
lW. 2.10
r.c. 1.59
Total

A.F. 1.34
B.M. 1.69
L.H. 1.75
K.w. 0.93
D.W. 2.61
rw 2.65
t.c. 2.28
Total

.p < .05. tp < .01.

CombinedFields
17.407t 1.23 6.414
15.525t 1.35 8.681
11.247* 1.33 8.583
5.084 0.63 3.248

10.102* 1.84 1.499
5.429 1.93 2.836

17.097t 1.62 4.153
81.891t 35.414

LVF
14.357t 1.28 8.052
9.731 * 1.30 5.687

20.134t 1.23 19.210t

6.562 1.59 4.777
5.494 1.71 3.733

11.540* 1.37 6.721
67.818t 48.180t

RVF
7.603 1.19 3.024
7.625 1.42 4.626
2.331 1.43 0.693
5.569 0.85 3.574
8.718 2.09 2.833
1.347 2.15 0.674
8.846 1.85 1.542

42.039* 16.966

peA)

.64

.67

.66

.55

.78

.79

.73

.65

.65

.64

.50

.73

.74

.67

.63

.68

.69

.58

.82

.82

.78
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eral, the summed chi-squares with 28 df lead to the same
conclusion as the one based on the individual goodness­
of-fit statistics; that is, they show that the data are un­
likely to have stemmed from a differencing strategy, but
that they could well have resulted from an optimal strat­
egy. The exception is the summed chi-square for the
LVF, but that sum is heavily influenced by the bad fit of
the LVF data of Observer L.H. to the optimal model.

As in Experiment I, we estimated the slope of the re­
sulting ROCs on z-coordinates by fitting the single­
interval unequal-variance model to each observer's ROC
for the combined visual fields. The mean slope was
1.00 I, with a standard error of 0.066, a result in accor­
dance with the predictions of the optimal model.

Pooled data. Figure 2 shows the ROCs for the pooled
ratings of the 7 observers. Separate ROCs are shown for
the LVF, the RVF, and the combined visual fields. For
these pooled ratings,p(A) was 0.66 for the LVF and 0.73
for the RVE This nonparametric measure, like the values
of d' (see Table 4), denotes better performance in the
RVE Visual inspection of the curves in Figure 2 shows
a better fit for the optimal model than for the differenc-

1.0

0.8

Q) 0.6-+-'
0

D:::

I 0.4

0.2
LVF

0.0
0.0 0.2 0.4 0.6 0.8 1.0

False-Alarm Rate

ing model for each visual field and for the combined
data.

On the basis of Chiarello's (\ 988) suggestion that
visual-field asymmetries may vary with word length, we
performed an ANOVA on the seven obtained values of
p(A) for each word length within each visual field. On
average, accuracy for words in the RVF [p(A) = 0.71]
was significantly greater than it was for words in the
LVF [p(A) = 0.65, F(\,6) = 15.17,p < .01]. The values
of p(A) decreased with increasing word length, espe­
cially in the LVF; however, the effect of word length was
not significant.

Discussion
The results of this experiment confirmed those of Ex­

periment I, in that (I) observers adopted the optimal de­
cision strategy when judging whether two words belong
to the same semantic category; and (2) they achieved
greater accuracy for words in the RVF than they did for
those in the LYE In Experiment I, one word was pre­
sented in central fixation and the other in the LVF or
RVF, whereas in Experiment 2, both words were pre-

1.0 ,----------:::::--==o-?l

0.8

Q) 0.6-+-'
0

D:::
-+-' 0.4I

0.2

0.0 "'--_L-_L-_'--_'------'

0.0 0.2 0.4 0.6 0.8 1.0

False-Alarm Rate

1.0

0.8

Q) 0.6-+-'
0

D:::
-+-' 0.4I

0.2
combined VF

0.0
0.0 0.2 0.4 0.6 0.8 1.0

False-Alarm Rate

Figure 2. Best-fitting jackknifed ROCs for 7 observers in Experiment 2, for the LVF,the RVF, and the combined
visual fields. The theoretical curves are for the differencing model (broken lines) and the optimal model (solid lines).



sented in either the LVF or the RVE Despite this differ­
ence, the basic pattern of results was the same in both
experiments; evidently, the presentation in central fixa­
tion of one of the words was not necessary for the adop­
tion of the optimal strategy.

Of the 7 observers who completed the three sessions,
the data of 2 were not significantly different from the
prediction of either model, and did not allow the models
to be distinguished. Of these 2 observers, one (K.W.)
found the task very difficult, and as this observer's ROC
traced a path near the major diagonal, the data do not
discriminate between the two models. In this limiting
case, both models predict the same result. The other ob­
server (1W.) used the rating categories in such a way that
the points on the resultant ROC were clustered. As a re­
sult, the path ofthe ROC was not clearly defined for this
observer and, again, it was not possible to discriminate
between the two models.

The results of the ROC analysis of the three-, four-,
and five-letter words did not support the hypothesis that
three-letter words are responded to more accurately
when presented in the LVF than they are when presented
in the RVE As word length increased, however, there
was possibly a greater decrement in performance in the
LVF than in the RVE If genuine, this result could iden­
tify a right-hemisphere inefficiency in encoding words
in a letter-by-letter fashion.

GENERAL DISCUSSION

The Decision Strategy Adopted
The results of the two experiments showed that ob­

servers adopted an optimal decision strategy when mak­
ing same-different judgments about the meaning of
words. The proper model for the ROC analysis of seman­
tic same-different tasks is, therefore, the optimal model.
This result contrasts with the findings ofHautus et al. (in
press), Irwin et al. (1993), and Vogels and Orban (1986),
who found that observers adopted a differencing strat­
egy when judging whether two tones, two tastes, or two
lines were the same or different. It may be that for sim­
ple stimuli, observers are likely to adopt a differencing
strategy because, for such stimuli, it is possible to make
only relative judgments-of one stimulus relative to the
other-and not absolute judgments of each stimulus on
its own.

The capacity to make absolute judgments may, for its
part, be understood in terms ofa more fundamental prin­
ciple derived from psychophysical experiments. These
experiments (e.g., Hautus et aI., 1994; Pollack, 1952) have
shown that observers are unable to make absolute judg­
ments of the magnitude of simple sensory dimensions,
and in this sense, therefore, psychophysical judgments
of this kind are relative judgments. The ability to make
absolute judgments is probably confined to judgments
about more complex stimuli. The fact that the observers
in the present experiments were able to adopt the optimal
strategy in making their decisions must mean that the se­
mantic dimension of naturalness or artificiality is suffi-
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ciently complex to permit the absolute judgments that
the optimal strategy requires. In contrast, other studies
have found that when events lie on a sensory dimension
that precludes absolute judgments of their magnitude,
observers have adopted only the differencing strategy
when deciding whether those events are the same or dif­
ferent (Hautus et aI., 1994; Irwin et al., 1993).

The brevity with which the words were exposed in our
experiments meant that they were difficult to perceive,
and it was partly for this reason, no doubt, that the ob­
servers did not achieve near-perfect accuracy in their same­
different judgments. Presumably, also, some words con­
veyed their meanings more decisively than others. The
net effect of such factors meant that the distinction be­
tween those words that referred to natural objects and
those that referred to artificial things was to some degree
ambiguous-in fact, on the evidence of Experiment I,
the underlying distributions of the two classes of words
were separated by exactly d' = I (to two decimal places;
see the last entry ofTable 2). Regardless ofthe source of
the uncertainty about the category to which a word be­
longed, the decision had to be based on the semantic
properties and not on the physical properties ofthe word.
The evidence for that decision was uncertain, but the
process by which the words were encoded as artificial or
natural was not addressed by our experiments and their
associated theory.

We made the semantic decision difficult in order to
allow the nature of the decision strategy to be inferred
from the shape of the ROC. In fact, we may have over­
estimated the desirable degree of difficulty in Experi­
ment I, and for this reason, we increased the duration of
exposure in Experiment 2. This increased the level ofac­
curacy, so that we did not obtain ROCs that lay along or
near the major diagonal of the ROC square. In other
words, we used the duration ofexposure as a method for
controlling level of performance, rather than as a sys­
tematic variable of our study. This procedure may have
affected the way the words were processed in each hemi­
sphere. Chiarello (1988) reported that masking words
with patterns favored their processing in the left hemi­
sphere. On the other hand, Sergent (1987) reported that
degrading the fidelity of pictures favored their process­
ing by the right hemisphere. We do not know whether ei­
ther of these phenomena obtained in our experiment.

It should be emphasized that the symmetrical ROCs
of the optimal strategy displayed in Figures 1 and 2 are
not those of the familiar normal-normal equal-variance
model for a single observation interval, and, similarly,
that the asymmetrical ROCs ofthe differencing strategy
are not those of the unequal-variance normal model; for
one thing, the unequal-variance normal model has two
free parameters, whereas the differencing model has
only one. The ROCs we have fitted are, however, derived
from the normal-normal equal-variance model (see Ap­
pendix, and Macmillan & Creelman, 1991, Chapter 6),
and the fits therefore provide an estimate of the model's
parameter, d'. For this reason, our estimate ofd' has ex­
actly the same significance in this task as it does in other
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detection tasks. Tables 1, 2, 3, and 4 show that the esti­
mated value ofd' (whether from groups or individual ob­
servers) is larger for the differencing strategy than for
the optimal strategy. This is because the differencing
strategy is suboptimal, and a larger signal-to-noise ratio
(i.e., a larger d') is therefore required to achieve a given
level of performance when this strategy is used than
when the optimal strategy is used. However, since the
differencing strategy does not provide a good fit to much
of our data, the more appropriate estimates ofd' are ob­
tained by fitting the optimal strategy.

Our analysis draws on a theory that is usually applied
to psychophysical judgments about sensory dimensions,
but we have attempted to extend it to cognitive judg­
ments ofword meaning. Judgments ofsameness and dif­
ference can be viewed as judgments about the category
to which a stimulus belongs; thus in our experiments,
observers judged whether the objects that words referred
to should be categorized as natural or as artificial. The
affinities between the processes involved in these two
kinds of judgments, one about sensory dimensions and
the other about abstract categories, have been tabulated
by Medin and Barsalou (1987). Although the two fields
of inquiry have largely developed independently, Medin
and Barsalou argue that the theoretical and empirical
similarities of the research in the two areas are suffi­
ciently deep to suggest that both kinds of judgment
reflect common processes-a view shared by Hamad
(1987). To illustrate these affinities, we note that the
model for semantic classifications proposed by Smith,
Shoben, and Rips (1974) includes the idea of a criterion
boundary, not unlike that of the optimal model ofdetec­
tion theory. In their model, however, there are two crite­
ria, and observations falling between the criteria are
subjected to further processing, and thus to delayed re­
sponding. Their dual-stage model is intended to account
for reaction time in semantic categorization, whereas the
detection-theoretic model we have presented is silent on
that matter.

VISual-Field Asymmetries
This ROC analysis of same-different judgments re­

vealed a consistent performance advantage for words
presented in the RVE An RVFadvantage for word recog­
nition is one of the most robust findings of visual- field
asymmetries (Bryden, 1982), and may be attributable ei­
ther to left-to-right scanning or to a left-hemisphere su­
periority for word recognition. Since the RVF advantage
that we found was independent of word length, our re­
sults do not help resolve differences among competing
theories about how word length affects the way words
are processed by each hemisphere (see Chiarello, 1988;
Coltheart, 1980).

Conclusions
We have emphasized how the same-different experi­

ment is subject to complexities that arise from the dif­
ferent decision strategies that observers can adopt in de­
ciding whether words have the same semantic properties

or not. We have tried to show how an appropriate ROC
analysis may uncover those decision strategies and
thereby contribute to the understanding of cognitive
functioning. In particular, we have shown that for same­
different judgments of semantic category, observers
adopt an optimal, rather than a differencing, decision
strategy. Not only does ROC analysis resolve this ambi­
guity in same-different judgments, it provides unbiased
indices of the accuracy of these judgments. We have il­
lustrated the potential usefulness ofthis approach by ex­
tracting those indices from same-different ROCs to re­
examine hemispheric asymmetries in the processing of
semantic information. We found a distinct advantage for
the RVF in this task.
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The shape of the ROC for the differencing strategy has been
known to be asymmetrical since Sorkin's (1962) analysis of this
design. The parametric equations for this ROC have been pre­
sented by Macmillan, Kaplan, and Creelman (1977), and in
slightly different form by Irwin, Stillman, Hautus, and Huddle­
ston (1993). The nature ofthe asymmetry depends on the def­
inition ofhits and false alarms. For the definition adopted here
(i.e., that a hit consists ofcalling two words the same when they
are in fact the same, and a false alarm consists of calling two
words the same when they are in fact different), the asymmetry
takes the form shown by the broken curves in Figures I and 2.
When hits and false alarms are defined differently, as by
Macmillan and Creelman (1991), the ROC is similar to those in
Figures 1 and 2, but is reflected about the negative diagonal.

The shape of the ROC for the optimal strategy is less well
known. In this appendix, we demonstrate its symmetry by a
geometric argument. In Figure AI, which shows the decision
space for the same-different task in a diagram similar to one
originally presented by Noreen (1981), XI is a random variable
associated with the observation ofone word on a trial, and X2

is a random variable associated with the other word on a trial.
There are four possible kinds of trial in our experiments:
(1) (NN) trials, in which both words can refer to natural things;
(2) (AA) trials, in which both words can refer to artificial
things; (3) (NA) trials, in which the two words can refer to
things of different semantic categories; and (4) (AN) trials, in
which the two words can refer to things of different semantic
categories, but in locations that are the reverse of those in (3).

The observations associated with each class of word are as­
sumed to be normally distributed, with means separated by d',
Because there are two words in a trial, the outcome of all pos­
sible trials of that type is represented by a bivariate normal dis­
tribution rather than by the more familiar distributions of the
single-interval experiment. In Figure A I, the means ofthe four
bivariate distributions lie at the center of the circles in each
quadrant of the space. The circles depict the locus of equal-
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NOTES

I. Reaction times to the central word were measured in order to de­
termine whether the semantic category of the side word facilitated or
inhibited responses to the central word. An ANOVA of the reaction
times to the central word showed that reaction time was unrelated to
the visual field in which the side word appeared, to the length of the
word, or to whether the side word belonged to the same category as the
central word or to a different category. None of the interactions be­
tween these factors were significant, either. This work is reported in
more detail elsewhere (Francis, 1993).

2. See Note I.
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probability densities at the first two SDs from the mean of
each bivariate distribution.

A decision based on the optimal strategy is optimal in the
sense that the criterion is monotonic with likelihood ratio, L(x).
In the two-dimensional decision space of the same-different
task, a given likelihood ratio is represented by a line rather than
a point (as in the single-interval experiment). For the same­
different experiment, L(x) can be expressed in terms of d' by
making use of the relation L(x) = ed'x (Green & Swets, 1966,
Equation 3.3b). For the decision space in Figure AI, Noreen
(1981) has shown that L(x) is given by:

(AI)

The loci of three examples of constant L(x) are shown in Fig­
ure AI: The axes show the special case when L(x) = 1; the
solid curves in the upper-right and lower-left quadrants are for
the case when L(x) = 2; and the broken curves in the other
quadrants are for the case when L(x) = 112.

Consider the case when L(x) = 2. As Figure Al illustrates,
the outcome of any trial that lies beyond this contour in the
upper-right quadrant will be called "same"; these points will
mostly derive from (AA) trials, but a few will derive from
(NN) trials; in either case, the result will be a hit. On the other
hand, when the outcome of an (NA) or (AN) trial lies beyond
this boundary, the result will be a false alarm. Likewise, trial
outcomes that fall below the contour in the lower-left quadrant
will be called "same." These will mostly stem from (NN) trials,
in which case they will be hits. False alarms will again derive
from (NA) or (AN) trials that fall in this space. Other parts of

the decision space represent cases in which the decision will be
"different." When that decision follows an (NA) or (AN) trial,
it will result in a correct rejection, and when it follows an (AA)
or (NN) trial, it will result in a miss.

It can now be seen why the ROC for the optimal strategy is
symmetric about the negative diagonal ofthe ROC square. The
demonstration rests on certain symmetries between the areas
of the decision space bounded by a given likelihood ratio
(which we will call (3), and the areas bounded by 1I{3, the rec­
iprocal ofthat likelihood ratio. The hit rate and the false-alarm
rate are determined from the bivariate normal distributions
that lie within these areas. Figure A I shows that the false­
alarm rate for {3 = 2 is identical to the miss rate for {3 = 1/2,
and this will be true for any pair of likelihood ratios that stand
in a reciprocal relation. An identity also holds for the correct­
rejection rate and the hit rate (the complements of the false­
alarm and miss rates), whereby the correct-rejection rate for
{3 = 2 is identical to the hit rate for {3 = 112. These pairs of co­
ordinates specify points in the ROC square that have reflec­
tional symmetry about the negative diagonal. This symmetry
holds for all reciprocally related likelihood ratios, and so the
complete ROC is symmetrical about the negative diagonal.

Although this geometric reasoning shows that the same­
different ROC for the optimal strategy is symmetric about the
negative diagonal of the ROC square, it does not define its
exact location or shape. That definition requires solving the
parametric equations for the hit rate and the false-alarm rate as
a function of {3. These equations have no analytic solution
(Irwin & Hautus, 1993), but they can be solved numerically for
any value ofd'. Examples are shown by the solid lines in Fig­
ures I and 2 for the best-fitting values of d' for our data.
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