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Judgmental overshadowing: Further evidence
of cue interaction in contingency judgment
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We investigated a phenomenon called judgmental overshadowing. Subjects predicted whether
each of several patients had a disease on the basis of whether or not the patient had each of two
symptoms. For all the subjects, the presence of the disease was moderately contingent on the
presence of one of the symptoms (Sl.).In Condition 1 of our first experiment, the presence ofthe dis
ease was highly contingent on the presence of the other symptom (S2). In Condition 2, the pres
ence of the disease was independent of S2. Judgmental overshadowing occurred in that the Sl
disease contingency was judged to be stronger in Condition 2 than in Condition 1. Subsequent
experiments showed that judgmental overshadowing depends little on the form of the judgment,
is not due to a response bias or contrast effect, and does not depend on subjects' actively diagnos
ing each patient. These results are consistent with, and are generally predicted by, an associative
learning model of contingency judgment.

People often judge the degree to which the occurrence
of one event depends on, or is contingent on, the occur
rence of another event. For example, through experience,
a doctor may conclude that the presence of Disease D is
contingent on the presence of Symptom S. Furthermore,
the doctor may judge the degree to which D is contingent
on S, which in tum may determine the diagnosis and treat
ment of a patient exhibiting S. Such contingency judg
ments have been a topic of interest to human judgment
researchers for a number of years (e. g., Arkes & Roth
bart, 1985; Beyth-Marom, 1982; Busemeyer, 1991;
Chapman, 1991; Lipe, 1990; Smedslund, 1963; Ward &
Jenkins, 1965).

In the typical contingency judgment experiment, sub
jects are presented with several successive trials in which
they are informed of the occurrence or nonoccurrence of
each of two events. The events could be a symptom and
a disease (Smedslund, 1963), the seeding of rain clouds
with dry ice and subsequent rainfall (Ward & Jenkins,
1965), or a plant's being a certain color and native to a
certain region (Yates & Curley, 1986). The subjects are
then asked to judge the degree to which the occurrence
of one of the events is contingent on the occurrence of
the other. These judgments typically take the form of rat
ings. For example, Ward and Jenkins had subjects rate,
on a 1oo-point scale, the degree of "control" that cloud
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seeding exerted over subsequent rainfall. In some exper
iments, however, the judgments have been either less
constrained (e.g., "Do you think there is a relationship
between Symptom A and Diagnosis F? Tell me about it!";
Smedslund, 1963), or more constrained ("Suppose a rhodo
dipsia plant is from Region A. What is the chance that it is
light in color rather than dark?' '; Yates & Curley, 1986).

The traditional psychological account of contingency
judgment is that it is based on information analogous to
that contained in a simple 2 x 2 contingency table, but is
stored in the memory of the judge (e.g., Beyth-Marom,
1982; Busemeyer, 1991; Shaklee & Mims, 1982). Ta
ble 1, for example, is a contingency table containing in
formation about the occurrence and nonoccurrence of each
of two events, Event 1 and Event 2. In Cell A of the table
is the number of occasions in which both events occurred;
in Cell B is the number of occasions in which Event 1
occurred but Event 2 did not; in Cell C is the number of
occasions in which Event 1 did not occur but Event 2 did;
and in Cell D is the number of occasions in which neither
event occurred. Judgment of the degree to which the oc
currence of Event 2 is contingent on the occurrence of
Event I, then, is based on some arithmetic combination
of this frequency information. A sophisticated judge, for
instance, might base his or her judgment on the !!J'sta
tistic: !!J' = a/(a+c) - b/(b+d), where a, b, c, and d
are the numbers of cases in Cells A, B, C, and D of the
contingency table, respectively (Allan, 1980).

Cue-Interaction Effects
One problem for this traditional account of contingency

judgment is the existence of cue-interaction effects, which
arise when people judge the degree of contingency be
tween a single outcome event and each of multiple pre
dictor events. In such situations, it has often been found
that judgment of the degree of contingency between the

561 Copyright 1993 Psychonomic Society, Inc.



562 PRICE AND YATES

Table 1
A 2 x2 Contingency Table

Event 2

Event I Occurs Does not occur

Occurs
A B

a=20 b=15

Does not occur
C D

c=5 d=1O

outcome event and one predictor event depends, in sys
tematic ways, on the actual degree of contingency between
the outcome event and each of the other predictor events.

Chapman (1991; Chapman & Robbins, 1990) has pro
vided good examples of the cue-interaction effect known
as blocking (see also Shanks & Dickinson, 1987; Wald
mann & Holyoak, 1992). In one set of experiments (Chap
man & Robbins, 1990), the outcome event was a rise in
a fictitious stock market and the predictor events were
rises in the stock prices of each of four fictitious corpo
rations. During the first 36 trials of the experiment
(Phase 1), a rise in the price of Stock P was always ac
companied by a rise in the market, and a rise in the price
of Stock N was never accompanied by a rise in the mar
ket. There were also trials in which neither stock rose and
the market did not rise. During the next 72 trials
(Phase 2), two types of compound trials were presented.
There were trials in which a rise in the price of Stock P
was accompanied by a rise in the price of a new stock,
B, and this compound was followed by a rise in the mar
ket. There were also trials in which a rise in the price
of Stock N was accompanied by a rise in the price of
another new stock, C, and this compound was followed
by a rise in the market. Additionally, there were trials
in which none of the stocks rose and the market did not
rise. Thus, although a rise in the market was equally con
tingent on Stocks Band C, it was judged to be less con
tingent on a rise in the price of Stock B than on a rise
in the price of Stock C. The traditional account of con
tingency judgment cannot explain these results because
it has no mechanism whereby one contingency can affect
the perception and judgment of another.

Associative-Learning Account of
Contingency Judgment

In the past few years, a number of researchers have pro
posed that cue-interaction effects can be explained by
abandoning the traditional account of contingency judg
ment in favor of an associative-learning account (Baker,
Mercier, Vallee-Tourangeau, Frank, & Pan, 1993; Chap
man, 1991; Chapman & Robbins, 1990; Gluck & Bower,
1988; Shanks & Dickinson, 1987). According to the
associative-learning explanation of contingency judgment,
pairs of events become psychologically associated in es
sentially the same manner as when a nonhuman animal
learns to associate a conditioned stimulus with an
unconditioned stimulus or an operant response with an
outcome. Judgment of the degree to which one event is

contingent on another, then, is based directly on the
strength of the association that has been formed between
the two events.

One version of the associative-learning account of con
tingency judgment is based on Rescorla and Wagner's
(1972) model of classical conditioning (Chapman, 1991;
Chapman & Robbins, 1990), which is formally equiva
lent to the simple adaptive-network model of Gluck and
Bower (1988). One strength of this model is that it ap
plies not only to the simple two-event scenarios tradition
ally studied by judgment researchers, but also to situa
tions in which a single outcome event is contingent on
the occurrence of each of multiple predictor events, as
in the case of blocking described above. Specifically, the
model indicates that the degree of association between pre
dictor event i and the outcome event (the associative
strength of predictor event i) changes from trial to trial
according to the following rule:

t:.Vi = ex{3(ArEVk).

Here, Vi is the associative strength of predictor event i,
and t:.Vi is the change in the associative strength on the
current trial. ex and {3 are parameters, taking on values
between 0 and 1, which determine the rate at which the
associative strength changes. The value of ex depends on
the salience of predictor event i and the value of {3 de
pends on the salience of the outcome event. Aj represents
the status of the outcome event on the current trial; it takes
a value of 1 if the outcome event occurs, and a value of
oif the outcome event does not occur. The quantity EVk

is the sum of the associative strengths of each of the k
predictor events that occurred on the current trial, which
can also be thought of as the degree to which the outcome
event is expected on the basis of the occurrence of the
k predictor events. Thus, the trial-by-trial change in the
associative strength of predictor event i is proportional
to the difference between the actual status of the outcome
event and the expected status of the outcome event. When
the outcome event occurs but was unexpected, all the
present predictor events gain some associative strength.
When the outcome event does not occur but was expected,
all the present predictor events lose some associative
strength. When the actual outcome corresponds perfectly
with the expected outcome, no learning takes place.

This version of the associative-learning account of con
tingency judgment explains the results of Chapman and
Robbins's (1990) blocking experiment as follows. In
Phase 1 of that experiment, subjects learned to expect a
rise in the market on the basis of a rise in the price of
Stock P alone. In Phase 2, a rise in the price of Stock P
was always accompanied by a rise in the price of Stock B,
but because a rise in the market was already expected on
the basis of a rise in the price of Stock P, a rise in the
price of Stock B acquired little associative strength. Simi
larly, in Phase I, the subjects learned to expect a failure
to rise in the market on the basis of a rise in the price
of Stock N. In Phase 2, a rise in the price of Stock C was
always accompanied by a rise in the price of Stock N,



and because a rise in the market was unexpected on the
basis of a rise in the price of Stock N, Stock C acquired
considerable associative strength.

Judgmental Overshadowing
The associative account of contingency judgment im

plies another cue-interaction effect, judgmental over
shadowing, which has received relatively little study (but
see Baker et al., 1993; see also Wagner, 1969, for an an
imal conditioning example). Suppose, for instance, that
an outcome event is moderately contingent on Predictor
Event I (PEl) and strongly contingent on Predictor
Event 2 (PE2). On a given trial, then, the status of the
outcome event likely will be expected on the basis of the
occurrence or nonoccurrence of PE2. Therefore, the
degree of association between the outcome event and PE1
will tend to change little from trial to trial. On the other
hand, suppose the same outcome event is again moder
ately contingent on PEl and weakly contingent on PE2.
On a given trial, then, the status of the outcome event
likely will not be expected on the basis of the occurrence
or nonoccurrence of PE2. Therefore, the degree of asso
ciation between the outcome event and PE1 will change
considerably from trial to trial. This implies that eventu
ally, after several trials, the degree of contingency be
tween the outcome event and PEl should be judged
stronger in the latter condition than in the former.

Before proceeding, it is worth noting that from the
associative-learning perspective, the difference between
blocking and overshadowing is mainly procedural. In
blocking, the relatively strong contingency between the
outcome event and one predictor event is established prior
to the introduction of the second predictor event. In over
shadowing, the contingencies between the outcome event
and both predictor events are established simultaneously.
According to the associative account, this difference
should result in qualitatively similar cue-interaction ef
fects, albeit of greater magnitude in the blocking situation.
From another more intuitive viewpoint, however, exactly
when the relatively strong contingency is established in
relation to the relatively weak contingency should make
a considerable difference. If cue-interaction effects result
from the conscious application of statistical or causal
reasoning (see Waldmann & Holyoak, 1992), then the
blocking situation, in which one contingency is firmly es
tablished before the other, may produce cue-interaction
effects, whereas the overshadowing situation may not. For
this reason, an investigation of overshadowing, as a phe
nomenon distinct from blocking, appears warranted.

There is some prior evidence of the existence of judg
mental overshadowing. In a study by Gluck and Bower
(1988), subjects learned to predict whether each of sev
eral fictional patients had either a rare disease or a mutu
ally exclusive common disease, on the basis of whether
the patient exhibited each of four symptoms. Then, for
each symptom, the subjects judged the probability that
each disease would be present in a patient exhibiting that
symptom. In a cross-experiment comparison, Gluck and
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Bower found that increasing the degree of contingency
between the disease variable and two of the symptoms at
tenuated the subjects' judgments of the probability of the
rare disease, given each of the other two symptoms. Tak
ing these results as suggestive, we decided to perform a
more conclusive test of the existence of judgmental over
shadowing in contingency judgment by making within
experiment comparisons analogous to those made by
Gluck and Bower.

Additionally, in the research reported here, we have
tried to address some methodological issues related to the
dependent variables used in past studies of cue interaction
in contingency judgment. In most of the previous research
on contingency judgment, the dependent variable was a
rating of the degree of contingency between pairs of
events. Chapman and Robbins (1990), for instance, had
subjects rate-on a scale of -100 to lOO-the "predic
tive value" of each stock. They were told that a rating
of 100 indicated that the predictor event was a "perfect
positive predictor" of the outcome event, a rating of -100
indicated that the predictor event was a "perfect negative
predictor, " and a rating of 0 indicated that the predictor
event was a "random nonpredictor. " One problem with
such ratings is that, from a naive subject's perspective,
they have no necessary correspondence with any objec
tive measure of the degree of contingency, although it is
possible that a statistically sophisticatedsubject mightcon
sider them to correspond to correlation coefficients.
Therefore, the subject is free to use such scales in a vari
ety of ways.

Combined with task demands, the use of such rating
scales could result in cue interaction without associative
learning. In the experiment by Chapman and Robbins
(1990), for example, the subjects may have felt some de
mand to rate Stocks Band C differently. They may then
have reasoned that because Stock B was redundant with
another predictive stock but Stock C was not, a lower rat
ing should be given to Stock B. An unanchored rating
scale would not prevent the subjects from giving a lower
rating to Stock B, but a rating scale that is tied to some
objective measure of contingency-and is familiar to the
subjects-may prevent them from doing so. Hence the as
sessment approach employed in the present experiments.
For each predictor event, our subjects judged the condi
tional probability of the outcome event's occurrence,
given the predictor event's occurrence. This does not solve
all potential response-mode problems, however. Gluck
and Bower (1988), for example, had subjects judge the
probability of a patient's having a disease, given that the
patient exhibited a symptom. But for there to be a con
tingency between two events, as described earlier, one
event must be more likely in the presence of the other
than in the absence of the other. Therefore, judgments
of the probability of one event in the presence of the other
are insufficient to establish subjects' beliefs about the
degree of contingency. This is why our subjects also
judged the conditional probability of the outcome event's
occurrence, given the predictor event's failure to occur.
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The difference between these two probability judgments
is a subjective version of the M statistic, which we call
M' (yates & Curley, 1986). A second advantage of using
conditional probability judgments and M' is that they al
low us to assess judgment accuracy in a straightforward
manner by comparing the observed M' values with the
objective M values.

EXPERIMENT 1

We chose to study judgmental overshadowing in the
context of a simulated medical decision-making task-a
popular method of studying contingency judgment and re
lated topics (e.g., Chapman, 1991; Gluck & Bower, 1988;
Medin & Edelson, 1988; Smedslund, 1963). For each of
several patients, subjects were told whether or not each
of two symptoms was present. After predicting whether
or not each patient had a fictional disease, subjects were
told whether or not the patient actually had the disease.
Finally, the subjects judged the degree to which the pres
ence of the disease was contingent on the presence of each
of the symptoms.

To study overshadowing, the degree of contingency
between the disease and one of the symptoms was kept
moderate, whereas the degree of contingency between the
disease and the second symptom was varied across con
ditions. In one condition, the degree of contingency be
tween the disease and the second symptom was greater
than the degree of contingency between the disease and
the first symptom. In another condition, the degree of con
tingency between the disease and the second symptom was
less than the degree of contingency between the disease
and the first symptom. Therefore, due to judgmental over
shadowing, contingency judgments for the first symptom
should be lower when the disease is strongly contingent
on the second symptom than when the disease is weakly
contingent on the second symptom.

Method
Subjects. The subjects were 34 undergraduates at the Univer

sity of Michigan, who participated in the experiment to fulfill an
introductory psychology course requirement.

Stimuli. The stimuli were the "medical charts" of 40 fictional
hospital patients, presented on a video display. Each chart indicated
whether or not the patient had each of two symptoms, rash and
fever.' A cover story described the subjects' task as that of a physi
cian who must predict whether or not each patient had the disease
"chronitis" on the basis ofthe information in the medical charts.

Each patient was drawn randomly from a distribution with the
following characteristics. The probability of having rash, the prob
ability of having fever, and theprobability of having chronitis were
all .5. For all the subjects in the experiment, the degree of contin
gency between chronitis and fever was moderate. The probability
of a patient's having chronitis given that the patient had fever was
.7, whereas the probability of a patient's having chronitis given that
the patient did not have fever was .3 (M = .4). For the subjects
in the strong rash context, the degree of contingency between chro
nitis and rash was strong. The probability of a patient's having chro
nitis given that the patient had rash was.9, whereas the probability
of a patient's having chronitis given that the patient did not have
rash was .1 (M = .8). For the subjects in the weak rash context,

the degree of contingency between chronitis and rash was as weak
as possible. The probability of a patient's having chronitis given
that the patient had rash was .5, as was the probability of a pa
tient's having chronitis given that the patient did not have rash
(M = 0). Table 2 shows the relative frequencies with which the
patients with each of the eight possible symptom-disease combi
nations (i.e., rash present, fever present, chronitis present; rash
present, fever not present, chronitis present; etc.) were presented
to the subjects in the strong and weak rash contexts.

Procedure. The subjects were randomly assigned to either the
strong or weak rash context, and were run in small noninteracting
groups, with each subject seated at a separate personal computer.
Stimulus presentation and response collection were controlled via
a program written using the Micro Experimental Laboratory soft
ware system (Schneider, 1988).

On each trial, the medical chart of one patient was presented.
The subjects indicated whether they thought the patient had chro
nitis by pressing one of two keys on the computer keyboard, and
were provided with immediate feedback. A short message-' 'Cor
rect (Incorrect), this patient DOES (does NOT) have chronitis"
appeared at the bottom of the screen. The screen was cleared after
3 sec, and the next medical chart was presented when the subject
pressed the "enter" key.

After diagnosing each of the 40 patients, the subjects made a se
ries of probabilityjudgments. First, theyjudged the conditional prob
ability that a patient would have chronitis given that the patient had
rash, in the absence of knowledge of whether or not the patient
had fever [P'(CIR)]. Their instructions read as follows:

Imagine thatyouencounter a randomly selected patient, W. Youknow
thatpatient W has RASH. You DO NOTKNOW whether patient W
has FEVER. Question: What is the probability that W has chronitis?

The subjects were informed that a judgment of 0 meant that the
patient was certain not to have chronitis, a judgment of 50 meant
that the patient was as likely as not to have chronitis, and a judg
ment of 100 meant that the patient was certain to have chronitis.
They were also told that their judgments could fall anywhere in
the interval from 0 to 100. The subjects then judged the conditional
probability that a patient would have chronitis given that the pa
tient did not have rash, in the absence of knowledge of whether
or not the patient had fever [P'(CI-R)]. Next, they made the analo
gous judgments with respect to fever [P'(CIF) and p'(CI-F)].

After making their probability judgments, the subjects rated each
symptom in terms of its ability to predict the presence of chronitis.
They did so first for rash by using the right and left arrow keys
to move an indicator (an "R") along the length of a horizontally
oriented rating scale. The scale was 20 spaces long on the com
puter screen, with tick marks every five spaces. It was labeled with
the words "Not Predictive" on the left, "Moderately Predictive"
in the center, and "Perfectly Predictive" on the right. The indicator
was initially displayed at the left end of the scale, and the dependent

Table 2
Relative Frequencies of Each Possible Rash-Fever-Chronitis

Combination for Both the Strong Rash and Weak
Rash Contexts for Experiments 1, 2, and 4

Symptom Combinations

Rash/ Rash/ No Rashl No Rash/
Chronitis Fever No Fever Fever No Fever

Strong Rash Context
Present .325 .125 .025 .025
Absent .025 .025 .125 .325

Weak Rash Context
Present .175 .075 .175 .075
Absent .075 .175 .075 .175



variable was the number of spaces to the right that the subjects moved
the indicator. After rating the predictiveness of rash, the subjects
rated the predictiveness of fever. They did so by moving a second
indicator (an "F") along the length of the same horizontally oriented
rating scale. The first indicator, the "R," continued to be displayed
in its final position while the second rating was made.

Results and Discussion
The means and standard deviations of the subjects'

probability judgments, implied contingency indexes, and
ratings are shown separately for each condition in Table 3.
To test for the presence of judgmental overshadowing,
we compared judgments about the degree of contingency
between chronitis and fever across the two conditions.
First, we compared judgments of the probability that a
patient with fever would have chronitis [P'(CIF)), and
found that they were significantly higher in the weak rash
context than in the strong rash context [t(32) = 2.23, P <
.05), indicating a form of judgmental overshadowing (cf.
Gluck & Bower, 1988). Recall, however, that this does
not necessarily imply that the subjects in the weak rash
context believed that the degree of contingency between
chronitis and fever was stronger than did the subjects in
the strong rash context. Therefore, we compared the im
plied contingency indexes [M' = P'(CIF) - P'(CI-F)]
across the two conditions, and found that they too were
significantly higher for the weak rash context [t(32) =
2.85, p < .01]. In addition, we compared ratings ofthe
usefulness of fever as a predictor of chronitis across the
two conditions, and again found them to be significantly
higher for the weak rash context than for the strong rash
context [t(32) = 6.70, P < .005]. To summarize, judg
mental overshadowing did occur in Experiment 1, and it
did not depend on the mode of jl' ",::!lent. This latter point
is taken up further in Experiment 2.

Before accepting the results of Experiment 1 as sup
port for the associative-learning account of contingency
judgment, however, we should consider two relatively
simple alternative explanations. First, recall that we asked
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our subjects to judge the probability that a patient with
or without each symptom would have chronitis, in the ab
sence of any knowledge of whether the other symptom
was present. For example, we asked them to judge the
probability that a patient with fever, but with an unknown
status with respect to rash, would have chronitis. It is pos
sible, however, that instead, the subjects judged the prob
ability that a patient with fever, but without rash, would
have chronitis. They may have done so either because they
misunderstood our instructions, or because they assumed
that missing information about a symptom implied that
the symptom was not present. This too would produce
apparent judgmental overshadowing.f

The results of Experiment I, however, lend little sup
port to this hypothesis. Figures I and 2 show the means
of the subjects' judgments of the probability of chronitis
given the presence and absence of each symptom (the
black bars). For comparison, we have plotted the objec
tive probabilities that we intended the subjects to judge
(the gray bars in Figures 1 and 2), along with the objec
tive probabilities of chronitis given the presence and ab
sence of each symptom, assuming the absence of the other
symptom (the white bars). It is clear from the figures that
the subjects' judgments were not entirely accurate with
respect to the objective probabilities that we intended them
to judge. It is also clear, however, that their judgments
were not entirely accurate with respect to the objective
probabilities of chronitis given each symptom, assuming
the absence of the other symptom. We calculated the mean
squared deviation (MS£) of the subjects' mean judgments
from both sets of objective probabilities plotted in Fig
ures 1 and 2. Their judgments were slightly closer to the
objective probabilities we intended them to judge for the
weak rash context (MSE = .027 vs..056), but were
slightly farther from those same objective probabilities
for the strong rash context (MSE = .014 vs..010). There
is no reason to conclude, therefore, that the judgmental
overshadowing found in Experiment 1 was the result of

Table 3
Means and Standard Deviations of Subjects' Probability Judgments (%),

Implied Contingency Indexes (M"), and Ratings for Each Condition
in Experiment 1: Contingency Judgment With Predictor Events

Presented Simultaneously and With Predictions Demanded

Condition

I: Strong Rash Context 2: Weak Rash Context

Judgment M SD M SD

p' (ChromtislRash) 78.12 17.66 45.06 11.57
p' (ChronitistNo Rash) 21.24 21.82 31.47 22.41
M" (Rash) 56.88 34.37 13.59 25.95
Rating (Rash) 15.94 2.25 7.64 3.14
P' (Chronitisjf'ever) 44.47 21.53 60.00 18.96
P' (Chronitisj No Fever) 42.82 18.83 33.53 18.09
M" (Fever) 1.65 19.37 26.47 30.20
Rating (Fever) 3.53 2.45 10.82 3.76

Note-Condition I: Moderate chronitis-fever contingency (tiP = .4); strong chronitis
rash contingency (t:.P = .8). Condition 2: Moderate chronitis-fever contingency
(t:.P = .4); weak (null) chronitis-rash contingency (t:.P = 0).
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Figure 1. Experiment 1 (strong rash context). Judged probabili
ties of chronitis given the presence and absence of each symptom
(black bars), compared with the objective probabilities (gray bars),
and the objective probabilities assuming the absence of the other
symptom (white bars).

Figure 2. Experiment 1 (weak rash context). Judged probabili
ties of chronitis given the presence and absence of each symptom
(black bars), compared with the objective probabilities (gray bars),
and the objective probabilities assuming the absence of the other
symptom (white bars).

EXPERIMENT 2

the subjects' judging the probabilities of chronitis given
the presence and absence of each symptom, assuming the
absence of the other symptom.

A second alternative explanation of the judgmental over
shadowing found in Experiment 1 is that the subjects made
comparative rather than absolute judgments. For exam
ple, after judging the probability of chronitis given rash
to be quite high, the subjects in the strong rash context
may have reported the probability of chronitis given fever
to be quite low, simply to reflect what they felt to be a
large difference or contrast between the two contingen
cies. Similarly, after judging the probability of chronitis
given rash to be quite low, the subjects in the weak rash
context may have reported the probability of chronitis
given fever to be quite high in order to reflect a similar
contrast in the other direction. Note that this is essentially
the problem we intended to eliminate by having our sub
jects make conditional probability judgments, in addition
to ratings of the degree of contingency. However, con
sidering the fact that probability judgments do not always
obey the constraints normally placed on probabilities (e.g. ,
Wright & Whalley, 1983; Yates, 1990), this seemed like
an alternative that was worth further exploration. We be-
gan to address this issue in Experiment 2. -

The results of Experiment 1 provided some evidence
that judgmental overshadowing and, most likely, other
cue-interaction effects do not depend heavily on the mode
of judgment. Whether we considered predictiveness rat
ings, conditional probability judgments, or judgments of
fUJ', judgmental overshadowing occurred. The possibil
ity remained, however, that alternative subjective contin
gency indexes may have failed to reflect the phenome
non. One such alternative index is based on x , the product
of the conditional proportion of Event 1 occurrences given
the occurrence of Event 2 and the conditional proportion
of Event 2 occurrences given the occurrence of Event I
(Jones, 1985). The index x is particularly interesting be
cause it has been argued that people's intuitive notions
of contingency or association may, in some cases, be cap
tured better by x than by fUJ (Jones, 1983). Accordingly,
in Experiment 2, we tested for judgmental overshadow
ing by using an implied association index: x' = P'(CIF)
x p'(Flq.

A second addition to the procedure of Experiment 2 is
that we counterbalanced the order in which the symptoms
were judged. Recall that in Experiment I, the subjects
were always asked first about the degree of contingency
between chronitis and rash, and then about the degree of
contingency between chronitis and fever. In Experi
ment 2, however, only half the subjects were asked about
the contingencies in the same order as in Experiment I;
the rest received the same questions in the reverse order.
This allowed us to test the possibility that judgmental
overshadowing in Experiment I was the result of a re-
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sponse bias or contrast effect that depends on judging the
chronitis-fever contingency after judging either the strong
or weak chronitis-rash contingency. In other words, it
may be that when the subjects in the strong and weak rash
contexts judge the strength of the chronitis-fever contin
gency without first having judged the strength of the
chronitis-rash contingency, there is no difference between
the two conditions.

Method
Subjects. The subjects were 84 undergraduates at the Univer

sity of Michigan, who participated to fulfill an introductory psy
chology course requirement.

Procedure. The procedure of Experiment 2 was the same as that
of Experiment I, but with the following additions. After diagnos
ing the 40 patients, half of the subjects judged the probability of
chronitis given rash and the probability of chronitis given no rash,
as well as the probability of rash given chronitis. Then they judged
the probability of chronitis given fever, the probability of chroni
tis given no fever, and the probability of fever given chronitis. Note
that the objective value of )( was .49 for the fever-chronitis associ
ation, .81 for the rash-chronitis association in the strong rash con
text, and .25 for the rash-chronitis association in the weak rash
context. Next, the subjects rated the effectiveness of rash as a pre
dictor of chronitis, and then the effectiveness of fever as a predictor
of chronitis. The other half of the subjects made the same judg
ments, but they were always asked about the chronitis-fever con
tingency before being asked about the chronitis-rash contingency.

Results and Discussion
The means and standard deviations of the subjects'

probability judgments, implied contingency indexes, im
plied association indexes, and ratings are shown separately
for each condition in Table 4. Analyses of variance
(ANOVAs), with condition and order as between-subjects
factors, were run on each dependent variable. There was
a significant main effect of condition on judgments of the
probability that a patient with fever would have chronitis
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[F(l,80) = 11.84, P < .001], a significant main effect
of condition on the implied contingency index [F(l,80) =

5.34, P < .05], and a significant main effect of condi
tion on ratings of the usefulness of fever as a predictor
of chronitis [F(l,80) = 12.69, P < .001]. That is, the
primary results of Experiment I were replicated in Ex
periment 2. In addition, there was a significant main ef
fect of condition on the implied association index
[F(l,80) = 7.52, P < .01]. We can therefore conclude
that judgmental overshadowing is a robust phenomenon
in that it does not depend on the contingency index used
to assess subjects' beliefs. The implications of the appar
ent robustness of judgmental overshadowing will be taken
up further in the General Discussion.

The only significant effect involving the order in which
the two contingencies were judged was the main effect
on ratings of the usefulness of fever as a predictor of chro
nitis [F(l,80) = 4.99, P < .05]. None of the probabil
ity judgments, and neither the implied contingency indexes
nor the implied association indexes, differed significantly
across the two judgment orders. The ratings may have
been affected either because they are somewhat arbitrary
unlike the probability estimates-or because they were
made on a graphic scale, which may encourage this kind
of effect. The lack of an order effect in the probability
judgments suggests that judgmental overshadowing was
not the result of a response bias that depended on judging
the chronitis-fever contingency after judging either the
strong or weak chronitis-rash contingency.

These results do not, however, rule out the possibility
that judgmental overshadowing is due to a similar response
bias that does not depend on the order in which the con
tingencies are judged. That is, subjects may judge one
contingency relative to the other, regardless of whether
they have previously made an explicit judgment about the
other contingency. The results of Experiment 2 also do

Table 4
Means and Standard Deviations of Subjects' Probability Judgments (%),

Implied Contingency Indexes (M"), Implied Association Indexes (1<"), and
Ratings for Each Condition in Experiment 2: Contingency Judgment With

Predictor Events Presented Simultaneously and With Predictions Demanded

Condition

I: Strong Rash Context 2: Weak Rash Context

Judgment M SD M SD

P' (Chronitislkash) 71.05 18.47 46.95 13.36
P' (Chronitisj No Rash) 19.71 15.30 44.17 21.21
P' (RashIChronitis) 82.93 19.36 58.55 21.86
t:J" (Rash) 51.33 28.92 2.79 24.90
)(' (Rash) 59.87 23.73 28.58 14.71
Rating (Rash) 13.29 6.38 6.29 4.06
P' (Chronitisjf'ever) 38.43 22.78 53.93 17.53
P' (ChronitistNo Fever) 35.48 26.16 38.00 18.74
P' (FevertChronitis) 60.45 22.03 63.00 24.22
sr (Fever) 2.95 27.05 15.93 25.12
)(' (Fever) 23.33 17.40 35.10 21.32
Rating (Fever) 5.33 3.98 8.55 4.51

Note-Condition 1: Moderate chronitis-fevercontingency (t:J' = .4, J( = .49); strong
chronitis-rash contingency (t:J' = .8, J( = .81). Condition 2: Moderatechronitis
fevercontingency (t:J' = .4, J( = .49); weak(null)chronitis-rash contingency (t:J' =
0, )( = .25).
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not rule out the possibility that judgmental overshadow
ing is the result of what might be termed a true contrast
effect, rather than a mere response bias. In other words,
the subjective strength of the chronitis-fever contingency
may in fact differ across contexts, not as the result of an
associative-learning process, but as the result of a con
trast effect analogous to perceptual contrast effects. Sub
stantial evidence that such contrast effects occur in non
perceptual judgment has been provided by Manis, Nelson,
and Shedler (1988). Experiment 3 was intended to rule
out the possibility that either a response bias or a true con
trast effect is the cause of judgmental overshadowing.

EXPERIMENT 3

Experiment 3 was designed so that judgmental over
shadowing would not be expected on the basis of the as
sociative account of contingency judgment, but would still
be expected if it were the result of either a response bias
or a true contrast effect. In each trial, a subject was in
formed of either the patient's status with respect to rash
or the patient's status with respect to fever. Then, on the
basis of this one piece of information, the subject tried
to determine whether the patient had chronitis. After many
such trials, the subject judged the degree to which the pres
ence of chronitis was contingent on each symptom.

According to the associative account of contingency
judgment, this experiment should not produce judgmen
tal overshadowing. To see why, consider only the trials
in which the subject was informed that the patient had
fever. Because the subject had no information about rash
in these trials, the degree to which chronitis was expected
depended only on the degree ofcontingency between chro
nitis and fever. Therefore, the degree of association be
tween fever and chronitis was independent of the degree
of contingency between chronitis and rash, and judgments
of the degree of contingency between chronitis and fever
were independent of the degree of contingency between
chronitis and rash. On the other hand, if judgmental over-

shadowing is simply the result of a contrast effect, it
should still occur in Experiment 3. This is because, as
in Experiments I and 2, the subjects would still consider
two contingencies simultaneously and therefore would
judge each one relative to the other.

Method
Subjects. The subjects were 50 undergraduates at the Univer

sity of Michigan, who participated to fulfill an introductory psy
chology course requirement.

Stimuli and Procedure. The stimuli were similar to those used
in Experiments 1 and 2, but each medical chart provided informa
tion about only one of the two symptoms-either rash or fever. The
probability that a given medical chart contained information about
rash was .5, as was the probability that it contained information
about fever. The probability of a patient's having chronitis was also
.5. As in Experiment 1, the probability of chronitis given the pres
ence of fever was.7 and the probability of chronitis given the ab
sence of fever was .3. The probabilities of chronitis given the pres
ence of rash were.9 (strong rash context) and .5 (weak rash context).
and the probabilities of chronitis given the absence of rash were
.1 (strong rash context) and .5 (weak rash context). To ensure that
each symptom was presented approximately as many times as in
Experiments 1 and 2, the number of patients was doubled from 40
to 80.

The procedure, except as noted above, was the same as in Ex
periment 1.

Results and Discussion
The means and standard deviations of subjects' proba

bility judgments, implied contingency indexes, and ratings
are shown separately for each condition in Table 5. Again,
to test for the presence of judgmental overshadowing, we
compared judgments about the degree of contingency be
tween chronitis and fever across the two conditions. In
this case, however, there were no significant differences
between the judgments of the subjects in the two condi
tions. Neither the judgments of the conditional probability
of chronitis given fever, the implied contingency indexes,
nor the ratings of the usefulness of fever as a predictor
of chronitis differed significantly across conditions
[t(48) = 0.09, n.s.; t(48) = .10, n.s.; t(48) = 0.14,

Table 5
Means and Standard Deviations of Subjects' Probability Judgments (%),

Implied Contingency Indexes (41"), and Ratings for Each Condition
in Experiment 3: Contingency Judgment With Predictor Events

Presented Independently and With Predictions Demanded

Condition

1: Strong Rash Context 2: Weak Rash Context

Judgment M SD M SD

P' (ChronitisRash) 71.00 20.31 53.56 19.57
P' (ChronitislNo Rash) 35.60 29.17 38.20 15.56
AP' (Rash) 35.40 32.34 15.36 24.31
Rating (Rash) 15.12 2.45 9.20 3.44
P' (Chronitisjfever) 53.20 19.52 53.68 19.93
P' (Chronitisj No Fever) 36.40 15.65 37.56 17.44
AP' (Fever) 16.80 26.18 16.12 20.87
Rating (Fever) 9.24 5.21 9.44 4.64

Note-Condition 1: Moderate chronitis-fevercontingency (M = .4); strongchronitis
rash contingency (M = .8). Condition 2: Moderate chronitis-fever contingency
(M = .4); weak (null) chronitis-rash contingency (M = 0).



n.s.]. These results are consistent with the associative ac
count of contingency judgment. They also indicate that
the judgmental overshadowing found in Experiments 1
and 2, as well as the cue-interaction effects demonstrated
by others (Chapman, 1991; Chapman & Robbins, 1990;
Gluck & Bower, 1988), are unlikely to be due to either
a response bias or a true contrast effect.

EXPERIMENT 4

The procedure of Experiments 1-3, in which subjects
predicted the occurrence or nonoccurrence of one event
on the basis of the occurrence or nonoccurrence of
another, is atypical ofresearch on contingency judgment.
More often, subjects have simply been presented with in
formation about the occurrence or nonoccurrence of two
events simultaneously on each of a series of trials (e.g.,
Smedslund, 1963; Ward & Jenkins, 1965). Presumably,
this procedure is like many, if not most, real-world con
tingency judgment tasks, in which we are called on to
make judgments about contingencies without having made
explicit predictions. This raises the question of whether
judgmental overshadowing would still occur in the absence
of subjects making such predictions. Ifjudgmental over
shadowing is in fact based on the product of a trial-by
trial, associative-learning process, then having to make
predictions may foster the formation of the expectations
and associations that lead to judgmental overshadowing.
On the other hand, not having to make predictions-and
being informed about the predictor and outcome events
simultaneously-may render the formation of expectations
and associations unnecessary, and thus judgmental over
shadowing may not occur.

We performed a fourth experiment, therefore, in which
subjects did not predict whether each patient had chroni
tis on the basis of whether the patient had rash and fever.
Instead, the subjects were presented simultaneously with
information about rash, fever, and chronitis. This manip
ulation not only makes our research more comparable with
previous research on contingency judgment, but also al-
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lows us to test the hypothesis that explicit predictions are
necessary for judgmental overshadowing to occur.

Method
Subjects. The subjects were 46 undergraduates at the Univer

sity of Michigan, who participated to fulfill an introductory psy
chology course requirement.

Procedure. The procedure was identical to that of Experiment I,
except for the following change. The subjects were informed whether
each patient had chronitis without first having to make a predic
tion. As soon as each medical chart was presented, feedback about
whether the patient did or did not have chronitis appeared at the
bottom of the screen. The screen was cleared after 4 sec, and the
subject pressed the space bar to present the next patient.

Results and Discussion
The results of Experiment 4 are presented in Table 6.

Again, we compared judgments of the degree of contin
gency between chronitis and fever across the two condi
tions. As in Experiments 1 and 2, judgments of the proba
bility that a patient with fever would have chronitis were
higher for the weak rash context than for the strong rash
context [t(44) = 2.25, p < .05], as were the impliedcon
tingency indexes [t(44) = 1.90, P < .05]. Two subjects'
ratings of the usefulness of fever as a predictor of chronitis
were not obtained, due to computer failure. These ratings
were also higher for the weak rash context than for the
strong rash context[t(42) = 1.88, p < .05]. This pattern
of results overall is very similar to that of Experiments
1 and 2, and it suggests that engaging in a prediction task
is not necessary for judgmental overshadowing to occur,
although it may indeed heighten the effect somewhat by
forcing subjects to attend more closely to the stimuli.

GENERAL DISCUSSION

We have established that judgmental overshadowing
does occur, consistent with previous work on overshadow
ing (Gluck & Bower, 1988), as well as the cue-interaction
effects known as blocking and conditioned inhibition
(Chapman, 1991; Chapman & Robbins, 1990; Waldmann

Table 6
Means and Standard Deviations of Subjects' Probability Judgments (%),

Implied Contingency Indexes (M"), and Ratings for Each Condition
in Experiment 4: Contingency Judgment With Predictor Events
Presented Simultaneously and With No Predictions Demanded

Condition

1: Strong Rash Context 2: Weak Rash Context

Judgment M SD M SD

P' (ChronitisIRash) 72.61 17.83 42.17 18.03
P' (Chronitisj No Rash) 15.13 14.51 35.70 20.02
flP' (Rash) 57.48 25.69 6.48 25.72
Rating (Rash) 14.71 3.23 6.30 4.38
P' (Chronitislf'ever) 40.09 20.56 54.44 22.72
P' (ChronitislNo Fever) 31.17 22.49 29.65 19.36
sr (Fever) 8.91 28.83 24.78 27.86
Rating (Fever) 5.76 3.52 8.39 5.47

Note-Condition 1: Moderatechronitis-fevercontingency (flP = .4); strongchronitis
rash contingency (flP = .8). Condition 2: Moderate chronitis-fever contingency
(flP = .4); weak (null) chronitis-rash contingency (flP = 0).
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& Holyoak, 1992). Furthermore, we have demonstrated
that judgmental overshadowing-and probably the other
cue-interaction effects-does not depend heavily on the
mode of judgment. It occurred whether the dependent
variable considered was a rating of the degree of contin
gency, a judgment of the conditional probability of the
occurrence of one event given the occurrence of the other,
the implied contingency index 1lP', or the implied associ
ation index x", as in Experiment 2. In addition, we
showed in Experiments 2 and 3 that judgmental over
shadowing is the result of neither a response bias nor a
true contrast effect, which bolsters the associative-learning
account. And, finally, we demonstrated in Experiment 4
that making explicit predictions is not necessary for the
effect to occur.

Our work adds to a growing body of literature on cue
interaction effects, including judgmental overshadowing,
on contingency and causality judgment. Recent work by
Baker et al. (1993), for instance, has demonstratedjudg
mental overshadowing in a paradigm somewhat similar
to our own. In their study, subjects played a video game
in which tanks either safely traversed a minefield or were
blown up in the attempt. Then the subjects judged the ef
fectiveness of both a camouflaging operation that they
were able to initiate on each trial and the presence of a
"spotter plane," over which they had no control, in lead
ing to a successful minefield crossing. Consistent with the
present results, the camouflaging operation was judged
to be more effective when the presence of the spotter plane
was uncorrelated with successful minefield crossings than
when it was highly correlated with successful minefield
crossings. Additionally, some recent work by Busemeyer,
Myung, and McDaniel (1993) has demonstratedover
shadowing in a very different paradigm. In that study,
subjects learned to predict the value of a numerical crite
rion variable (a plant's height) on the basis of two nu
merical cue variables (amounts of two different growth
hormones applied to the plant), which were uncorrelated
with each other, over a number of trials. It was found
that a moderately valid cue came to be relied on more
heavily when paired with a less valid cue than when paired
with a more valid cue. Although Busemeyer et al. assume
that this form of overshadowing is produced by the same
mechanism as thejudgmental overshadowing demonstrated
here, the relationship between the two phenomena has yet
to be clarified.

One of the unique findings to come from the present
research is the apparent robustness of judgmental over
shadowing across dependent variables. We should make
clear, however, that this robustness is in part illusory. The
significant differences across the two conditions between
both 1lP' judgments and x' judgments were driven mainly
by the significant differences in the subjects' judgments
of the probability of chronitis given the presence of fever.
Their judgments of the probability of chronitis given the
absence of fever did not differ significantly across condi
tions in any of the experiments reported here. Similarly,
the subjects' judgments of the probability of fever given
chronitis did not differ significantly across conditions in

Experiment 2. Although it is important to know that tak
ing into account judgments of p(CI-F) and p(FIC) does
not eliminate judgmental overshadowing, it is notable that
those judgments themselves did not reflect judgmental
overshadowing.

Why might this be? From the associative perspective,
the lack of an overshadowing effect on judgments of chro
nitis given the absence of fever suggests that people do
not spontaneously form associations between the non
occurrence of one event and the occurrence of another
even when the nonoccurrence is explicitly acknowledged.
Also from the associative perspective, the lack of an over
shadowing effect on judgments of the probability of fever
given chronitis has two implications. First, it suggests that
the association formed between two events is not bidirec
tional. Otherwise, because P(CIF) and p(FIC) were equal
in the present experiments, we would have expected judg
ments of these two probabilities to be equal and to reflect
the same overshadowing effect. Instead, it appears that
the subjects recognized the nondependence of these two
probabilities.

Thus, although there are a number of associations that
might reasonably be formed between pairs of event oc
currences and nonoccurrences, there appear to be certain
constraints on which of these associations are actually
formed and on how they are used. One type of constraint
could be attentionallimitations. It may be difficult to form
associations between both the occurrence and nonoccur
rence of an event and the occurrence of a second event,
due to our limited capacity to process the incoming in
formation. A more interesting type of constraint may de
rive from people's higher level knowledge about cause
effect relationships. This idea is consistent with the work
of Waldmann and Holyoak (1992), who found that block
ing occurs only when the predictor events are interpreted
by subjects as potential causes of a single effect. If the
predictor events are interpreted as potential effects of a
single cause, blocking does not occur. According to Wald
mann and Holyoak, this is because rather than simply
forming associations, people apply knowledge about the
structure of cause-effect relationships to the judgment
task. People know, for instance, to beware of spurious
causes. Therefore, they hesitate to draw conclusions about
the causal status ofa predictor event that is redundant with
another predictor event that has already been established
as a cause of the outcome event, and they respond with
lower judgments for the redundant predictor event. Peo
ple also know, however, that there is no such thing as
a spurious effect. That is why blocking does not occur
when the predictor events are interpreted as multiple ef
fects of a single cause. 3

We should point out that Waldmann and Holyoak (1992)
do not see associative learning playing any role at all in
contingency judgment. They contend that people base their
judgments on an accurate analysis of the relevant condi
tional proportions, as in the traditional account discussed
earlier (see also Cheng & Novick, 1992). Cue-interaction
effects, according to this view, are due only to the type
of causal reasoning process described above. If this were



true, however, then any contingency judgment situation
that did not require causal reasoning would not produce
cue-interaction effects. But in our experiments, the sub
jects simply judged conditional probabilities of the occur
rence of one event given the occurrence or nonoccurrence
of another. Causal reasoning was irrelevant to the sub
jects' task, yet judgmental overshadowing still occurred.
This fact is difficult to reconcile with the view that people
make accurate contingencyjudgments in multiple-predictor
situations on the basis of an analysis of the relevant con
ditional proportions.

Therefore, we speculate that cue-interaction effects are
the result of an associative-learning process that is con
strained by attentionallimitations and guided by high-level
knowledge about cause-effect relationships. This suggests
a number of interesting research questions. How, for in
stance, do people judge the conditional probability of
Event 2 given the nonoccurrence of Event 1 if they have
not formed the relevant association? Do they do so ac
cording to a memory-based judgment strategy (Hastie &
Park, 1986), or do they derive this probability on the ba
sis of their judgments of other probabilities, such as the
probability of Event 2 given the occurrence of Event I?
Can they form associations between the nonoccurrence
of one event and the occurrence of another if instructed
to do so? Does judgmental overshadowing still occur if
people are not warned ahead oftime that they will be mak
ing contingency judgments? Does it occur if the events
have no apparent causal relationship?

Finally, we should consider the practical implications
of judgmental overshadowing. If we think of the subjects'
task as one of making judgments in the face of missing
information (Jaccard & Wood, 1988), these implications
become clear. The following is an example of the possible
effects of judgmental overshadowing. A personnel manager
in charge of hiring new graduates for a large corporation
has been exposed to a strong contingency between an ap
plicant's having a degree in natural science and good job
performance, and a moderate contingency between having
many extracurricular activities and good job performance.
Then the personnel manager receives an application from
someone with many extracurricular activities, but whose
major field of study is not indicated. Due to judgmental
overshadowing, the personnel manager may give less con
sideration to this particular application than he or she
should on the basis of the actual degree of contingency
between good job performance having many extracurric
ular activities. Future research on cue interaction in con
tingency judgment should explore such practical issues
as well as the theoretical issues discussed earlier.
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NOTES

1. Technically, rash and fever are medical signs rather than symp
toms. Because we adopted the lay terminology (referring to rash and
fever as symptoms) during our experiments, we decided to use it through
out this paper.

2. This is essentially the same criticism that was directed at the work
of Gluck and Bower (1988) by Shanks (1990). See also Gluck and Bower
(1990) for their response to this criticism.

3. Waldmann and Holyoak (1992) identify the symptom/disease rela
tionship as one of effect to cause. This seems to put the present results,
as well as those of Chapman (1991; Chapman & Robbins, 1990) and
Gluck and Bower (1988), at odds with the notion that cue-interaction
effects occur only when the predictor events are causes of a single effect.
We feel, however, that the symptom/disease relationship is somewhat
ambiguous in terms of cause and effect, especially for naive subjects.
This may be why cue-interaction effects still occur using a symptom/
disease cover story.
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revision accepted for publication March 11, 1993.)


