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The level of representation accessed when inferences are made during sentence comprehen
sion was examined. The inferences investigated included antecedent assignment for both definite
noun phrase anaphors and pronouns and also instrument inferences. In making these inferences,
a listener must access the inferred element, whether an antecedent or an instrument, in either
a linguistic form representation or a discourse model. The level of representation involved in
these inferences was determined by exploiting differences in the lexical decision and naming tasks,
which were argued to exhibit differential sensitivity to representationallevels. In three experi
ments, the priming of antecedent and instrument targets in the lexical decision task was com
pared with priming of the same targets in the naming task. Differences in the patterns of activa
tion across the two tasks indicated that all three types of inferences required accessing elements
in a discourse model. Three control experiments ruled out simple context or congruity checking
as an explanation for our results. The following conclusions were also supported by these studies:
(1) Antecedent assignment occurs immediately after processing an anaphor; (2) antecedent as
signment involves inhibition for the inappropriate antecedent rather than facilitation for the
appropriate antecedent; (3) although subjects do not make instrument inferences when they hear
isolated sentences containing verbs that strongly imply certain instruments, the inferences are
made when sentences are preceded by a context that mentions the instrument.
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Understanding sentences in discourse involves integrat
ing information in the sentence currently processed with
information in a memory representation of the previous
discourse. Sometimes the need for integration is explicitly
marked, as when a sentence contains an anaphoric expres
sion. Often it is less explicit (and necessary for maintain
ing coherence), as when actions mentioned in the sentence
imply agents or instruments that were mentioned earlier
in the discourse. A great deal of psycholinguistic research
has been devoted to investigating how often, at what point
in the sentence, and under what circumstances integra
tive processes occur. A basic question that has received
relatively little attention, though, is that of the form of
the representation involved in integrative processes.
Although a common assumption is that integrating an ele
ment in the currently processed sentence requires chang
ing the activation of an element in a memory representa-
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tion of prior discourse, little experimental work has been
done to investigate the form of the representation that is
accessed (but cf. Cloitre & Bever, 1989; Murphy, 1985).
In this article, we examine the types of representations
used in accessing antecedents of definite noun phrases and
pronouns as well as implied instruments. We also explore
the conditions under which these inferences are made, and
their time course.

The two most natural candidates for levels of represen
tation in which prior information might be found are a
representation of the surface form of a sentence and a
more abstract discourse representation. One of the most
robust results in the psycholinguistic literature is that
memory for linguistic form is relatively transient, in con
trast with memory for content or meaning (Bardett, 1932;
Johnson-Laird & Stevenson, 1970; Sachs, 1967; Wan
ner, 1974). Accordingly, most models of discourse
processing distinguish between recovering the linguistic
form of a sentence and developing a discourse model. The
linguistic form representation includes the results of
processing the words and the syntactic structures relat
ing them, and it allows information about lexical form
and syntax to be recalled for a short time. The discourse
model includes the set of entities and relationships among
them that are evoked by the discourse. 1 Discourse models
preserve little or no information about linguistic form.

The linguistic literature on anaphora suggests that both
of these types of representations might be used in dis-
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course processing. Hankamer and Sag (1976) present evi
dence that anaphors can be divided into two classes, deep
and surface anaphors. Surface anaphors, which include
many types of verb phrase anaphora, are sensitive to the
linguistic form used to introduce the referent of the
anaphor. Thus there are syntactic constraints on the form
of the antecedent for a surface anaphor and the antece
dent must be introduced 1inguistical1y (for details see
Garnham, 1986; Hankamer & Sag, 1976; Sag &
Hankamer, 1984; and Tanenhaus & Carlson, in press).
In contrast, deep anaphors, which include definite
pronouns and definite noun phrase anaphora, are not sirni
1arly sensitive to the 1inguistic form of their antecedents.
Deep anaphors can be used deictical1y to refer to salient
objects or events in the environment. Deep anaphors also
do not place constraints on the form of the antecedent
when the antecedent is introduced 1inguistical1y. These
differences between surface and deep anaphors can be ex
plained by assuming that interpreting a surface anaphor
requires the listener or reader to consult the 1inguisticform
of the antecedent of the anaphor, whereas interpreting a
deep anaphor requires consu1tingonly discourse represen
tations (Sag & Hankamer, 1984).

The view that definite pronouns require access to a dis
course model but not to a 1inguistic level of representa
tion appears open to immediate empirical challenges, for
there appear to be syntactic effects on antecedent assign
ment. One type of constraint is most definitely linguistic
in nature, and only affects pronoun-antecedent relations
in the same sentence. For instance, in a sentence like "She
thinks that Mary shou1d be invited, " the pronoun "she"
cannot be interpreted as referring to Mary, since the syn
tactic relationship between the noun phrases "she" and
"Mary" precludes making this assignment. However, the
most common linguistic view is that although the syntac
tic relationship serves to rule out certain potential antece
dents, the actual se1ection of the antecedent must be ac
comp1ished at a nonlinguistic level (Lasnik, 1976; but also
see Reinhart, 1983, and Kuno, 1987, who argue that these
constraints may be pragmatic rather than syntactic).

Another type of constraint that might appear to require
the accessing of the form of the antecedent is that pronouns
agree with their antecedents in gender and number.
However, syntactic number typically corresponds to con
ceptual or notional number. In cases in which there is a
mismatch between syntactic and notional number, agree
ment is typica11y with notional number. Gernsbacher
(1986) contrasted three discourse situations in which the
true antecedent was a multiple, collective, or generic item
and found that in those situations subjects rated sentences
with a rnismatched plural pronoun more natural than those
with a matched, singular pronoun. An example is the short
discourse, "I think 1'11 order a margarita. I just love
them, " where the true antecedent is not the literal antece
dent, which is singular, but a multiple item-margaritas
in general.

A number of studies also suggest that memory for syn
tactic form is not necessary for interpreting pronouns and
definite noun phrase anaphors. Memory for syntactic form

decays rapid1y (Sachs, 1967; Warmer, 1974). If syntac
tic form were necessary for interpreting an anaphor, then
comprehension should become increasingly difficult as the
distance between the antecedent and the anaphor increases.
However, discourse factors such as focus and referentia1
continuity affect the ease of interpreting these anaphors
more than distance (Anderson, Garrod, & Sanford, 1983;
Ehrlich & Johnson-Laird, 1982; Lesgold, Roth, & Cur
tis, 1979). In fact, distance effects are eliminated when
focus is contro11ed for both definite noun phrase anaphors
(Lesgold et al., 1979) and definite pronouns (Anderson
et al., 1983).

Although this evidence suggests that deep anaphors ac
cess a discourse model, in most studies processing-load
measures such as reading time have been used, which are
global measures of ease of comprehension and are not sen
sitive to the level of representation. An on-line measure
of antecedent assignment wou1dprovide more precise and
accurate information, especial1y if it could also distinguish
among the levels of representation.

Two on-line processing measures reported in the word
recognition literature as having been used successfully are
lexical decision and naming. At one time, it was gener
a11y assumed that these two tasks provided similar infor
mation about word recognition (Meyer & Schvaneveldt,
1976). For example, in both tasks there are faster
responses to words preceded by semantically or associa
tively related words than to words preceded by unrelated
words, indicating that both tasks are sensitive to the acti
vation of items in semantic memory. But recently, a num
ber of interesting differences between the tasks have been
discovered. Lexical decisions, but not narning responses,
are facilitated by syntactic relationships between words,
backward associations (i.e., target-to-prime associations),
and changes in proportion of re1ated to unrelated iterns
(these differences are described in more detail in Seiden
berg, Waters, Sanders, & Langer, 1984). Lexica1 deci
sions are also affected by a number of factors re1ated to
the meaning of the word, such as the 1ikelihood that the
target will be given as a response to a category name and
the number of dictionary meanings it has; in contrast,
narning seems to be relative1y insensitive to the same fac
tors (Balota & Chumb1ey, 1984; Chumb1ey & Balota,
1984). Also, inhibition for contextua11y incongruent tar
gets has been observed primarily with the lexical deci
sion task, and not with narning (West & Stanovich, 1982;
but cf. West & Stanovich, 1986, on inhibition in naming
in syntactica11y inappropriate contexts).

A reasonable explanation for these differences appears
to be that narning is primarily sensitive to lexical processes
and lexical decision to both lexical and postlexical
processes. This may be because lexical decisions require
one to make a conscious decision as quiekly and as ac
curate1y as possib1e. Forster (1976, 1979) suggested that
under such circumstances, a simple strategy of matehing
the orthographie eharacteristics of the visua11y presented
word with an internal representation may be time
consuming and inaccurate, causing the 1exical decision
targets to undergo postaccess checks for error. Forster
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argues that an effective error-checking mechanism for a
discriminatory task would involve a different format from
the one involved in the initial match. In a typicallexical
decision task, this means using message-level processes
to integrate the target with its context. Successful integra
tions support yes decisions, failures support no decisions.
Naming, in contrast to lexical decision, does not require
a conscious yes/no decision. Instead, it requires the ac
cessing of procedural knowledge directly tied to the lexi
cal representation of the word. Knowing whether or not
a word makes sense in context is unlikely to facilitate this
process, which may explain why naming has been shown
to be less sensitive to contextual integration effects.
Although there is little disagreement that lexical decision
is more sensitive to such effects than naming, the differ
ences in the two tasks are not absolute. Keefe and Neely
(in press) and Norris (1987), for example, have found
proportionality effects with naming under certain circum
stances. Nonetheless, the generalization that lexical de
cision is more sensitive than naming to postlexical
processes does seem to hold across most studies that have
been focused on differences.

Lexical decisions, then, seem to be the result of cogni
tive processes that cut across levels of representation,
whereas naming seems primarily sensitive to representa
tions oflexical form. This analysis suggests a possible way
of distinguishing between the levels of representation as
sociated with anaphoric processing, through the use of
differences in pattems of responses in the lexical decision
and naming tasks as a diagnostic test for determining
representationallevel. Tbe logic behind the use of the two
tasks follows from two possibilities for the mechanism in
volved in antecedent assignment or any other integrative
process: Integration requires changing the activation level
of either the lexical form associated with the relevant dis
course element in a linguistic level of representation or
the activation level of the conceptual form of the relevant
element in a discourse model. If the conceptual form is
accessed, this will be reflected in lexical decisions; if the
lexieal form is accessed, this will be reflected in both nam
ing time and lexical decision (given that pure associative
or intralexical priming is eliminated as a possibility).
Direct experimental evidence for the representationalleve1
or levels accessed in integrative processes would provide
an important constraint on models of integration.

In the experiments presented here, the lexical decision
and naming tasks were used to examine the processing
of definite noun phrase anaphors, pronouns, and verbs
with implieit instruments. In Experiments lA-IC, definite
noun phrase anaphora were examined; in Experiments
2A-3D, pronouns and instruments were examined.

EXPERIMENT 1
Definite Noun Phrase Anaphors

In this set of experiments, we examined two hypotheses.
The first involved the time course of antecedent assign-

ment. The assumption behind the use of priming tasks to
study antecedent assignment is that onee antecedents are
seleeted, they will be more activated than other discourse
entities, including entities that are potential antecedents.
This may be because the actual antecedent will be more
highly activated or because the potential antecedents will
be somewhat inhibited. Previous research has demon
strated the validity of using priming tasks in the study of
anaphoric processing, but these have mostly been probe
recognition studies (Cloitre & Bever, 1989; Corbett &
Chang, 1983; Deli, McKoon, & Ratc1iff, 1983; Gems
bacher, 1989; McKoon & Ratcliff, 1980; Walker &
Yekovich, 1987; but cf. Nicol & Swinney, 1989, for a
review of a few studies using the cross-modal priming
task). These have shown that the actual antecedent is ac
tivated more than other potential antecedents at some point
after the anaphor (usually a pronoun) has been processed.
However, there is no difference in activation among
potential antecedents either before or immediately after
the pronoun has been read (Gemsbaeher, 1989). In the
first two experiments here, two different priming tasks
were used to measure the activation of antecedents of
definite noun phrase anaphors. Subjects listened to sen
tence pairs like the following:

1. Sarah could not decide whether to buy steak or
hamburger.
She finally chose the more expensive meat.

Subjects then made either lexical decisions or naming
responses to visual targets that were appropriate or inap
propriate antecedents. On the basis of the probe recogni
tion studies, we expeeted to find that both anteeedents
would be activated immediately after processing the
anaphor, but that only the actual antecedent would be ac
tivated sometime later.

Tbe second hypothesis involved representational issues.
We expected, on linguistic grounds, that the definite noun
phrase in the second sentence-"the more expensive
meat' ,-would be linked to an entity in a diseourse model
rather than a lexical representation for "steak." As dis
cussed earlier, deep anaphors, inc1uding definite noun
phrases, are not sensitive to the linguistic form of the an
tecedent. Also, there need not be a linguistic expression
to act as antecedent in order for adefinite noun phrase
to be understood. For example, if a speaker who is look
ing at two pieces of meat says, ''I'd like the bigger piece,"
it will be apparent from following the direction of the
speaker's gaze (and the size ofthe meat) which piece the
speaker is referring to.

We would expect, then, to find an appropriateness ef
fect with the lexical decision task, because lexical deci
sion is sensitive to both discourse level and lexical form.
But we would expect to see an effect in naming only if
lexical form is involved. Thus, by comparing the two
tasks, we should be able to establish the level or levels
of representation involved in anaphoric processing.
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Experiment lA

Method
Subjects. Forty-eight Wayne State University undergraduates par

ticipated for course credit.
Materials and Design. Three sentence lists contained 24 ex

perimental sentence pairs. Examples of sentence pairs consist of
2, followed by a, b, or c:

2. Mary couldn't decide whether to buy steak or hamburger.
a. She finally decided to buy the more expensive meat.
b. She finally decided to buy the less expensive meat.
c. The store had a wide selection of foods.

The last noun phrases in Sentences la and lb are definite noun phrase
anaphors that refer to one of two possible antecedents in Sen
tence 2-in this example, "steak" or "hamburger." Sentences 2a
and 2b differ only in one word that would make the antecedent tar
get appropriate or inappropriate. Knowledge-level processing es
tablishes which is the correct antecedent-in the present case
"steak," because it is usually more expensive than hamburger. Sen
tence 2c is an example of a nonanaphor control. Lexical decision
targets were always just one of the possible anteeedents; in this case,
"steak" makes Sentence 2a the appropriate condition, and Sen
tence 2b the inappropriate condition' The three conditions for each
sentence pair (appropriate, inappropriate, and control) were counter
balanced across lists, and each subject saw just one list. The full
list of experimental sentences rnay be found in Appendix A. There
were also 47 filler sentence pairs, for a total of71 sentence pairs.
Half of these were nonwords that provided "no" responses for the
lexical decision task, They were formed by altering one letter of
an actual word to make a pronounceable pseudoword.

Procedure. Subjects were randomly assigned to one of the three
sentence lists and one ofthree target-delay conditions: 0, 600, and
900 msec. Three target delays were chosen, because, in this first
experiment, the point at which the effects of antecedent assignment
would be noticeable was unknown. The subjects listened to
binaurally presented sentences over headphones and made lexical
decisions to target words presented at the end of the second sen
tence. The visual targets were displayed on an Apple He computer
screen. The computer was signaled by a lOOO-Hz tone to present
the target. The tone appeared on the second channel of the sen
tence tape at a point that corresponded to the end of the last word
in the sentence. The subjects heard only the first channel of the
tape, which contained the sentences. The channel containing the
lOOO-Hz tone was output to a relay device, which simultaneously
started a Digitry millisecond clock inside the computer and presented
the visual target onscreen immediately, 600 rnsec, or 900 rnsec later.
Targets rernained onscreen until the subject pushed one of two
response buttons. The subjects were told to listen to the sentences
carefully, and this was encouraged by following one third of the
sentences with a yes/no question, to which the subject was instructed
to respond.

Results and Discussion
For each subject and condition, outlier scores greater

or less than 2.0 standard deviations from the subject mean
were replaced by the 2.0 standard deviation cutoff score.
Mean reaction times for all conditions are reported in Ta
ble 1. Table 1 also includes the percentage of errors for
each condition. There were 26 errors out of a possible
1,152 responses (2.3%). Errors occurred either when a
subject made an incorrect lexical decision or when there
was a failure to respond in less than 2 sec.

Analyses of variance with subjects and items as ran
dom factors were performed on the reaction time data and
are reported here as F, and F2 , respectively. There was
a significant main effect of prime type (appropriate, in
appropriate, and control) in both subject and item anal
yses [Ft(2,90) = 14.46, MSe = 7,484, P < .0001, and
F2(2,46) = 6.36, MSe = 25,488, P < .005]. The main
effect of delay (0, 600, and 900 msee) was significant only
in the item analysis [Ft(2,45) = 1.68, MSe = 116,373,
and Fi2,46) = 19.95, MSe = 14,646, P < .0001], and
the interaction between delay and prime type was not sig
nificant in either analysis [Ft(4,90) < I, MSe = 7,484,
and F2(4,92) < I, MSe = 28,503].

An exarnination of the means shows that the main ef
fect of prime type was due largely to inhibition for inap
propriate targets. This appears even in the O-msec delay,
indicating that listeners begin to make the anaphoric in
ference as soon as the anaphor is encountered. The inhi
bition is still strong at 600 and 900 msec. This interpre
tation is supported by paired comparisons which show that
reaction times in the inappropriate conditions differed sig
nificantly from those in the control conditions and in the
appropriate conditions, but that appropriate conditions did
not differ from the controls.

Before the results of the comparisons are reported,
however, it should be noted that item comparisons were
performed twice. In the first set of item comparisons, item
means were collapsed across the three delay conditions,
yielding 24 items in each comparison (reported here as
F2 ) . This is commensurate with the treatment of delay as
a within-item factor, but it is possible that this test was
contaminated by differences in variance across the delay
conditions, which were introduced by the use of different
groups of subjects at these delays. So, in a second set of
comparison tests, the iterns in different delays were treated

Table J
Mean Lexical Decision Times to Targets (in Milliseconds) and

Percentages of Error for Experiment JA

omsec 600 msec 900 msec

Condition M FS % Error M FS % Error M FS % Error

Appropriate 859 - 36 0.0 715 27 .1 859 0 .1
Inappropriate 917 -94 .9 834 -92 .6 924 -65 .4
Control 823 .1 742 .1 859 .1

Note-' 'Condition" refers to the relationship between the definite noun phrase anaphor and the lexical deci
sion target. FS = facilitation scores. These were calculated by subtracting reaction times in the appropriate
or inappropriate conditions from reaction times in the nonanaphor control conditions. Positive numbers indi
cate facilitation. Negative numbers indicate inhibition.
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Condition Reaction Time % Error

Experiment IB

Table 2
Mean Lexical Decision Times to Targets (in Milliseconds) and

Percentages of Error for Experiment 18

Method
Subjects. Twenty-four University of Rochester undergraduates

were paid $6 for their participation.
Materials and Procedure. These were the same as in Experi

ment lA, except that context sentences were eliminated in each list.
The subjects heard only the second sentence of each sentence pair.
Because the inhibition effect was found at all three delays, only
the O-msec delay was used.

.2

.7

.7

995
1006
1017

Appropriate
Inappropriate
Control

Results and Discussion
Mean reaction times and percentage errors for all con

ditions are reported in Table 2. Although it looks as if
there is slight facilitation for both appropriate and inap
propriate targets, one-way analyses of variance indicated
that there was no appropriateness effect [Fl(2,46) < 1,
MSe = 2,893, and Fz(2,46) < 1, MSe = 3,827]. There
fore, the inhibition for inappropriate targets found in Ex
periment lA is not likely to have been due to a simple

check in which the congruity of the target is compared
with the immediately preceding words or phrases. That
is, subjects rnight attempt to integrate the lexical decision
target with the preceding information, in effect drawing
the inference only after the target was presented (a kind
of backward priming effect that does not reflect the state
of the discourse model). The outcome of this postaccess
congruity check would facilitate decisions in both the ap
propriate and control conditions, accounting for the com
paratively slow responses in the inappropriate condition.
In fact, the inhibition-dorninant pattern of responses found
here is typical of contextual congruity judgments found
elsewhere with the lexical decision task (Fischler &
Bloom, 1979; West & Stanovich, 1982). It is unlikely that
a congruity effect is involved in this experiment, however,
given the nature of the inference required to determine
that the target and the words or phrases preceding it could
be integrated. In all test sentences, the definite noun
phrases involved a comparative term (as in "the moreex
pensive meat"). A simple integration strategy under these
circumstances would not result in selective inhibition for
inappropriate antecedents unless anaphora resolution had
already occurred and the results of that process becarne
part of the input to the lexical decision. Nonetheless, to
eliminate the possibility of a postaccess congruity check,
in the following experiments, the second sentences were
presented alone, without the context sentence. If the
results of the lexical decision experiment were due to sim
ple congruity checking, the sarne pattern of results should
obtain.

as separate items, yielding 72 items in each comparison
(reported here as F3) . The results ofthe two comparisons
are essentially the sarne; nonetheless both are reported
here.

The inappropriate condition differed significantly from
the control condition [Fl(1,47) = 23.08, MSe = 7,333,
P < .(XX)l , Fz(1,23) = 8.52, MSe = 11,113, p < .01,
and F3(1,71) = 10.12, MSe = 25,050, p< .005] and
from the appropriate condition [F1(1, 47) = 15.77, MSe

= 9,831, p < .0001, Fz(1,23) = 4.62, MSe = 13,932,
p< .05,andFil,7l) =7.91,MSe = 29,414,p < .01].
The appropriate condition did not differ significantly from
the control condition (all Fs < 1).3 The pattern of errors
is congruent with the reaction time analysis. There were
errors on only 2.3 % of the trials for a total of 26 out of
1,152 responses. Most ofthese (21) were in the inappro
priate condition, with only 2 in the appropriate and 3 in
the control conditions, indicating that the inappropriate
conditions were indeed more difficult for subjects. This
pattern of inhibition for only the inappropriate targets
could not have been due solely to inhibition from the final
word of the sentence to the target, because in both ap
propriate and inappropriate conditions the final word and
target are the sarne (in our exarnple, "rneat-steak").

One somewhat surprising finding was the evidence, in
the O-msec delay condition, that the process of antece
dent assignment begins immediately upon encountering
the anaphor. Gernsbacher (1989) found no differences in
activation of potential antecedents either before or im
mediately after the anaphor, indicating that antecedent as
signment had not begun at that point. But Gernsbacher
used pronouns with arnbiguous referents. To use an ex
ample from her study, in the sentence "Ann predicted
that Parn would lose the track race, but she carne in first
very easily," "she," at the point at which it is first en
countered, could refer equally plausibly to either Pam or
Ann. Under these conditions, there is no activation or in
hibition of either potential antecedent. Our stimuli, in con
trast, are definite noun phrases that express an explicit
comparison. At the end of the anaphor, only one of the
potential antecedents is a plausible referent. Under these
conditions, antecedent assignment is made immediately.
The results are consistent with Gernsbacher's, in the find
ing that antecedent assignment takes the form of inhibit
ing or suppressing the inappropriate antecedent rather than
reactivating or enhancing the appropriate antecedent.

The results provide some evidence for an antecedent
assignment effect in lexical decision. To provide more
support for this interpretation of the data, however, some
concerns about the materials need to be addressed. In some
ofthe stimulus sentence sets, the target is consistent with
both the appropriate and the control sentences but not the
inappropriate sentence. In the exarnple sentence, "steak"
is compatible with "more expensive meat" and "wide
selection of foods," but not with "Iess expensive meat. "
This suggests an alternative explanation of the lexical de
cision results. What looks like inhibition in the inappropri
ate condition may be due to the outcome of a postaccess
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congruity check that resulted from the requirements of
the lexical decision task. Notonlywas inhibition not found
with the target sentence alone, the pattern of the means,
if anything, was somewhat facilitory.

The last two experiments indicatethat the lexical deci
sion task is sensitive to antecedent assignment. In the next
experiment, the same materials were used, but with the
naming technique. If antecedentassignmentinvolvesthe
lexical form of the antecedent, an appropriateness effect
should also be obtained in the namingtask. If, however,
anaphoric processing requires accessingantecedents in a
discourse representation only, there should be no ap
propriateness effect with naming.

Experiment 1C

Method
Subjects. Thirty-two University of Rochester undergraduates par

ticipated for course credit.
Materials and Procedure. These were the same as those in Ex

periment lA, except that subjects were asked to say the visual tar
get word out loud, and the time to initiate the narning response was
recorded. Because the 9OO-msec delay condition in Experiment lA
yielded results very sirnilar to the 6OO-msec condition, it was
dropped from Experiment lC. Nonword stimuli were replaced by
word stimuli in the filler sentences .

Results and Discussion
Mean reaction times and percentages of error for all

conditions are reportedin Table 3. The error rate was2%
and all errors were due to failures of the subject to acti
vate the voice relay.

Analyses of variance revealed a main effect of prime
type (appropriate, inappropriate, and control) in the sub
jectanalysis [Ft(2,60) = 6.54, MSe = 1,182,p < .005,
and F2(2,46) = 1.65, MSe = 7,136, n.s.]. The main effect
of delay (0 and 600 msec)wassignificant in the itemanal
ysis [Ft(l,30) = 2.01, MSe = 25,325, n.s., and F2(l,23)

= 21.67, MSe = 3,502, P < .0001], the resultof a slower
overall response rate in the O-msec delaycondition. There
was no interaction betweenprimetypeand delay in either
analysis [Ft(2'60) < 1, MSe = 1,182, andF2(2,46) < 1,
MSe = 3,973].

The pattern of means indicates that there was some
facilitation for both appropriateand inappropriate antece
dents at both delays. Plannedcomparisonsprovide some
support for this interpretation. Item analyses were again
performedtwice for the reasonsgiven in Experiment lA.
Appropriate conditions differed significantly from con-

Table 3
Mean Naming Latencies to Targets (in Milliseconds) and

Percentages of Error for Experiment 1C

o msec 600 msec

Condition M FS % Error M FS % Error

Appropriate 566 33 0.0 526 29 .7
Inappropriate 585 14 .1 531 24 .4
Control 599 .4 555 .4

Note- •'Condition" refers to the re1ationship between the definite noun
phrase anaphor and the naming target. FS = facilitation scores, calcu-

. lated as described in Table 1.

trol conditions in two out of the three comparisons
[Ft(l,31) = 22.33, MSe = 678, p < .0001, F2(l,23) =

2.52, MSe = 4,067, n.s., and Fil,47) = 3.92, MSe =
5,875, p = .05]. The inappropriateand control compari
son was marginally significant in the subject analysis
[Ft(l,31) = 3.81, MSe = 1,562,p = .06, F2(l,23) < I,
and Fil,47) = 1.59, MSe = 5,648, n.s.]. Appropriate
conditionsdid not differ significantly from inappropriate
conditions [Ft(l,31) = 1.71, MSe = 1,229, n.s., F2(l,23)

= 1.76, MSe = 3,062, n.s., and F3(l,47) < I, MSe =
3,243].4

Discussion: Experiments lA, IB, and lC

At this point, it is useful to compare the results of Ex
periments IA, IB, and IC. The lexical decision reaction
times exhibit inhibition for inappropriate itemsacross all
delays, the namingtimes facilitation for both appropriate
and inappropriate items. The results of the lexical deci
sion task alone indicate that the subjects were accessing
eithera linguistic form representation or a discourse model
(or both) to makeanaphoric inferences. The resultsofthe
namingtask shouldclarify the issue. An appropriateness
effect in the naming task would indicate that a lexical
representation is involvedin anaphoric inference. If that
were the case, two possibilities would still remain. One
possibility is that antecedentassignmentinvolvesaccess
ing a lexical itemin the linguistic form representation ex
clusively, whichseemsunlikely, given the linguisticevi
dence cited earlier. A more likely possibility is that it
involvesaccessing both a linguisticform and a discourse
representation, the linguistic form representation perhaps
being used as an aid in locating the relevant entities in
the discourse representation.

The results of Experiment 1C indicate that there was
an appropriateness effect in the naming task, but not of
the kind to support the interpretation that a lexical form
is involved in antecedent assignment. This is because there
appeared to be facilitation of both appropriate and inap
propriate antecedents at both delays. Note that this pat
tern of facilitation for both targets is similar to the pat
tern found in Experiment IB with lexical decisions. In
that experiment, targets were presented after the second
sentence alone. Withoutthe discoursecontext, the results
of the lexicaldecision task changedfrom one showing in
hibition of the inappropriate antecedent to one showing
no significantchange in activationfor potentialor actual
antecedents (except some slight numerical facilitation).
The fact that naming results in a discourse context look
like lexical decision results withoutcontext suggeststhat
the priming in Experiment 1C was due to semanticor as
sociative priming from the noun at the end of the sen
tence to the naming target (e.g., meat-steak), a lexical
effect that is tangential to the kindsof discourseprocesses
that are the concems of this paper. The results of Experi
ments lA and 1Bcombined, then, indicate thata discourse
model but probably not a linguistic form representation
is involved in anaphoric inference for definite nounphrase
anaphors.?
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The results of Experiments 1A-1 C support two points.
First, antecedent assignment for definite noun phrases oc
curs rapidly. Although there is a slight possibility that an
tecedent assignment is occurring even before the end of
the phrase, it is clear from the results that the process is
completed by the end of the phrase. This process takes
the form of inhibiting the inappropriate antecedent rather
than reactivating or providing additional activation to the
appropriate antecedent. The results also indicate that lex
ical representations are not involved in antecedent assign
ment. This was shown by using the lexical-decision
naming-task difference to distinguish between levels of
representation. Once lexical form is eliminated as a pos
sibility, a reasonable inference is that antecedents are ac
cessed in a discourse model.

The remaining experiments reported here were carried
out to explore the time course and constraints on other
forms of sentential inference as well as to extend the
methodology developed in the first set of experiments to
the problem of determining the level of representation in
volved in those inferences.

EXPERIMENT 2
Instrument Inferences

Another interesting dass of inferences has been identi
fied in both schema theory (Rurnelhart, 1975; Schank,
1975; Schank & Abelson, 1977) and case theory
(Fillmore, 1968, 1971) as involving knowledge of the
tools or instruments typically used to accomplish some
action. For example, on hearing the sentence, "Jack cut
into a thick juicy steak.' one is likely to infer that Jack
used a knife. But, unlike in the case of anaphoric infer
ence, it is an open question whether or not such infer
ences are drawn routinely in the course of normal sen
tence comprehension. Before the nature of the
representation involved in such inferences can be inves
tigated, it will be necessary first to determine whether or
not they are an obligatory part of the comprehension
process.

An assumption in both schema theory and case theory
is that instrument inferences, as well as any other infer
ences involving the cause and effect of actions, are neces
sary for comprehension and will be part of the final dis
course representation. Empirical support for this
assumption has been mixed, however. Although several
studies have provided evidence that instrument inferences
are encoded and stored as part of the memory represen
tation of a sentence (Johnson, Bransford, & Solomon,
1973; McKoon & Ratcliff, 1981; Paris & Lindauer, 1976;
Singer, 1980), in others this has not been found to be the
case (Corbett & Dosher, 1978; Dosher & Corbett, 1982;
Singer, 1979, 1980). One reason for these discrepancies
may lie in the difference in methodologies and design
across studies. Paris and Lindauer (1976) and Corbett and
Dosher (1978) both used cued recall as a measure of en
coding, but Corbett and Dosher showed that retrieval eue
effectiveness is a questionable measure of memory en-

coding. They found that high-probability instrument cues
were effective not only for sentences that explicitly men
tioned the high-probability instrument but also for sen
tences that explicitly mentioned a low-probability instru
ment. They concluded that the effect was mediated by
preexperimentally leamed relationships.

Johnson et al. (1973) and Singer (1979, 1980) used
recognition rate or verification latency. Johnson et al.
(1973) and Singer (1980) found that instrument inferences
were encoded, Singer (1979) that they were not. This in
consistency may be due to differences in the discourses
used. Singer (1980) noted that, although inferences are
often necessary for comprehension, the number of infer
ences that could be drawn for a particular sentence is
potentially quite large. Presumably, limits on processing
capacity will restriet the number of actual inferences to
some small subset of those possible, and the inferences
that would contribute to the coherence of the discourse
would have priority. In fact, Singer (1980) showed that
when an inference is unnecessary for preserving coher
ence, as were the inferences in Singer (1979), sentence
verification times for those inferences were slower than
those for directly expressed ideas. When the inferences
were necessary for preserving coherence, however, results
were comparable to those for directly expressed ideas,
indicating that necessary inferences do become apart of
the memory representation of a sentence. McKoon and
Ratcliff (1981) came to a similar conclusion. Using a
probe recognition task, they found that instrument infer
ences were activated after subjects read sentences that con
tained actions to which the instruments were highly
related. These actions and inferences continued to be
related in the long-term memory representation of the text.
Actions and instruments that were not highly related did
not show evidence of activation. The authors concluded
that instrument inferences are not always necessary for
comprehension. Activation of instruments occurs only
when subjects find it necessary to make the inference or
explicitly set themselves the goal of making the inference.

The studies just cited reveal the form of the final
memory representation, but it is also important to con
sider processes as they occur during sentence comprehen
sion. Dosher and Corbett (1982) also point out that even
if instrument inferences are not always encoded in
memory, it is possible that they are, nonetheless, briefly
activated as part ofthe schema accessed by the verb. This
activation may be insufficient to make the inference part
of a permanent memory representation, unless, as Singer
(1980) and McKoon and Ratcliff (1981) found, it is neces
sary for the coherence of the discourse. Also, the method
ologies used, whether cued recall, verification, or probe
recognition, force the subject explicitly to consider the
instrument in relation to the discourse. This may not
reflect, then, what normally happens during comprehen
sion. An on-line measure of inference encoding that does
not require an explieit recall or recognition decision and
that would provide information about comprehension
processes before the final produet is stored in memory
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would seem to be a necessary complement to the previ
ous work.

Applying this logic, Dosher and Corbett (1982) used
Stroop interference to measure the activation of instru
ments. They presented target instruments either at the end
of simple sentences containing predicates that implied the
use of certain instruments or at the end of control sen
tences that did not have such predicates. They found no
evidence that either the most probable or next most prob
able instrument was activated, although they did find some
facilitation when subjects were explicitly instructed to
generate the most likely instrument for each sentence. This
last task is so far removed from normal sentence process
ing, however, that they argued that encoding implicit in
struments is a redundant process that is not necessary for
discourse processing.

Dosher and Corbett's (1982) conclusions need to be
qualified in light of the research discussed above, which
provides evidence that instrument inferences may occur
when there is a context (McKoon & Ratcliff, 1981;
Singer, 1980) and, particularly, when the instrument has
already been explicitly mentioned in that context (McKoon
& Ratcliff, 1981). This suggests a modification of the
Dosher and Corbett (1982) study that involves measur
ing prirning with and without context to determine if com
prehension strategies do indeed differ in the two situa
tions. The purpose in the next two studies, then, was to
replicate the Dosher and Corbett findings with both lexi
cal decision and narning in a cross-modal paradigm. This
is aprelude to exarnining comprehension strategies when
the same stimuli are preceded by a context that explicitly
mentions the instrument, making it an element in the dis
course representation. The use of contexts will occur in
Experiments 3A and 3B, where the nature of the represen
tationallevel used in such inferences will also be consi
dered. But first, the conditions under which the inferences
occur must be established.

Experiment 2A

Method
Subjects. Sixteen University of Rochester undergraduates par

ticipated in order to satisfy a course requirement.
Materials and Design. The experimental sentences were gener

ated from 28 verb-instrument pairs in which the verb strongly im
plied an instrument used to carry out the action described by the
verb. Half of these pairs were derived from Dosher and Corbett's
(1982) stimuli. The other halfwere generated by the experimenters.
The instruments were not explicitly mentioned in the sentences. An

example of an experimental sentence that has the implied instru
ment of "broom' is given below. The full set of materials is listed
in Appendix B.

3. He swept the floor every week on Saturday.

Each sentence was paired with two targets-its corresponding in
strument, or a control target that was a highly implausible instru
ment for the action specified by the verb. For example, targets for
Sentence 3 were "broom," the appropriate instrument, and "closet,"
the inappropriate contro!. The controls were chosen to accommo
date the next series of studies, in which both targets would be in
corporated into a context sentence. For that purpose, both targets
bad to be potential antecedents, soboth were nouns. Themean length
for instruments was 5.1 letters, and for controls it was 5.4. The
mean frequencies from the Kuöera and Francis (1967) word fre
quency norms were 61.0 for instruments and 67.8 for controls. Two
presentation conditions were produced by combining the sentence
list with two target lists that counterbalanced type of target (instru
ment or control) across lists. We did not have a third, neutral con
trol condition, because the results of Experiment IA indicated that
the effects of primary interest involve differences between the ap
propriate and inappropriate conditions. Eliminating the neutral con
trol condition simplified the experiment without the loss of essen
tial information for the purposes of this series of studies. The
experimental sentences were interrnixed with 92 filler sentences .
Sixty of the filler trials were paired with nonword targets, and the
remaining 32 with word targets.

Procedure. Eight subjects were assigned to each of the two
presentation conditions. Each presentation version was preceded
by 10 practice trials. The subjects heard the sentences binaurally
over stereo headphones and were asked to make a lexical decision
to a word appearing at an unspecified point in the sentence. In the
experimental sentences, this point was at the end ofthe second phrase
following the verb (but never at the end of a sentence), so that the
subjects would have plenty of time to make the inferences before
target presentation. A timing tone inaudible to the subjects was
placed at the target point to initiate presentation of targets midscreen
on an Apple I1e computer monitor. The subjects pressed a button
to indicate their responses. If there was no response within 2 sec,
the target was removed. Decision times were recorded by a Digi
try millisecond timer from the onset of the target to the subject' s
buttonpress . In order to encourage the subjects to attend to the sen
tences, comprehension questions were asked following one third
of the trials.

Results
Condition means and percentages of error are presented

in Table 4. One-way analyses ofvariance with both sub
jects and items as random factors and appropriateness
(plausible instrument or implausible control) as a fixed
factor were run. The results of these analyses confirm
what is also clear from an inspection of the means: there
was no hint of an appropriateness effect [Ft(1, 15) = .01,

Table 4
Mean Reaction Times (in Milliseconds) and Percentages or Error for

Experiments 2A (Lexical Decision) and 2B (Naming)

Type of Target

Type of Task

Lexical decision
Naming

Appropriate
(Plausible Instrument)

929
604

% Error

5.1
2.9

Inappropriate
(Implausible Control)

926
630

% Error

3.8
3.6
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MSe = 8,223,andF2(1,27) = .OOI,MSe = 18,607]. The
results, then, replicate Dosher and Corbett's (1982) in that
no evidence was found for instrument priming, this time
using a cross-modallexical decision task. In the next ex
periment, an attempt was made to replicate this finding
with the naming task.

Experiment 28

Method
Subjects. Sixteen University of Rochester undergraduates par

ticipated as subjects in order to satisfy a course requirement.
Materials and Procedure. These were identical to those in Ex

periment 2A, except that nonword targets were replaced by word
targets. All words on filler trials were unrelated to the sentences
with which they were matched, Instead of pressing a button for a
lexical decision, the subjects said the target word out loud as soon
as it appeared. Responses were spoken into a rnicrophone, and nam
ing times were measured from the onset of the target to the onset
of the subject's spoken response.

Results
Mean reaction times and percentage of errors are

reported in Table 4. All errors were due to the failure
of the voice-activated relay to pick up the onset of the
subject's responses. The analyses of variance found no
main effect of appropriateness [F\ (1,15) = 1.91, MSe =
2,860, n.s., and F2(1,27) = 1.64, MSe = 4,985, n.s.].
Together, Experiments 2A and 2B failed to reveal instru
ment prirning for isolated sentences .

Discussion: Experiments 2A and 28

The fact that there was no appropriateness effect in
either experiment indicates that the implied instrument was
no more accessible than an inappropriate control. The
results, therefore, replicate those of Dosher and Corbett
(1982) in that no evidence was found for instrument prim
ing in sentences without context, using lexical decision
and narning tasks instead of Stroop interference. In the
next two experiments, a context in which the instrument
was explicitly mentioned was provided for the sentences
used in Experiments 2A and 2B. The hypothesis was that
this would cause subjects to infer the use ofthe instrument.

EXPERIMENT 3
Instrument Inferences and Pronouns

One problem in designing the next two experiments was
the possibility, given the results of Dosher and Corbett
(1982) and Experiments 2A and 2B, of another null result.
Dosher and Corbett dealt with this by performing a se
ries of systematic replications. The present studies, with
somewhat different materials and techniques, themselves
constitute further replications of Dosher and Corbett. Still,
it would be useful, as an additional check, to directly com
pare instrument inferences with another kind of inference
to ensure that the measures and materials used were sen
sitive to complex discourse inferences. Antecedent assign
ment for pronouns seemed a likely candidate for this con
trol. Although instrument inferences may not be necessary

for comprehension, antecedents must be assigned to
pronouns if sentences are to be understood.

In addition to investigating whether instrument infer
ences are drawn when a context makes the instrument
available, the experiments were designed to use the
lexical-decision-narning difference to determine the levels
of representation involved in both instrument inferences
and antecedent assignment for pronouns. Earlier, it was
proposed that instrument inferences could require access
to either a linguistic form representation or a discourse
model. The same is true of pronominal reference.
Although pronominal reference, like the definite noun
phrases that were the topic of Experiments lA, IB, and
1C, is classed linguistically as a deep anaphor, it is not
obvious that assigning antecedents to pronouns involves
immediately accessing a discourse model. Drawing in
ferences based on world knowledge is not as essential to
initial antecedent assignment for pronouns as it is for
definite noun phrases. This is because pronominal refer
ence might first require choosing from a pool of candi
dates on the basis of some kind of linguistic agreement
between the anaphor and previous noun phrases (e.g.,
gender and number agreement), information that would
be preserved in a linguistic form representation. Later,
a choice could be made between these candidates on the
basis of semantic and pragmatic factors.

Corbett and Chang (1983) found support for this in a
probe recognition study of antecedent assignment for
pronouns. They showed that pronouns reinstated both the
true antecedent and other noun phrases in the sentence
that were acceptable syntactically. This was true even if
the potential antecedents were implausible candidates,
although gender-rnismatched proper names do not appear
to be reinstated (Chang, 1980). As noted earlier, however,
the probe recognition task still had adecision component
that explicitly requires the subject to note whether or not
the probe target was in the discourse. These results, then,
may reflect these decision processes rather than normal
comprehension."

To summarize, in Experiments 3A and 3B there were
two goals. One goal was to discover whether instrument
inferences would be made when sentences with implied
instruments were presented following contexts that ex
plicitly mentioned the instrument. Sentences that referred
to the instrument by means of pronouns would serve as
a check on the materials and design of the experiment
should there be another null result for the instruments.
The second goal was to use the lexical-decision-naming
task difference to reveal whether representations for im
plied instruments and pronoun antecedents were found in
a linguistic form representation or in a discourse model.
In Experiment 3A, the lexical decision task was used, in
Experiment 3B, the naming task.

Experiment 3A

Method
Subjects. Twenty-four undergraduates from the University of

Rochester participated to fulfill a course requirement.
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Materials and Design. The sentences from Experiments 2A and
2B were used with two modifications. First, a context sentence was
constructed for each of the experimental sentences. This context
sentence contained both the instrument and control words used as
targets in the previous studies. For exarnple, the sentence "He swept
the floor every week on Saturday" was given a proper name and
a context, thus creating the following sentence pair 4:

4. There was a broom in the closet,
John swept the floor every week on Saturday.

The italicized words are instrument and control targets, respectively.
These sentences constituted the instrument version of the study (see
Appendix B).

A second modification involved the introduction of an additional
set of sentences , based on the sentence pairs used in the instrument
version, in which the second phrase following the verb was replaced
by a phrase that contained a pronoun. The pronoun always referred
to the instrument explicitly mentioned in the preceding sentence.
For example, the second sentence of the instrument version given
above would be changed in the pronoun version to "John swept
the floor with it on Saturday."

Procedure. Four presentation conditions were formed. Two sen
tence lists, which counterbalanced pronoun and instrument versions
of the second sentences in the 28 sentence pairs, were combined
with the two target lists from Experiments 2A and 2B, so that
pronoun or instrument version was a within-subject variable. Con
text sentences were always the same. The lists differed only in
whether the second sentence did or did not include the pronoun.
Six subjects were randornly assigned to each of the four presenta
tion conditions. The procedure for this experiment was identical
to that for Experiment 2A, except that in sentences containing
pronouns, targets were presented at the end ofthe pronoun. Again,
this gave the subjects enough time after having heard the verb to
rnake the inference or antecedent assignrnent. Targets were never
presented at the end of a sentence. Yes/no questions about the sen
tences were asked after one third of the sentence pairs, in order
to ensure that the subjects were attending to the stimuli, but these
responses were not analyzed or used in any way to elirninate sub
jects from the experiment.

Results
Mean lexical decision reaction times and percentages

of error are reported in Table 5. Errors were 7.6% of
the responses and were evenly distributed across condi
tions. Analyses ofvariance with subjects and items as ran
dom factors and appropriateness (plausible or implausi
ble antecedent/instrument) and version (pronoun or
instrument) as fixed factors were run on the lexical deci
sion times. There was a main effect of appropriateness .
[Ft(l,23) == 10.15, MSe == 6,331,p < .005, andF2(l,26)

Table 5
Mean Reaction Tirnes (in Milliseconds) and Percentages

or Error ror Experiments 3A (Lexical Decision) and 3D (Narning)

Type of Target

Type of Task Appropriate % Error Inappropriate % Error

Pronoun Version

Lexical decision 987 1.6 1032 1.9
Narning 735 J.5 739 1.0

Instrument Version

Lexical decision 982 2.2 1040 1.9
Naming 718 .7 738 1.0

== 6.31, MSe = 15,343, p < .05], but no main effect
of version and no interaction of version X appropriate
ness (all Fs < 1). Paired comparisons confirmed what
is indicated by the pattern of the means, that there was
an appropriateness effect for both instrument and pronoun
versions of the sentences. The comparison of appropri
ate and inappropriate items was significantly different in
the instrument version [Ft(I,23) = 4.19, MSe = 9,528,
p = .05, andF2(l,27) = 5.24, MSe = 1O,421,p < .05],
although the same comparison only reached marginal sig
nificance in the pronoun version [Ft(l,23) = 3.52, MSe

=7,168,p < .1O,andF2(1,27) = 3.20,MSe = 13,288,
p < .10].7

The analyses showed that there was an appropriateness
effect for both relevant instruments and pronoun antece
dents. As in Experiment lA, the question arises as to
whether the appropriateness effect here involves a con
gruity effect that is the result of using general conceptual
knowledge to integrate the target with its immediate con
text as a postlexical check, or whether it is the result of
accessing a discourse model. If the former account were
correct, however, we would expect to see a congruity ef
fect in Experiment 2A with the isolated sentences, but we
did not. Subjects need to access the information that goes
beyond the immediate context, information that is only
available from a mental model ofthe previous discourse.

What is most interesting about the instrument data is
the evidence for greater activation of appropriate instru
ments in sentences where the instrument is merely im
plied, but where filling that case role is not necessary for
understanding. In combination with the results of Experi
ments 2A and 2B, which failed to show evidence of an
appropriateness effect for instruments in which the same
sentences were presented in isolation, these results sup
port the hypothesis that under certain conditions instru
ment inferences will be made. In particular, although these
inferences will not be made for sentences presented out
of context, they will be drawn when sentences are
presented in a context that explicitly mentions the instru
ment. Because there was no noninference control condi
tion in this experiment, however, there is no way to say
whether the difference in reaction times across appropri
ateness conditions was due to facilitation for appropriate
items or to inhibition for inappropriate items.

The main interest in including the pronoun condition
in this experiment was to establish a baseline against which
instrument activation could be assessed. Because pronouns
require accessing their antecedents, if another null result
had been found for instrument activation, the absence of
activation for the pronoun condition would have called
our materials or design into question. As it is, although
there was priming in the pronoun condition, the conclu
sion that pronoun antecedent assignment begins immedi
ately after processing the pronoun cannot be made defini
tively. This is because the results of the instrument
conditions indicate that the instrument is already avail
able at that point in the sentence. Therefore, the greater
activation for appropriate antecedents (compared with in-
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appropriate antecedents) could just be the greater activa
tion for appropriate instruments, especially given that
there is no more priming in the pronoun conditions over
and above that in the instrument conditions. This would
be the case if it is too early at the end of the pronoun to
see the effects of antecedent assignment. This seems un
likely, however, given the results of Experiment I, which
showed that antecedent assignment occurs rapidly.

A more likely possibility, which is consistent with the
results of Experiment IA, is that antecedent assignment
occurs immediately but results in no additional priming.
This interpretation is supported by the results of Experi
ment IA, which indicated that antecedent assignment does
not involve reactivating or providing additional activation
to the appropriate antecedent. If the appropriate antece
dent is a1ready salient in the discourse representation, there
is no reason to expect additional facilitation over that
found in the instrument condition.

The results just discussed suggest that certain kinds of
inferences, instrument inferences and antecedent assign
ment for pronouns, are made when the right context con
ditions are in place. In order to evaluate the form of
representation accessed in both types of inference, it is
necessary to compare performance in the lexical decision
task with performance on the naming task. This was our
purpose in the next experiment.

Experiment 38

Method
Subjects. Twenty-four subjects from the University of Rochester

participated in this experiment for course credit.
Materials and Procedure. These were the same as for Experi

ment 3A, except that nonwords were replaced by word targets un
related to the sentences and subjects were asked to say the target
word out loud as quickly as possible. Naming responses were mea
sured from the onset of the visual target to the onset of the spoken
response. Failures to activate the microphone were counted as errors.

Results
Mean reaction times and percentages of error are

reported in Table 5. Errors constituted only 4.2% of
responses, evenly distributed across conditions. Analyses
of variance performed on the data showed no evidence
of any appropriateness effect with the naming responses.
There were no main effects of either appropriateness or
version and no interaction of version x appropriateness
(all Fs < I).

Although there was no statistically significant appropri
ateness effect in this experiment, numerically there is a
hint of an appropriateness effect in the instrument condi
tions (718 vs. 738 msec). This was also true of naming
Experiment 2B (604 vs. 630 msec). It is possible that a
combined analysis of these experiments might show a
statistically significant appropriateness effect where the
individual analyses showed none. Accordingly, a corn
bined analysis of Experiments 2B and 3B (instrument con
ditions only) was done. There was still no main effect of
appropriateness, however [F,(1,38) = 2.77, MSe =
10,028, and F2(1 ,54) = 1.16, MSe = 7,856), and no in-

teraction between experiment and appropriateness
[F,(1,38) < I, MSe = 205, and F2(1,54) < 1, MSe =
1,545]. The only significant effect was that of experiment
[F,(1,38) = 6.29, MSe = 237,630, p < .02, and F2(1 ,54)

27.57, MSe = 304,097, p < .0001].

Discussion: Experiments 3A and 38

Because there was an appropriateness effect only in the
lexical decision responses and not in the naming
responses, we conclude that only the discourse model and
not the Iinguistic form representation is accessed in both
instrument inferences and antecedent assignment for
pronouns.

There is, however, an alternative interpretation ofboth
the instrument and the pronoun data, which does not re
quire the assumption that the appropriateness effect is the
result of an inference. A more mundane possibility is that
the appropriate target, an instrument, is simply more
salient than the inappropriate target, a location. This may
be because the latter is more likely to be perceived as the
focus of the sentence, but it may be due simply to the per
ceived greater importance of instruments over locations.
If instruments are more salient, the priming observed in
Experiment 3A could be the result of a postaccess con
text check wherein the instrument is found to be more
consistent with the discourse than is the location. The in
strument target would be primed solely because of its dis
course function in the context sentence, not because of
an inference made in the second sentence. Two control
experiments were performed to investigate this possibil
ity. In the first, the second sentence was changed so that
no anaphoric or other inferential reference was made to
the instrument. If context-checking was the cause of the
priming for the instrument in Experiment 3A, then the
instrument targets should beprimed even when no inferen
tial reference is made to the instrument. In the second con
trol experiment, only context sentences were presented.
If instruments are more salient than locations, then in
strument targets should elicit faster responses than the 10
cation targets after the context sentence alone.

Experiment ac
Method

Subjects. Twenty-two University ofRochester students were paid
$6 for their participation.

Materials and Procedures. The same context sentences were
used in this experiment as were used in Experiment 3A. The sec
ond sentence of each sentence pair was replaced by a sentence that
made no inferential reference to the instrument but which was still
consistent with the context sentence. For example, the first sen
tence pair (5) below was replaced by the next one (6). The slash
marks indicate where targets were presented for lexical decision.
Targets always followed the main verb and were never presented
at the end of the sentence (see Appendix B).

5. There was a broom in the closet next to the kitchen.
lohn swept the floor every weekl on Saturday.

6. There was a broom in the closet next to the kitchen.
lohn is the most organized personl I know.
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GENERAL DISCUSSION

The procedure for this experiment was identical to that for Ex
periment 3A.

Table 6
Mean Reaction Times (in MiIlisecondsl and

Percentages of Error for Experiments 3C and 3D

Method
Subjects. Twenty-two University of Rochester students were paid

$6 for their participation.
Materials and Procedure. These were the same as in Experi

ment 3A, except that only the first (context) sentences of each sen
tence pair were presented. Visual targets were presented for lexi
cal decision imrnediately following the last word of the context
sentence.

to develop strategies focused more on exp1icitly match
ing the target and context, obscuring the antecedent as
signmentprocess. (2) Antecedentassignment involves in
hibition for the inappropriate potential antecedent rather
than faci1itation for the appropriate antecedent, suggest
ing that the mechanism for antecedentassignment invo1ves
backgrounding the inappropriate element rather than
providing additional activation to the appropriate antece
dent. (3) Inferences about the instrument accompanying
an activitywill be made if previousdiscoursehas explicitly
mentioned the instrument, but not if sentences with verbs
imp1ying the use of an instrument are presented out of
context. This is simi1ar to what McKoon and Ratcliff
(1981) found, using a probe recognition task.

These three conclusions rest on the results of the lexi
cal decision experiments. Although it can be argued that
lexical decisions invo1ve a certain amount of congruity
or context matching, the contro1 experiments (1B, 3C,
3D) ru1e this out as an explanation for our results. There
is still the possibi1ity, however, that a more sophisticated
form of context checking was taking place. Rather than
simply checking the target against the context to see if
it "rnade sense" in some simple or superficial way, the
subjects in Experiments 1A and 3A might have been us
ing the representation of the integrated context and tar
get sentence to make their context-target match. In this
integrated representation-the discourse model-the in
strumentor antecedent from the first sentenceand the verb
or anaphor from the second sentence might be connected
in such a way that, although one is not explicitly indi
cated to be the instrumentor antecedentfor the other, they
are positionedto facilitate that inferenceunder certaincon
ditions. One such condition might be the presentation of
a target word for 1exical decision. Experiments lB, 3C,
and 3D did not rule out this possibi1ity, but it is not c1ear
just how different this kind of sophisticated context check
ing is from the inferential processes that were the focus
of our experiments (or how it wou1d be possib1e to tease
out the differencesexperimentally). Whether the relation
ship betweenanaphor and the antecedentor the action and
the instrument used to perform the action is explicit in
the discourse model or just easily formed and faci1itated
by the representation, the fact remains that under condi
tions of context there is a special relationshipbetween the
action and the instrument and the anaphor and its antece
dent that is not present when the action or anaphor is
presented alone. Whether one chooses to cal1 this special
relationship inference or not would seem to be a matter
of termino1ogy more than substance.

The view that antecedentassignmentand instrument in
ference require integration of sentences in a discourse is
consistent with Dosher and Corbett's (1982) conc1usion
that some sentential inferences are not madeautomatically.
It is also consistent with the conclusions of McKoon and
Ratc1iff(1981) and Singer (1980), who showed that in
ferences can become part of the memory representation
for a sentence if the inference is necessary for preserving
discourse coherence and if context is availab1e to provide
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Experiment

Results
Mean reaction times and percentages of error are

reported in Table 6. t tests indicate no significant differ
ence between instrumentand control targets [t(21) = .72,
SE = 12.31, by subjects and t(27) = .59, SE = 26.68
by items; two-tailed tests].

Experiment 3D

Results
Mean reaction times and percentages of error are

presented in Tab1e 6. There was no significantdifference
between instrument and location targets [t(21) = 1.07,
SE = 18.04, by subjects and t(27) = .56, SE = 38.13
by items; two-tai1ed tests].

Discussion: Experiments 3e and 3D

Postaccess context checking to faci1itate the lexical de
cision task seems an unlikely explanation for the results
ofExperiment 3A in lightofthese two experiments. There
is no evidence that instrument targets were more salient
or consistent with the context. Instrument targets were
not respondedto faster than locationtargets when the sec
ond sentence did not contain an inferential verb but was
still consistent with the context sentence, nor was there
an advantage following the context sentence alone.

The studies reported here support a number of conclu
sions: (1) Antecedent assignment occurs irnmediately after
an anaphor is processed. This seems to be inconsistent
with other results from a probe recognition study by
Gernsbacher (1989), but her materials had pronouns with
ambiguous referents. Our materials, in contrast, had only
one plausiblereferent by the end of the pronounor definite
noun phrase. Also, probe recognition, by requiring the
subject to decide consciously if the target had been en
countered in the context, may have encouraged subjects
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the elements that will establish that coherence. The fact
that inferences as disparate as filling instrument case roles
and assigning antecedents to anaphors were made when
the right conditions were in place suggests that it is not
a particular type of inference but rather the necessity to
integrate information that causes the implicit inference to
be made. This also seems to be implied in recent work
by Till, Mross, and Kintsch (1988). Using rapid serial
visual presentation of sentence contexts and lexical deci
sions to targets as a measure of availability of discourse
elements, they found evidence that words related to the
topic of a discourse were facilitated relative to unrelated
control words, but only at the end of the sentence, not
before. It is at that point, they argued, that the coherence
of the sentence in relation to the overall theme of the dis
course can be established. It also raises the possibility that
establishing discourse coherence is not only a necessary
but also a sufficient condition for drawing implicit infer
ences. That is, it may not be a requirement for an instru
ment inference that there be an explicit mention of an in
strument in the previous discourse but only that something
in the context constrain the situation such that an appropri
ate discourse model would include the inference. These
tentative conclusions about inferences and discourse co
herence, of course, require further research into other
types of sentential inference and types of contexts.

The last and perhaps most interesting conclusion from
these studies concems the representational issue. The
results support the thesis that different types of sentential
inference involve accessing elements in a discourse model.
In particular, this is true for two types of anaphoric
inference-antecedent assignment for definite noun
phrases and for pronouns-and instrument inferences.
This was shown by finding differences in the pattern of
responses for the lexical decision and the naming tasks,
a useful diagnostic test for the levels of representation in
volved in sentence comprehension. For all three types of
inferences, lexical decisions, which have been shown to
be sensitive to both lexical and discourse level represen
tations, were sensitive to the differences between appropri
ate and inappropriate antecedents and instruments. Nam
ing responses, which have been shown to be primarily
sensitive to lexical representations, did not show antece
dent assignment or instrument inference effects. We con
clude, therefore, that making instrument inferences and
assigning antecedents to anaphors involves accessing en
tities in a discourse model.

Even though there was no evidence for changing acti
vation in lexical forms, the possibility remains that lexi
cal forms are used in some limited way not detected by
the naming task, particularly in antecedent assignment.
Nonetheless, we can rule out the possibility that this in
volves either activation ofthe lexical form ofthe appropri
ate antecedent or inhibition of the lexical form of the in
appropriate antecedent.

There are background assumptions in this work,
however, that are critical to drawing these conclusions
about levels of representation. These assumptions need

to be addressed again in light of recent evidence that seems
to call these assumptions into question. The validity of
the lexical-decision-naming-task difference as a diagnostic
test for levels of representation is based on work that
shows that the naming task is not as sensitive to discourse
level representations as it is to lexical representations,
although the lexical decision task is sensitive to both. This
difference in sensitivity to different levels, it should be
emphasized, is one of degree. Naming is not a pure mea
sure of access only to lexical representations. As rnen
tioned in the introduction, there is evidence for an effect
in naming of expectancy based on the proportion of related
prime-target pairs in a list (Keefe & Neely, in press;
Norris, 1987), a type of strategic, message-level effect
normally associated with lexical decisions.

Other recent work suggests that naming also benefits
from higher order contextual integration. Potts, Keenan,
and Golding (1988) have found that naming will show con
gruity effects when a backward inference is necessary for
the coherence of a discourse (an examp1e of a backward
inference of this kind would be to infer that a vase broke
after hearing that it was thrown against a wall and later
had to be replaced). They found that subjects were faster
to name a word that is related to the backward inference
than one that is not. Also, in a study of anaphoric infer
ence, O'Brien, Duffy, and Myers (1986) found priming
effects in naming for reinstated antecedents of anaphoric
noun phrases. The time to respond to a previously men
tioned antecedent that had been taken out of focus was
shorter after subjects had read an anaphoric phrase that
reinstated the antecedent than it was after they had read
an anaphoric phrase that reinstated a different antecedent.
O'Brien et a1. determined that the effect was not due
merely to semantic priming from the noun to the antece
dent (example: the stalled vehicle-bus) by including a con
trol condition that used the head noun of the phrase without
referring back to the antecedent (example: the police ve
hicle-busi. Under these circumstances, naming in the rein
statement condition was still faster than naming in the
semantic priming contro1 condition, indicating that narn
ing was indeed sensitive to anaphoric inference in this ex
periment. Finally, Osterhout and Swinney (1989) recently
reported finding instrument inference effects with nam
ing. As in the present set of experiments, they found no
evidence for instrument inferences, using either 1exical
decision or naming, when sentences that implied the in
strument were presented out of context. When sentences
were preceded by a rich context, however, Osterhout and
Swinney found facilitation for implied instruments with
both the lexical decision and the naming tasks. The con
texts did not specifically mention the instrument but in
stantiated a schema in which instruments typically played
a prominent role.

Two points need to be made here. First, it is possible
that there is a floor effect in the naming data. The reac
tion times and error rates for the naming data are very
low in comparison to the lexical decision data. It suggests
that subjects found the naming task so easy that there was
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too narrow a margin of difference across conditions to
reach statistical significance. Without doing the experi
ments again under different instructions, we cannot say
for sure, however, whether or not this was the case. Floor
effects are unlikely, however, in light of finding associa
tive prirning effects with narning in Experiment IC.

Second, the conditions under which the studies men
tioned above showed contextual integration effects for
narning were different from those in the current experi
ments. What is common to all three studies mentioned
above but not to the present experiments is that the rele
vant entity either had not been mentioned at all in the dis
course (Keenan et al., 1988; Osterhout & Swinney, 1989)
or had been mentioned earlier but taken out of focus
(O'Brien et al., 1986). In all cases, the item relevant to
the inference was not currently available in the focus of
the constructed representation ofthe sentence. In contrast,
in our experiments, the relevant discourse entities were
introduced recently and were still part of the ongoing dis
course focus. This difference may explain why the lexi
cal form is not accessed in our experiments but was in
the others. In Keenan et al. (1988), the item needed to
be created to preserve coherence; in O'Brien et al. (1986),
it needed to be re-created or brought back into the focus
ofthe discourse model. In Osterhout and Swinney (1989),
the item needed to be brought into focus as apart of in
stantiating a schema. When antecedents are not in focus,
it rnay be easier to access the long-term memory represen
tation via a lexical representation. This may provide the
quiekest path to an appropriate element (or help create
a new element) in the constructed representation of the
discourse. The lexical representation would then be briefly
primed for pronunciation.

We have shown that task comparisons can be used to
tap into different levels of representation for different sen
tence comprehension processes. This has the potential to
provide valuable information about the structure of in
formation flow in the language processor, especially in
cases where the relative contributions of surface form
representations and discourse models are in question (e.g.,
which aspects of a word's meaning when instantiated in
a sentence are available at a lexical level of processing
and which in a mental model ofthe discourse?). Although
it is possible that the bases for difference in context sen
sitivity that support this diagnostic test will turn out to
be more complex than was originally thought, our experi
ments present encouraging evidence that comparisons
among lexical decisions and narning can be useful in an
swering questions about the nature of representations in
volved in discourse processing.
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NOTES

I. "Discourse model" is used here in the same sense as that in which
it is used by philosophers and computational linguists such as Heim
(1983), Kamp (1981), and Webber (1979, 1983), when they describe
the representations of properties and relations formed in response to
the linguistic input. We realize that there is another sense of "discourse
model" that evokes yet another level of representation and refers to a
mental model of the situation or state of affairs that is being discussed.
Webber (1983) gives a nice exarnple that shows how texts identical at
the level of the situational mental model may nonetheless be different
at the level of the discourse model because the entities that can be ex
tracted from the linguistic form of the one cannot be extracted from
the linguistic form of the other. The exarnple involves the following
sentences:

I. John traveled around France twice.
??They were both wonderful.

2. John took two trips around France.
They were both wonderful.

Only the second version gives "trips" a representation in the discourse
model such that it is available for subsequent reference by the anaphor
"they. " Although the concept of trips may be part of the mental model
of the situationconstructedby the listeneron hearingSentence I, it cannot
be assumed to be shared by both speaker and hearer.

Although it is true that in the testing of postlexical processing that
we discuss in this paper, we were not able to make the fine distinction
between a discourse model and a situational model, the processes we
are studying, particularlyanaphoric reference, involveentities most likely
to be represented in a discourse model.

2. We used only one potential target (e.g., just "steak." rather than
both "steak" and "hamburger"), but it was balanced across three differ
ent versions of Sentence 2-one in which it was appropriate, one in which
it was inappropriate, and one in which it was unrelated. We did not
believe that anything would be gained by running the other target through
the same conditions, since our argument just hinges on differences in
priming across the three versions.

3. The interpretation of inhibition for inappropriate targets is also sup
ported if separate comparisons are performed at each delay. The com
parison of inappropriate and control conditions is significant at the 0
msec delay in the subject analysis [F,(I, 15) = 7.16, MSe = 10,053,
P < .05] and approaches significance in the item analysis [F,(I,23) =
3.89, MSe = 780, p = .06]. At 600 msec, the comparison is significant
in both the subject and the item analyses [F,(1, 15) = 7.22, MSe = 9,401,
P < .05, and F,(1 ,23) = 5.89, MSe = 17,319, P < .05]. The subject
analysis reaches significance at 900 msec [F,O,15) = 10.45, MSe =
3,230, P < .01], but not the item analysis [F,(I,23) = 1.57, MSe =
31,938]. Although the appropriate and inappropriate condition compar
isons did not reach significance in the O-msecdelay [F,O, 15) = 1.6,
MSe = 16,866, and F,(1 ,23) = 1.15, MSe = 35,754], the comparisons
were significantat the 600-msec delay [F,(1, 15) = 16.44, MSe = 6,828,
p < .005, and F,(I,23) = 8.88, MSe = 18,974, P < .01] and at the
9OO-msec delay in the subject analysis [F,(I, 15) = 5.56, MSe = 5,944,
p < .05, and F,(I,23) = 1.42, MSe = 34,927]. Comparisons of the
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appropriate and control conditions were not significant in either sub
ject or item analyses at any delay.

4. Pairwise comparisons performed at the two delays show a sirnilar
picture. The difference between appropriate and control conditions was
significant in the subject analysis but not the item analysis at both the
O-msec delay [F,(1, 15) = 10.55, MSe = 792, p < .01, and F,(1,23)
= 1.5, MSe = 8,404, n.s.] and the 6OO-msec delay [F,(1,15) = 11.24,
MSe = 606, p < .01, and F,(1,23) = 2.85, MSe = 3,567, n.s.]. The
difference between the inappropriate and control conditions was not
significant at the O-msec delay (F,and F, < 1), although the amount
of priming (14 msec) is in the right direction. The difference between
inappropriate and control conditions was marginally significant, however,
in the 6OO-msec delay condition [F,(1,15) = 4.14, MSe = 1,I53,p =
.06, and F,(I,23) = 2.3, MSe = 3,086, n.s.]. Appropriate and inap
propriate conditions did not differ significantly at either the O-msecde
lay [F,(1, 15) = 2.7, MSe = 983, n.s., and F,(1,23) < I] or the 600
msec delay (F, and F, < 1).

5. Two concerns came to our attention after the experiments were
done. The first was that the materials were not uniformly of the type
that would require a discourse model for their comprehension; that is,
some of theantecedentscould be assigned on thebasis of sentence-specific
information and others on the basis of general world knowledge. In the
case of sentence-specific information (i.e., where the discrirninating ad
jective in the context sentence is repeated in the second sentence), sub
jects could conceivably access just the lexical form rather than the dis
course model to make the antecedent assignment. Upon closer
examination, we found only six items that permitted the use of sentence
specific information (Nos. 4, 7, 8,10,20,24 in Appendix A). We ran
ANOVAs with information type as a factor on the lexical decision and
naming data (collapsing across target delays). We found no effect of
type of information needed to make the inference [FO,22) = 1.57, n.s.,
for naming and FO,22) = .15, n.s., for the lexical decision data]. There
was also no interaction of type x appropriateness in either narning
[F(2,44) = .12, n.s.] or lexical decision [F(2,44) = .61, n.s.]. Although
there were only six items in the sentence-specific condition for this anal
ysis, we feit that the lack of even a marginally significant pattern of
differences indicated that there was no difference in level of represen
tation access in these two sentence types.

The other concern was an alternative explanation for our results that
does not involve invoking different levels of representation. This pos
sibility, suggested by a reviewer, is that both lexical decision and nam
ing are sensitive to postlexical checks, but that narning can be completed
before anaphor resolution or inferencing are complete. This hypothesis
would seem to be ruled out, though, by the results ofExperiment IC,
where we do not find an appropriateness effect (indicating that antece
dent assignment has taken place) with narning at a 6OO-msec delay. This
is weil after anaphora resolution should have been completed, as is evi
denced by the fact that we find inhibition for the inappropriate antece
dent at a O-msecdelay with lexical decision (Experiment IA), using the
same materials.

6. One particular concern in many probe recognition studies is the
nature of the controls. In a typical study, two names are introduced in
a sentence and then either of the names is repeated (the noun condition)
or a pronoun is used. Probe recognition times are typically faster to both
names after the pronoun condition as opposed to the noun condition.
This result might simply be a confusion effect-that is, the repetition
of a name would make the nonrepeated name harder to recognize, par
ticularly in the context of an experiment that includes many names. The
lack of an effect with different gender names might occur because names
for the same sex are more confusable than names for different sexes.

7. The scores for the 14 verb-instrument pairs taken from Dosher
and Corbett (1982) were compared with those for the 14 verb-instru
ment pairs specific to this experiment, to determine if there were any
differences. Both sets of stimuli showed an advantage for appropriate
over inappropriate items in both pronoun and instrument versions of
the experiment. For Dosher and Corbett's stimuli in the instrument ver
sion, appropriate iterns e1icited responses that were 62 msec faster than
those for inappropriate items; for the newly generated pairs, appropri
ate items elicited responses that were 66 msec faster than those for in
appropriate items. In comparison, the difference between appropriate
and inappropriate iterns in the no-eontext Experiment 2A was - 5 msec
for Dosher and Corbett's instrurnent targets and -7 msec for the newly
generated instrument targets. In the pronoun version ofthis experiment,
Dosher and Corbett's items showed a 97-msec advantage for appropri
ate antecedents and the new items a 35-msec advantage for appropriate
antecedents.

APPENDIX A
Stimuli for Experiments lA-I C

1. Walking through the woods Bob first spotted a skunk and
then he spotted a bear.
a. He was frightened by the smaller anima!.
b. He was frightened by the larger animal.
c. He enjoyed the lovely scenery around hirn.

2. Jamie wanted to be either a dentist or an artist.
a. She chose the more lucrative profession.
b. She chose the less lucrative profession.
c. She was in her freshman year in college.

3. The young boy was tom between leaming to play the
violin and the tuba.
a. He finally chose the smaller instrument.
b. He finally chose the larger instrument.
c. He loved all kinds of music.

4. Charlie Brown wasn't sure which would make a better
Christmas tree, the large fir or the small pine.
a. He finally bought the smaller tree.
b. He finally bought the larger tree.
c. The lot had a wide selection.

Target

Skunk

Dentist

Violin

Pine
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APPENDIX A (Continued)

Stimuli for Experiments IA-IC

5. Brick and wood are common materials from which to make
a house.
a. Builders tell us though that it is easier to work with

the softer material.
b. Builders tell us though that it is easier to work

with the harder material.
c. The cost of building a house varies greatly

among different builders.

6. Mary couldn't decide whether to play tennis or to play
basketball.
a. She chose to go out for the individual sport.
b. She chose to go out for the team sport.
c. The sports program at her school was an

excellent one.

7. The gourmet was asked whether he preferred fresh water
trout or salt water tuna.
a. He said that he preferred the fresh water fish.
b. He said that he preferred the salt water fish.
c. The cook was an expert in preparing all kinds

of good food.

8. Lying on the desk were a blue novel and a
red dictionary.
a. Fred walked over and picked up the red book.
b. Fred walked over and picked up the blue book.
c. The desk was dusty and looked as though it

had not been used in quite a while.

9. Sarah could not decide whether to buy
steak or hamburger.
a. She finally chose the more expensive meat.
b. She finally chose the less expensive meat.
c. The store had a wide selection of foods.

10. Joyce was debating whether to take a serious biography
or a light mystery on the train trip.
a. She finally decided to take the more serious book.
b. She finally decided to take the lighter book.
c. She hoped to have plenty of time to read.

11. Couches and chairs are similar to each other in
many ways.
a. For pure comfort many people choose the larger

piece of fumiture.
b. For pure comfort many people choose the smaller

piece of fumiture.
c. Fumiture may be expensive but it need not be

replaced for years.

12. Mary and Betty had nothing to do so they thought
about playing either poker or monopoly.
a. After a long time they both decided to play the

board game.

Target

Wood

Tennis

Trout

Dictionary

Steak

Biography

Couch
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APPENDIX A (Continued)

Stimuli for Experiments lA-IC

b. After a long time they both decided to play the
card game.

c. After a long discussion they finally decided to go
to a movie at the mall instead.

13. Bob was trying to decide whether to take a bus or a
plane to Toronto for the weekend.
a. He finally decided on the faster form

of transportation.
b. He finally decided on the slower form

of transportation.
c. He had never been out of the United States before.

14. Dogs make good pets and cats do too.
a. In South America most people can't tolerate

the smaller animal.
b. In South America most people can't tolerate

the larger animal.
c. A pet can be a good companion to a person

who lives alone.

15. Bill could not decide whether to go out for hockey
or golf.
a. He finally chose the contact sport.
b. He finally chose the noncontact sport.
c. He was very good at almost all sports.

16. The convicted criminal was given a choice between a
fine and going to prison.
a. He chose the unconfining form of punishment.
b. He chose the confining form of punishment.
c. He had committed a fairly minor crime.

17. John was debating whether to order fruit or a pie.
a. He decided to order the less fattening dessert.
b. He decided to order the more fattening dessert.
c. He had enjoyed the good meal at

the restaurant.

18. At the zoo the children' s favorite animals are the lions
and the camels.
a. Sandra's favorite is the jungle animal.
b. Sandra's favorite is the desert animal.
c. We go to the zoo about once a year.

19. Our farnily has taken vacations in Maine and in Texas
for the past ten summers.
a. My mother enjoys only half our trips because

she can't stand the climate of the Northem state.
b. My mother enjoys only half our trips because

she can't stand the climate of the Southem state.
c. We always enjoy those trips because they allow

us to spend time together as a farnily.

Target

Monopoly

Plane

Cat

Hockey

Fine

Fruit

Lion

Maine
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APPENDIX A (Continued)

Stimuli for Experiments lA - 1C

20. Red grapes and bananas are both delicious fruits.
a. In our house though everyone prefers the

red fruit.
b. In our house though everyone prefers the

yellow fruit.
c. Fruit is most abundant during the summer months.

21. Both the refrigerator and the mixer needed to be repaired.
a. Sam decided to fix the smaller appliance first.
b. Sam decided to fix the larger appliance first.
c. Sam was afraid that the repairs would be quite

expensive.

22. Bill was trying to decide whether to buy a motorcyc1e
or an automobile.
a. He finally chose the smaller vehic1e.
b. He finally chose the larger vehic1e.
c. His old car was finally beyond repair.

23. Kathy was trying to decide whether to wear a dress
or jeans to school.
a. She finally chose the less casual attire.
b. She finally chose the more casual attire.
c. She had to hurry or else she would be late.

24. Brian wanted to give his fiancee yellow tulips and
red roses.
a. He could only find the red flowers.
b. He could only find the yellow flowers.
c. He thought she would be pleased with the gift.

APPENDIX B
Stimuli fer Experiments 2A-3D

Target

Grapes

Mixer

Motorcyc1e

Dress

Roses

The stimuli for Experiments 2A and 2B were the "b" sentences in each set. In those experiments, all proper
names were replaced by the pronouns he or she. The words underlined in the "a" sentences were the targets
presented at the point marked by a slash in the "b" sentences.

The "a" sentences were the context sentences added in Experiments 3A and 3B. In the "c" sentences,
prepositional phrases containing pronouns were substituted for phrases in "b" sentences to form the pronoun
versions for Experiments 3A and 3B.

Sentences marked "d" were used in Experiment 3C and followed the "a" sentences. Slashes mark where
targets were presented for lexical decision.

la. There was a broom in the closet next to the kitchen.
b. John swept the floor every week / on Saturday.
c. John swept the floor with it / on Saturday.
d. John is the most organized person / I know.

2a. From her purse Mary got out the key to her apartment.
b. She unlocked the door cautiously / and stepped inside.
c. She unlocked the door with it / and stepped inside.
d. Suddenly, she realized her credit cards were rnissing / and began to worry.

3a. John took his car out of the garage when the snow melted.
b. He drove to work in a hurry / this moming.
c. He drove to work in it / this moming.
d. He wanted to sort through the garden tools / before spring.
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4a. In the woodshed John found the axe that belonged to his father.
b. He decided to chop wood for a fire / that evening.
c. He decided to chop wood with it / that evening.
d. He decided to look for some more old mementos / while there was still light.

5a. John picked up a hammer in the attic where he was working.
b. He pounded a nail carelessly / and hit his thumb.
c. He pounded a nail with it / and hit his thumb.
d. He stopped to enjoy the solitude / before going back to work.

6a. Mary borrowed a ladder from the backyard of her friend.
b. She climbed up the tree quickly / to get her cat down.
c. She climbed up the tree with it / to get her cat down.
d. They stopped to chat about raising vegetables / before Mary left.

7a. John bought a brush from the store last week.
b. He painted a picture of his teacher / in art class.
c. He painted a picture with it / in art class.
d. He also inquired about a part-time job / for the summer.

8a. The medicine cabinet was where Mary found her scissors after a long search.
b. She trimmed her hair a little / before she got dressed.
c. She trimmed her hair with them / before she got dressed.
d. She saw that she was running out of contact lens cleaner / and made a note to buy more.

9a. Sally pulled some string from the top drawer of her dresser.
b. She tied a package securely / and mailed it.
c. She tied a package with it / and mailed it.
d. She noticed that she was down to her last pair of socks / and decided to do some laundry.

lOa. On the counter there was a spoon which had just been cleaned.
b. Janet stirred her martini gently / before drinking.
c. Janet stirred her martini with it / before drinking.
d. Janet was reminded that she needed to leave cash / for the cleaning lady.

lla. Alice took a needle from a box on the shelf.
b. She sewed a button on her blouse / and then called a friend.
c. She sewed a button with it / and then called a friend.
d. She noticed a lot of dust / and got a rag to wipe it off.

12a. On the dock there was a large crane made of steel.
b. Harry lifted some freight from a truck / onto a ship.
c. Harry lifted some freight with it /onto a ship.
d. Harry noticed a freighter in the distance / and stopped to watch it enter the harbor.

Ba. There was a shovel on the patio near the garden.
b. Paula dug a hole near the tomatoes / to plant seeds.
c. Paula dug a hole with it / to plant seeds.
d. The snow had melted / and it was time for spring planting.

14a. On the table there was a pitcher which was empty.
b. Sam poured the cocktails in preparation / for his party.
c. Sam poured the cocktails with it / for his party.
d. Mary decided she had to redecorate the living room / before the next party.

15a. The terrorist planted a bomb in the room next to the fumace.
b. He blew up the building in a rage / when his demands were refused.
c. He blew up the building with it / when his demands were refused.
d. Then he locked up / and hid outside in the bushes.

16a. Alice took the towel off the hook on the refrigerator.
b. She dried the dishes thoroughly / before going to sleep.
c. She dried the dishes with it / before going to sleep.
d. Then a mouse scampered across the floor / and frightened her.

17a. In the kitchen there was a microwave oven that belonged to Sally's roommate.
b. Sally baked dinner for her boyfriend / for the first time yesterday.
c. Sally baked dinner with it / for the first time yesterday.
d. The roommate was traveling in Europe this summer / and said Sally could use it.
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18a. Out of the case lohn took his binocuLars and adjusted the focus.
b. He scanned the horizon slowly / in search of geese.
c. He scanned the horizon with them / in search of geese.
d. Then he sat back in his seat / and waited for a plane to land.

19a. Gary picked up a club from the corner of the room.
b. He beat the man mercilessly / several times.
c. He beat the man with it / several times.
d. He had decided to do some housecleaning / before his wife retumed from her trip.

20a. Paul keeps a net in his backpack because he is an insect collector.
b. He captured a butterfly in the woods / just last Tuesday.
c. He captured a butterfly with it / just last Tuesday.
d. He also carries a guide / for identifying rare species.

21a. From the pantry Mary got a tray given to her at her wedding.
b. She served breakfast to her sick husband / and then went to work.
c. She served breakfast with it / and then went to work.
d. She tripped over the kid's boots land decided to put them somewhere else.

22a. Chester got a book down from a shelf in the living room.
b. He studied economics diligently I in preparation for his test.
c. He studied economics with it I in preparation for his test.
d. He heard the phone ring land went into the next room to answer it.

23a. At the costume store Cindy bought a mask that was on sale.
b. She disguised her identity cleverly I in order to spy on someone.
c. She disguised her identity with it I in order to spy on someone.
d. She also asked the clerk for directions / to the museum.

24a. Dan drew money out of the bank using his charge card.
b. He donated a large amount generously I to a local charity.
c. He donated a large amount of it I to a local charity.
d. He really liked the services I that modern technology made possible.

25a. From the ground Janice picked up her racket with great enthusiasm.
b. She swung at the ball from center court / forcefully.
c. She swung at the ball with it I forcefully.
d. Even though she had fallen, I she had still won the point.

26a. Wendy set the guitar on her Lap and opened the songbook.
b. She strummed a melody softly / for her boyfriend.
c. She strummed a melody with it I for her boyfriend.
d. She leafed through the pages I looking for a particular selection.

27a. With great relief the soldier took off his boots and relaxed.
b. He had marched rniles on bad road I that day.
c. He had marched miles in them I that day.
d. He was finally a safe distance I from the enemy shelling.

28a. Gwen poured some water into the sink in the bathroom.
b. She washed her face vigorously land then went to bed.
c. She washed her face with it land then went to bed.
d. She noticed a stain land went to get some cleanser.

(Manuscript received January 23, 1989;
revision accepted for publication April 2, 1990.)


