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The effects of levels-of-processing and word frequency were directly compared in three differ
ent memory tests. In the episodic recognition test, the subjects decided whether or not a word
or a pronounceable nonword had been previously studied. In the two lexical decision tests with
either pronounceable or unpronounceable nonwords as distractors, the subjects decided whether
a test item was a word or a nonword. There were four main results: (1) in all three tests, reaction
times (RTs) in response to studied words were faster if they had received semantic rather than
rhyme processing during study; (2) in the episodic recognition test, RTs were faster for low- than
for high-frequency words; in both lexical decision tests, RTs were faster for high- than for low
frequency words, though less so when the nonword distractors were unpronounceable; (3) prior
study facilitated lexical decisions more in response to low- than to high-frequency words, thereby
attenuating the word-frequency effect, but more so when the nonword distractors were pronounce
able; (4) in the lexical decision test with pronounceable nonword distractors, relative to prior rhyme
processing, prior semantic processing facilitated performance more for high- than for low-frequency
words, whereas the opposite was the case in the episodic recognition test. Discussion focused on
the relationship ofthese results to current views of the mechanisms by which (1) word frequency
and depth of processing affect performance in implicit and explicit memory tests, and (2) repetition
priming attenuates word-frequency effects for lexical decisions.

Recently, there has been a burgeoning interest in com
paring performance in explicit and implicit memory tests
(e.g., Graf & Schacter, 1985; Richardson-Klavehn &
Bjork, 1988; Schacter, 1987; Tulving, 1985). In explicit
memory tests, subjects indicate whether they remember
having studied an event at a particular time and/or place.
For example, when explicit recognition memory for words
is assessed, subjects are to respond' 'yes" to a test word
if they remember it as having been studied in the ex-
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perimental context. Memory is considered good to the
degree that subjects respond "yes" to studied test words
more often than to nonstudied test words. In the analo
gous implicit memory test, subjects respond to a test item
that corresponds to a word that has or has not been previ
ously studied in the experimental context, without being
required to recollect its prior study status. For example,
in an implicit memory test, subjects might identify a
briefly presented, masked test word, or respond with a
word that completes a word fragment with missing let
ters. Implicit memory is considered better to the degree
that subjects perform better on test items corresponding
to previously studied words, relative to test items cor
responding to nonstudied words-an effect typically
referred to as priming.

A major focus of interest has been whether dissocia
tion effects occur for implicit and explicit memory tests.
A dissociation effect occurs whenever a variable that en
hances memory in an explicit memory test has either no
effect or a deleterious effect on memory in a correspond
ing implicit memory test, and vice versa. In the present
research, we consider two such dissociation effects, levels
of-processing effects and word-frequency effects, which
we first briefly review.
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DISSOCIATIVE WORD-FREQUENCY x LEVELS-OF-PROCESSING EFFECTS 149

LEVELS-OF-PROCESSING EFFECTS IN
IMPLICIT AND EXPLICIT MEMORY TESTS

Although explicit memory of words is much better when
they have previously been processed to a "deep" semantic
level rather than a "shallow" graphological or phono
logical level (see Craik & Lockhart, 1972; Craik & Tulv
ing, 1975; Graf & Mandler, 1984; Graf, Mandler, &
Haden, 1982; Graf, Squire, & Mandler, 1984; Jacoby &
Dallas, 1981), levels-of-processing effects are less clear
cut in implicit memory tests. For example, in a percep
tual identification test with briefly presented masked
words, Jacoby & Dallas (1981) have shown that the prim
ing produced by a test word's prior unmasked presenta
tion remains the same, regardless of whether that prior
presentation has been processed to a deep or to a shallow
level. However, in implicit memory tests that involve
word-stem completion, in which the initial letters of a
word serve as a retrieval cue, deeper prior processing
yields slightly greater priming-though within individual
experiments, this levels-of-processing effect sometimes
reaches statistical significance (Graf et al., 1984; Squire,
Shimamura, & Graf, 1987) and sometimes does not (Graf
& Mandler, 1984; Graf et al. 1982; Roediger, Weldon,
& Stadler, 1987).1

When a lexical (word/nonword) decision task is used
as the implicit memory test, the results are even less clear.
Kirsner, Milech, and Standen (1983) manipulated levels
of processing between subjects during a first test phase.
In a second test phase, the subjects performed a percep
tual identification task or a lexical decision task (LDT)
on masked test items presented for 40 msec, or an LDT
on nonmasked test items presented for 2 sec. In a third
test phase, all the subjects performed an explicit recogni
tion test on nonmasked test items presented for 3 sec.
Although the explicit recognition test yielded the standard
levels-of-processing effect for both speed and accuracy,
the implicit memory tests yielded mixed results. Specifi
cally, the conclusion as to whether or not a levels-of
processing effect was obtained depended on whether one
only considered performance on the studied items, or
measured priming from prior study relative to perfor
mance on nonstudied items. This was so because oflarge
differences in performance on nonstudied items (for which
the levels-of-processing manipulation was a pseudo
manipulation) for the groups of subjects who performed
deep as opposed to shallow processing during the study
phase. Hayman (1983) avoided this problem of different
performance levels on nonstudied items by manipulating
levels of processing within subjects. He found faster reac
tion times (RTs) in response to words previously
processed to a deep rather than a shallow level, but only
when the instructions emphasized accuracy rather than
speed. The research reported here will provide more data
on the issue of whether 1evels-of-processing effects can
occur for implicit memory when it is assessed in an LDT.

The present research also provides a test of data-driven
versus conceptually driven processing as an account of

why levels-of-processing effects are smaller for implicit
than for explicit memory measures-an account that has
been proffered in various guises by several researchers
(e.g., Blaxton, 1985; Graf & Mandler, 1984; Jacoby,
1983; Jacoby & Dallas, 1981; Roediger & Blaxton, 1987;
Roediger et al., 1987). By this account, implicit memory
tests typically invoke data-driven processing operations
that tap an item's perceptual fluency or familiarity, which
is little affected by prior processing depth. Explicit
memory tests, on the other hand, typically invoke con
ceptually driven processing operations that tap informa
tion about an item's elaborative associations with other
studied items, the study context, and other related items
in semantic memory, and these elaborative associations
are affected by prior processing depth. The degree to
which subjects rely on an item's familiarity as opposed
to its elaborative associations depends on the particular
testing conditions (e.g., see Johnston, Dark, & Jacoby,
1985; Morris, Bransford, & Franks, 1977; Roediger &
Blaxton, 1987). The exact manner in which the present
experiment provides a test of data-driven versus concep
tually driven processing as an account of dissociative
levels-of-processing effects in implicit and explicit
memory tests will be given shortly.

WORD-FREQUENCY EFFECTS IN
EXPLICIT AND IMPLICIT MEMORY TESTS

In explicit recognition memory tests, performance is
better for low- than for high-frequency words (e.g., Balota
& Neely, 1980; Glanzer & Adams, 1985; Glanzer &
Bowles, 1976; Gregg, 1976; Jacoby & Dallas, 1981;
Shepard, 1967); however, in implicit recognition memory
tests that involve either lexical decisions to unmasked
words or the identification of masked words, performance
is better for previously presented high-frequency words
than for previously presented low-frequency words (e.g.,
Forster & Davis, 1984; Jacoby & Dallas, 1981; Kirsner
et al., 1983; Scarborough, Cortese, & Scarborough,
1977). But because the priming produced by a word's
prior unmasked presentation is greater for low- than for
high-frequency words (see the immediately preceding ci
tations), Jacoby and Dallas (1981) have argued that im
plicit and explicit memory tests both show that memory
for an item's prior presentation is better for low- than for
high-frequency words.

Forster and Davis (1984) have extended Jacoby and
Dallas's (1981) argument to account for the word
frequency attenuation effect in the LDT, which is the ob
servation that the superiority in lexical decision perfor
mance for high-frequency words relative to low-frequency
words is attenuated when these high- and low-frequency
words have been previously presented. Since it is well
known that explicit episodic recognition memory is bet
ter for low- than for high-frequency words, Forster and
Davis claim that the word-frequency attenuation effect
the greater benefit from repetition priming for low
frequency words than for high-frequency words-is be-
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ing mediated by differences in explicit episodic memory
for the low- and high-frequency words' first presentations.
(We will discuss the empirical evidence for this claim
later, when we describe how the present experiment
directly tests it.)

EXPERIMENT

The present experiment examines whether levels-of
processing effects and word-frequency effects will be dis
sociated in explicit and implicit memory tests in which
a previously studied test word is presented exactly as it
was studied-that is, unmasked, with no letters missing.
One important feature of the present experiment is that
we administered our explicit and implicit memory tests
after identical study phases, under testing conditions that
were identical apart from the test instructions for making
responses. As Neely and Payne (1983) and Neely (1989)
have noted, this is important: when the two types of tests
differ in variables other than instructions, it is unclear
whether a variable's dissociated effects are due to its hav
ing different effects on the two types of memory being
tested or to its effects' interacting with the effects of vari
ables not controlled across the two types of test. Although
Graf and Mandler (1984), Graf et al. (1982), Graf et al.
(1984), and Roediger et al. (1987) have directly compared
levels-of-processing effects in explicit and implicit (word
stem completion) cued recall tests equated on all varia
bles other than the instructions, to our knowledge no one
has used such well-controlled conditions to compare
directly levels-of-processingeffects or word-frequency ef
fects in explicit and implicit recognition memory tests.

The present experiment consisted of two phases. In
Phase I, all the subjects responded to either a semantic
or a rhyme question about each study item. In Phase 2,
different groups of subjects performed either an LDT as
the implicit memory test or an episodic recognition test
as the explicit memory test. Subjects given the LDT with
pronounceable nonword distractors (the LDT-PNW test)
were told to press a "yes" key for a word and a "no"
key for a nonword, regardless of whether or not it had
appeared in the study phase; subjects given the episodic
recognition (EPIS RGN) test were told to press a "yes"
key if an item had appeared in the study phase and a "no"
key if it had not, regardless of whether it was a word or
a nonword.

In Phase I, the semantic and rhyme questions were fol
lowed by an equal number of high- and low-frequency
words and pronounceable nonwords derived from high
and low-frequency words. It was necessary to include
pronounceable nonwords in both Phases 1 and 2 so that
the LDT-PNW and EPIS RGN tests would (I) contain ex
actly the same test items, and (2) be administered after
identical study phases. Specifically, it was necessary to
include pronounceable nonwords in Phase 1 for LDT sub
jects; if only words had been included, the subjects could
have used explicit memory to aid in their lexical
decisions-namely, by responding "yes" ("word") to

any item they recognized as having occurred in Phase 1
thereby making the LDT an explicit rather than an im
plicit memory test (seeDurgunoglu & Neely, 1987; Neely
& Durgunoglu, 1985). We equated the number of "yes"
("no") responses in the two types of tests by letting the
LDT-PNW and EPIS RGN tests contain equal numbers
of studied and nonstudied words and nonwords. Finally,
a third group of subjects was given an LDT with un
pronounceable nonword distractors (the LDT-UNW test).
Subjects receiving the LDT-UNW test were treated iden
tically to those receiving the LDT-PNW test, apart from
the fact that the nonwords that appeared in their test list
were created by randomly permuting the letters that
formed the pronounceable nonwords in the LDT-PNW
test.

By testing the three groups under these conditions in
the present experiment, we were able to address the three
following questions concerning levels-of-processing ef
fects and word-frequency effects in implicit and explicit
memory tests.

(1) Will levels-oj-processing effects be similar or dis
similar in an explicit recognition memory test and an im
plicit WT administered under identical conditions? The
two studies that provide data potentially relevant to this
question (Hayman, 1983, and Kirsner et al., 1983) do not
provide an unambiguous answer to it. Specifically, the
results of the Kirsner et al. (1983) experiments were am
biguous because (I) their between-subjects levels-of
processing manipulation resulted in very different base
line performance levels on nonstudied words, for which
the levels-of-processing manipulation was a pseudo
manipulation, and (2) their EPIS RGN and LDT tests
differed in when they were given (the LDT was always
given before EPIS RGN), and in whether or not they in
cluded nonwords. The Hayman (1983) experiments do not
provide an unambiguous answer to this question (indeed,
they were not intended to do so), because they did not
include an EPIS RGN test. Because we manipulated
levels-of-processing within subjects and included non
words in both our explicit EPIS RGN and implicit LDT
PNW tests, which were administered at identical times
after the study phase, we were able to avoid these
problems.

(2) If a levels-of-processing effect is obtained in the
WT, will its magnitude depend on the different types of
processing induced by pronounceable and unpronounce
able nonword distractors? There is considerable evidence
that in making their word lexical decisions, the subjects
who receive an LDT-UNW test are faster and more likely
to rely on data-driven processing (i.e., on an item's
familiarity or perceptual fluency), and less likely to rely
on conceptually driven processing (i.e., on an item's
retrievability and semantic properties), relative to subjects
who receive an LDT-PNW test (see Balota & Chumbley,
1984; James, 1975; Shulman & Davison, 1977; Shulman,
Hornak, & Sanders, 1978). The present experiment there
fore permits a test of whether levels-of-processing effects
differ in implicit and explicit memory tests because they



DISSOCIATIVE WORD-FREQUENCY x LEVELS-OF-PROCESSING EFFECTS 151

are data-driven versus conceptually driven tests, respec
tively. Specifically, if this account is correct, one would
expect that if a levels-of-processing effect were obtained
in our LDTs, it should be smaller in the LDT-UNW test,
in which performance is based primarily on data-driven
processing, than in the LDT-PNW test, which is more
akin to an explicit memory test in which performance de
pends more on conceptually driven processing.

(3) Is explicit episodic memory responsible for repeti
tionsattenuating the word-frequency effect in the WT?
The data from the present experiment can also potentially
provide a direct test of Forster and Davis' (1984) claim
that episodic memory mediates the word-frequency attenu
ation effect. As noted earlier, they based this claim in part
on the finding that explicit episodic recognition memory
for a prior presentation of a low-frequency word is su
perior to that for a prior presentation of a high-frequency
word (see Balota & Neely, 1980; Jacoby and Dallas,
1981). However, Forster and Davis (1984) provided ad
ditional support for their analysis in a series of experi
ments that showed that a word-frequency attenuation ef
fect does not occur for masked or nonattended unmasked
prior presentations of the high- and low-frequency words,
even though these prior presentations may yield a small
repetition priming effect. Presumably, these masked or
nonattended prior presentations failed to produce a word
frequency attenuation effect because they produced only
very weak episodic memory traces (see, e.g., Balota,
1983; Wolford & Morrison, 1980).

There are, however, two potential problems with For
ster and Davis' (1984) analysis. The first one is that ex
plicit episodic memory may not be involved in produc
ing repetition priming in an LDT, even when the first
presentation of the repeated item is unmasked and at
tended. Evidence for this claim comes from experiments
by Scarborough et al. (1977) and Moscovitch (1982), who
found that as the lag between the study (the first) presen
tation of an item and the test (the second) presentation
of the item increased, there was little or no decrement
in the amount of repetition priming that the first presen
tation produced for lexical decisions to the second presen
tation. This was so despite the fact that explicit episodic
recognition memory for the study presentation dropped
off dramatically as the lag between it and the test presen
tation increased. Even more striking was Moscovitch' s
fmding that repetition priming effects for lexical decisions
were just as large in amnesic subjects with virtually no
explicit episodic memories as in subjects with normal ex
plicit episodic memories.

A second problem with Forster and Davis' (1984) anal
ysis of the word-frequency attenuation effect for lexical
decisions is that their experiments did not provide an in
dependent measure of the subjects' explicit episodic
memories for high- and low-frequency words tested un
der the same conditions as those that yielded the word
frequency attenuation effect in their LDT. Indeed, when
Scarborough et al. (1977) examined word-frequency ef
fects as a function of repetition, using exactly the same

materials in both a continuous EPIS RGN task (Experi
ment 5) and an LDT (Experiment 2) administered under
identical testing conditions, they found a word-frequency
attenuation effect in the LDT even though their low
frequency words did not yield better explicit memory than
the high-frequency words in their EPIS RGN test. Taken
at face value, Scarborough et al. 's data fail to confirm
Forster and Davis' (1984) claims that (1) subjects use epi
sodic memory when making lexical decisions with respect
to previously studied items, and (2) repetition attenuates
the word-frequency effect in the LDT, because low
frequency words' prior presentations are more strongly
represented in episodic memory than high-frequency
words' prior presentations are. However, the subjects in
Scarborough et al. 's continuous EPIS RGN task made epi
sodic recognition judgments in response to the high- and
low-frequency words' first presentations, whereas the sub
jects in their LDT made lexical decisions in response to
them. If Scarborough et al. had required their subjects
to encode the test items' first presentations in the same
fashion prior to their EPIS RGN test and their LDT, their
results might have favored Forster and Davis' analysis.

The present experiment's results can provide a direct
test of Forster and Davis' (1984) explanation of the word
frequency attenuation effect if (1) the levels-of-processing
manipulation differentially affects memory performance
on high- and low-frequency words in the EPIS RGN test,
and (2) a levels-of-processing effect occurs in the LDT
PNW test. Since these two tests are administered under
identical conditions, Forster and Davis' analysis predicts
that to the degree that the recognition of low-frequency
words is greater than the recognition of high-frequency
words in the EPIS RGN test, following rhyme (or seman
tic) processing, the word-frequency attenuation effect in
the LDT-PNW test should also be greater following rhyme
(or semantic) processing.

Method
Materials and list construction. The Kucera and Francis (1967)

norms were used to select 112 high-frequency (> 50 per million)
and 112 low-frequency « 5 per million) words. Pronounceable
nonwords were then made from 56 of the high-frequency words
and 56 of the low-frequency words, by changing single letters in
randomly determined positions in them. A rhyme question and a
semantic question were then constructed for each of the remaining
56 high-frequency and 56 low-frequency words, such that the cor
rect response to them would be "yes." The semantic question fol
lowed the form of "The blank chased the cat" (for the study item
dog, for example), and the rhyme question had the form of "Does
it rhyme with moon?" (for the study item spoon). A rhyme ques
tion for which the correct answer was "yes" was also constructed
for each nonword; the semantic question constructed for each non
word did not have as its correct answer the word from which that
nonword had been derived. (Obviously, the correct answer was al
ways "no" for the semantic nonword questions.)

These materials were used to construct two nonoverlapping base
lists for presentation in Phase I. Each base list consisted of 28 high
frequency words, 28 low-frequency words, 28 high-frequency non
words, and 28 low-frequency nonwords. A randomized presenta
tion order was created for each base list; this order was used for
all subjects who saw that list in Phase 1. Four versions of each of
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these base lists were made by changing the question that preceded
each item on the base list, such that across these four versions each
word was preceded once by each of the four question types (i.e.,
semantic "yes," semantic "no," rhyme "yes," and rhyme "no").
For the words, the semantic and rhyme "no" questions were ran
domly selected "yes" questions of the same type associated with
words assigned to the opposite processing condition. For example,
if dog were serving in the rhyme "yes" condition, its semantic
"yes" question (i.e., "The blank chased the cat") served as a
semantic "no" question for some other word (e.g., cone), and if
hunk were serving in the semantic "yes" condition its rhyme "yes"
question (i.e., "Does it rhyme with skunk?") served as the rhyme
"no" question for some other word (e.g., sign). As for the non
words, across the four versions of each base list each nonword was
preceded once by a rhyme "yes" and rhyme "no" question, and
twice by a semantic "no" question. Thus, within each version of
each Phase I base list, the subjects heard a particular question and
saw a particular word only once. There were 7 instances each of
the four question types for high-frequency words and for low
frequency words, and 7 instances each of the rhyme "yes" and
rhyme "no" questions and 14 instances each of the semantic "no"
questions for the high-frequencyand low-frequency nonwords. Each
version of each Phase I base list began with 3 primacy buffer trials
and ended with 3 recency buffer trials. (The six different items that
served as buffer trials were the same for all Phase I lists.) Thus,
across the eight different Phase I lists (2 base lists X 4 versions),
each word and nonword occurred equally often as a studied and
nonstudied item, and as a studied item it occurred equally often
in each of its four processing conditions (with the exception of the
nonwords, which occurred twice as often in the semantic "no"
processing condition as in the rhyme "yes" and rhyme "no" con
ditions).

A single randomly ordered presentation of the 224 words and
nonwords from both base lists served as the EPIS RGN and LDT
PNW Phase 2 tests. The Phase 2 LDT-UNW test was derived from
the other two tests by replacing each nonword with a random per
mutation of its letters that created an orthographically illegal, un
pronounceable nonword. Thus, as noted above, for the 112 items
that had been studied in Phase I, there were 7 instances of each
of the semantic "yes," rhyme "yes," and rhyme "no" process
ing conditions for each item type (high- and low-frequency word
and nonword), and 14 instances each of the semantic "no" process
ing condition for the high- and low-frequencynonwords, (Of course,
for the LDT-UNW test, the "studied" nonwords had not actually
been studied in their unpronounceable test form.) For the 112Phase 2
nonstudied test items, there were 28 instances of each of the four
item types (high- and low-frequency words and nonwords). Thus,
in Phase 2, for all three tests, 112 of the test items required a "yes"
response and 112 test items required a "no" response. For the EPIS
RGN test, . 'yes" was the correct response to the high- and low
frequency words and nonwords that had been studied in Phase I,
and "no" was the correct response to the nonstudied high- and low
frequency words and nonwords. For the LDT-PNW and LDT-UNW
tests, "yes" was the correct response to the high- and low-frequency
words that had or had not been studied in Phase 1, and "no" was
the correct response to the high- and low-frequency nonwords that
had or had not been studied in Phase 1.

Procedure. Prior to Phase 1, individually tested subjects were
told they were being tested on how quickly they could answer ques
tions about words and nonwords. Oral instructions informed them
about the nature of the Phase I questions and how they were to
respond to them. (No mention of Phase 2 was made.) The SUbjects
were told to look at a fixation point in the tachistoscope while the
experimenter read the question. After hearing the question, the sub
jects pressed a telegraph key that simultaneously exposed the stimu
lus item at the fixation point for 3 sec and activated a response timer
accurate to the nearest millisecond. The subjects responded to this
item by using the same finger with which they initiated the exposure

of the test item to press either a "yes" or "no" response key; when
depressed, the key stopped the response timer. The left and right
positioning of the "yes" and "no" keys relative to the telegraph
key that initiated stimulus presentation was counterbalanced across
subjects. After each trial, the experimenter recorded the subject's
RT and response and provided feedback concerning the response's
correctness.

After a brief rest period, the subjects were given oral instruc
tions describing the Phase 2 procedures; they were told to respond
as quickly as possible without making errors. Before each test trial,
the experimenter told the subject when he or she could initiate test
stimulus presentation, which was initiated as in Phase I. The stimu
lus presentation parameters in Phase 2 were the same as those in
Phase I, but no response feedback was given.

Subjects. Seventy-two male and female introductory psychology
students received partialfulfillmentof a course requirement for serv
ing as subjects. Twenty-four subjects were assigned to each of the
EPIS RGN, LDT-PNW, and LDT-UNW testing groups, accord
ing to their order of appearance in the laboratory, such that n+ 1
subjects had not been tested in any group until n subjects had been
tested in the other two groups.

Missing data and statistical analyses. Separate analyses of vari
ance (ANOVAs) were performed on the RT and error data. For
the Phase 2 data there were 10 individual subject/condition cells
for which RTs had to be estimated, because a 100% error rate oc
curred in that cell. All of these cases occurred in the EPIS RGN
test. In the EPIS RGN test, of the 192 and 144 total subject/condi
tion cells that occurred for studied words and nonwords, respec
tively, RTs in three were estimated for studied words (two for one
subject and one for another subject, in three different conditions)
and RTs in seven were estimated for studied nonwords (two for
one subject and one each for five other subjects, with four of the
six conditions possessing from one to three missing cells). The data
for these missing cells were estimated on an individual basis by
taking into account how many standard deviations the subject's mean
RT and the condition's mean RT deviated from the grand mean for
the particular item type (i.e., studied word or studied nonword)
in question. The inclusion of these estimated cells for the EPIS RGN
test should not have biased our results greatly, for two reasons.
First, fewer than 2% of the cells were estimated for studied words,
which provided the data of central interest. Second, because our
ANOVAs used data averaged across the correct Phase 1 answers
for studied nonwords, none of the cells entering into the ANOVAs
for studied nonwords was based entirely on estimated RTs.

In the ANOVAs, all factors other than subjects were fixed ef
fects and all variables other than type of test were within-subject
variables. Because the RT distributions were positively skewed,
ANOVAs were performed on each subject's median RT for each
condition, rather than on the mean RT. We did not treat items as
a random effect (Clark, 1973), for two reasons. First, the one vari
able under which items were nested (i.e., frequency) had already
been established as having effects that generalize over a broad range
of independently sampled item sets. Second, since different items
served in different levels-of-processing conditions for different sub
jects, the error variance due to items is already included in the subject
x condition interactions that served as the error terms for assess
ing the statistical significance of the various levels-of-processing
effects. When variables had statistically significant interactive ef
fects, we examined the nature of this interaction by using an LSD
test, the error term for which was based on the MSe for that inter
action. All effects called statisticallysignificant were associated with
two-tailed ps < .05.

Results and Discussion
Phase 1. Because the data of central interest come from

the word stimuli in Phase 2, we will merely provide global
characterizations of the word data collected in Phase 1.
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For these data, the major results were that (1) semantic
questions were significantly more difficult to answer than
rhyme questions (a 190-msec effect for RTs and a 5.7%
effect for errors); (2) low-frequency words yielded poorer
performance than high-frequency words (an 83-msec ef
fect for RTs and a 2.8% effect for errors); (3) the inferior
performance on low-frequency words relative to high
frequency words was most pronounced for semantic ques
tions for which "yes" was the correct answer. In short,
the RT and error data for the words indicated that semantic
questions were more difficult than rhyme questions, par
ticularly so when subjects had to decide that an unfamiliar
low-frequency word was a semantically appropriate com
pletion to a sentence. This indicates that our levels-of
processing and word-frequency manipulations were
powerful enough to affect performance during Phase I.
(For completeness, the Appendix includes the RT and er
ror data for the various conditions in Phase I for both

Table 1
Means of the Median Reaction Times (RTs) and Mean Percent

Errors (MPE) for the Three Groups in Phase 2 for tbe
High-Frequency (HF) and Low-Frequency (LF)

Words Presented in the Phase 1 Semantic
and Rhyme Encoding Conditions

Phase I Response

"Yes" "No"

RTs MPE RTs MPE

EPIS RGN

Semantic encoding

HF 1101 23.7 1180 37.9
LF 996 10.1 1072 37.9

WFE -105 -13.6 -108 0.0

Rhyme encoding

HF 1219 33.9 1119 57.1
LF 1146 31.2 1108 56.5

WFE -73 -2.7 -II -0.6

LDT-PNW

Semantic encoding

HF 600 2.3 618 2.4
LF 714 4.1 760 10.7

WFE +114 + 1.8 +142 +8.3
Rhyme encoding

HF 648 1.7 626 2.9
LF 719 4.1 753 7.7

WFE +71 +2.4 +127 +4.8

LDT-UNW

Semantic encoding

HF 571 0.0 592 2.4
LF 626 2.3 637 2.9

WFE +55 +2.3 +45 +0.5

Rhyme encoding

HF 590 0.0 602 0.0
LF 662 2.3 659 2.9

WFE +72 +2.3 +57 +2.4

Note-EPIS RGN = episodic recognition; LDT-PNW = lexical deci-
sion task with pronounceable nonwords; LDT-UNW = lexical deci-
sion task with unpronounceable nonwords. WFE = word-frequency ef-
feet, which was computed by subtracting the RTs (or MPE) for HF items
from the RTs (or MPE) for LF items.

Table 2
Means of the Median Reaction Times (RTs) and Mean Percent

Errors (MPE) for the Three Groups in Phase 2 for tbe
High-Frequency (HF) and Low-Frequency (LF)

Words Not Presented in Phase 1

RTs MPE

EPIS RGN

HF 1077 11.5
LF 1087 12.2

WFE +10 +0.7

LDT-PNW

HF 641 2.5
LF 824 14.5

WFE +183 +12.0

LDT-UNW

HF 608 0.5
LF @I 5.5

WFE +83 +5.0

Note-EPIS RGN = episodic recognition; LDT-PNW = lexical deci
sion task with pronounceable nonwords; LDT-UNW = lexical deci
sion task with unpronounceable nonwords. WFE = word-frequencyef
feet, which was computed by subtracting the RTs or (MPE) for HF items
from the RTs (or MPE) for LF items.

words and nonwords, along with the results of the statisti
cal analyses performed on those data.)

Phase 2. To answer the three questions raised in our
introduction, one must compare, for the three different
Phase 2 tests, the levels-of-processing effects and word
frequency effects that occurred for the words that had or
had not been studied in Phase I. Because the nonword
data are not directly relevant to the main issues being ad
dressed, they are presented in the Appendix along with
a summary of the statistical analyses performed on them.
Table I displays the RTs and errors for the words studied
in Phase I, along with the word-frequency effects they
produced. Table 2 displays the same data for the non
studied words. Table 3 presents the levels-of-processing
effects obtained for studied words as a function of their
frequency and of whether the correct Phase I response
to them was "yes" or "no."

To determine whether the levels-of-processing effects
and word-frequency effects differed for the word stimuli
in the three tasks, separate preliminary overall ANOVAs
were performed on the RT and error data for the studied
words and for the nonstudied words. Because the condi
tions' median RTs and variances were positively cor
related, and because EPIS RGN RTs were substantially
longer than the LDT-PNW and LDT-UNW RTs, median
RTs for Phase 2 were transformed by a 10glO transfor
mation (see Winer, 1971, pp. 400-401). For the studied
word data, 3 (test type: EPIS RGN, LDT-PNW, and
LDT-UNW) x 2 (depth of processing: rhyme vs. seman
tic) x 2 (correct Phase I answer: "yes" vs. "no") x
2 (word frequency: high vs. low) ANOVAs were used;
for the nonstudied-word data, 3 (test type: EPIS RGN,
LDT-PNW, and LDT-UNW) x 2 (word frequency: high
vs. low) ANOV As were used. As shown in Tables I and
2, performance was worst in the EPIS RGN test, inter-
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Phase 1 Response

Table 3
Levels-of-Processing Effects for the Three Groups in Phase 2

for the High-Frequency (HF) and Low-Frequency (LF)
Words Presented in Phase 1

Although the levels-of-processing effect for RTs ap
peared to be larger in the EPIS RGN test than in the LDT
PNW and LDT-UNW tests, neither the test type x depth
of processing interaction nor the test type x depth of
processing x correct Phase 1 answer interaction ap
proached significance for RTs [both Fs < 1.14]. Replicat
ing a rather typical finding in the levels-of-processing liter
ature (e.g., Jacoby & Dallas, 1981), the present results
also showed (see Table 1) that subjects made more er
rors for words for which the correct answer in Phase 1
had been "no," than they did for words for which the
correct answer in Phase 1 had been "yes" [F(1,69) =
83.12, MSe = 126.71]. Finally, the test type x depth
of processing interaction [F(2,69) = 47.53, MSe =
115.81] and the test type x correct Phase 1 answer inter
action [F(1,69) = 50.96, MSe = 126.71] were both sig
nificant for error rates. However, this does not greatly
qualify the conclusion, based on the RT data, that the
levels-of-processing effects were generally similar for the
three tests. Rather, since the LSD tests showed that the
effects of depth of processing and correct Phase 1 answer
were significant only in the EPIS RGN test, one can ar
gue that the high error rates for studied words in the EPIS
RGN test provided a more sensitive measure of these two
variables' effects than did the very low error rates in the
two LDTs.

Even if the levels-of-processing effects were larger in
the EPIS RGN test than in the LDT-PNW and LDT-UNW
tests, the important point is that the present data demon
strate a levels-of-processing effect in LDTs. (Additional
statistical support for this conclusion is provided in the
next section.) This levels-of-processing effect in an im
plicit recognition memory test replicates the (sometimes
nonsignificant) levels-of-processing effect that Graf et aI.
(1982), Graf et al. (1984), Graf and Mandler (1984),
Roediger et al. (1987), and Squire et al. (1987) observed
in implicit word-stem completion tests (see also Note 1).
This is noteworthy, because, as was noted in discussing
Question 1 in the introduction, Jacoby and Dallas (1981)
failed to find even a hint of a levels-of-processing effect
in an implicit memory test that involved the recognition
(perceptual identification) of masked words, and Kirsner
et al. (1983), using a between-subjects design, obtained
ambiguous levels-of-processing effects in implicit memory
tests for masked stimuli in a perceptual identification task
and an LDT, and for unmasked stimuli in an LDT. Thus,
the present results, along with Hayman's (1983) results,
demonstrate a levels-of-processing effect in an implicit
memory test-that is, in an LDT-even when all of the
letters of the test word are clearly presented and are not
"missing" because of either visual masking or their to
tal absence in a word-stem cue.

(2) Do levels-of-processing effects in an WT depend
on the type ofprocessing induced by pronounceable and
unpronounceable nonword distractors? To answer this
question directly, we performed a separate 2 (test type:
LDT-PNW vs. LDT-UNW) x 2 (depth of processing:
rhyme vs. semantic) x 2 (correct Phase 1 answer: "yes"
vs. "no") X 2 (word frequency: high vs. low) ANOV A

"No"

RTs MPE

-61 +19.2
+36 +18.6
-12 +18.9

+8 + 1.2
-7 -2.4

0 -0.6

MPE

mediate in the LDT-PNW test, and best in the LDT-UNW
test, with the main effect of test type being significant for
both RTs and per cent errors for both the studied and non
studied words [all Fs(2,69) > 15.9]. But more impor
tant than the main effect of type of test are the levels-of
processing and word-frequency effects in the three differ
ent tests and their relevance to the three questions raised
in our introduction, to which we now turn our attention.

(1) Are the levels-of-processing effects similar or dis
similar in the three types of tests? As shown in Table 3,
for studied words, the levels-of-processing effects were
similar for the three tests in that responses were faster
[F(1,69) = 7.67, MSe = .002] and more accurate
[F(1,69) = 39.78, MSe = 1I5.81]for words studied with
semantic rather than rhyme questions. However, this
levels-of-processing effect was qualified by a significant
depth of processing x correct Phase 1 answer interac
tion [F(1,69) = 4.47, MSe = .003] for RTs. As can be
seen in Table 3, in each of the three tests for both high
and low-frequency words, the levels-of-processing effect
for RTs was always larger for words given a "yes" rather
than a "no" response in Phase 1. (As will be discussed
in detail later, the one small levels-of-processing effect
for "yes" words, i.e., the 5-rnsec levels-of-processing
effect for low-frequency words in the LDT-PNW test, as
sumes importance vis it vis Forster and Davis's, 1984,
explanation of the word-frequency attenuation effect.)
LSD tests revealed that, averaged across the three tests,
the +63-msec levels-of-processing effect for "yes" words
was significant, whereas the + l-msec levels-of
processing effect for "no" words was not, which is a typi
cal finding in the levels-of-processing literature (e.g.,
Craik and Tulving, 1975).

"Yes"

RTs

HF +118
LF +150

Mean +134

HF +48
LF +5

Mean +27

EPIS RGN

+10.2
+21.1
+15.6

LDT-PNW

-0.6
0.0

-0.3

LDT-UNW

HF + 19 0.0 + 10 -2.4
LF +36 0.0 +18 0.0

Mean +28 0.0 + 14 -1.2

Note-EPIS RGN = episodic recognition; LDT-PNW = lexical deci
sion task with pronounceable nonwords; LDT-UNW = lexical deci
sion task with unpronounceable nonwords. The levels-of-processingeffect
was computed by subtracting the RTs or mean percent errors (MPE)
for items that served in the semantic encoding condition in Phase 1 from
the RTs or MPE for items that served in the rhyme encoding condition
in Phase I.
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on the RT data for the studied words in the two LDTs.
(Since RTs in the two LDTs were not greatly different,
a log10 transformation was not applied.) The overall levels
of-processing effect was small (i.e., 18 msec), but statisti
cally significant [F(l,46) = 6.15, MSe = 5015.74]. This
shows that the significant levels-of-processing effect in
the overall analysis including the EPIS RGN data was not
entirely due to the numerically large levels-of-processing
effect in the EPIS RGN task.

More germane to the present question is the observa
tion that, averaged across the various kinds of studied
words, the levels-of-processing effect was not smaller in
the LDT-UNW test (a 22-msec effect) than in the LDT
PNW test (a 14-msec effect). That it was slightly larger
calls into question data-driven/conceptually driven pro
cessing explanations for why implicit memory tests yield
smaller levels-of-processing effects than do explicit
memory tests. It does so by failing to support their as
sumption that a levels-of-processing effect will be reduced
whenever a memory test, be it explicit or implicit, places
greater emphasis on a test item's familiarity or percep
tualfluency thanon its semantic properties, as should have
been so in the LDT-UNW test relative to the LDT-PNW
test (e.g., see James, 1975; Shulman & Davison, 1977;
Shulman, Hornak, & Sanders, 1978).

Proponents of the distinction between data-driven and
conceptually driven processing could attempt to defend
their approach by claiming that our specific procedures
produced an artifactually inflated levels-of-processing ef
fect in the LDT-UNW test relative to the LDT-PNW test.
This counterargument hinges on the fact that the nonwords
in the LDT-UNW test were not presented in their study
phase format. Because half the words in the LDT-UNW
test had appeared in the study phase, whereas none of the
nonwords had, the subjects could have used episodic in
formation about a test item's study status to aid in their
lexical decisions. That is, they could bias a word response
if the test item activated episodic information that it had
been studied, and they could bias a nonword response if
it activated episodic information that it had not been
studied. Since depth-of-processing has a large effect on
the retrieval of episodic information, the utilization of such
information in the LDT-UNW test could have artifactu
ally inflated the levels-of-processing effect in that test.
Presumably, this artifactual inflation of the levels-of
processing effect would not have occurred in the LDT
PNW test, in which the nonwords were presented in their
study-phase format. That is, because half of the nonwords
as well as half of the words in the LDT-PNW test had
appeared in the study phase, episodic information con
cerning a test item's study status would not be as valid
a predictor of a test item's lexical status in the LDT-PNW
test. Thus, the equivalent levels-of-processing effects in
the two LDTs could have been due to an artifactual en
hancement of the levels-of-processing effect in the LDT
UNW task, in which episodic information could be used
to enhance performance, relative to the LDT-PNW task,
in which it could not be as validly used.

However, there are at least two problems with this epi
sodic response-bias explanation of the equivalent levels
of-processing effects that occurred in the two LDTs. First,
this explanation must incorrectly assume that studied
words and nonwords had equally strong episodic memory
traces at the time the LDT-PNW test was administered.
(That this assumption is incorrect is demonstrated by the
very high error rates that occurred for nonwords in the
EPIS RGN test-see Table 2 in the Appendix.) Since
words were remembered better episodically than were
nonwords, the subjects could have used episodic infor
mation that an item had been studied in order to bias a
word response in both LDTs. To the degree that they did,
a differential utilization of episodic information in these
two tests cannot account for their equivalent levels-of
processing effects.

A second more severe problem with the episodic
response-bias account of the equivalent levels-of
processing effects that occurred in the two LDTs is that
it incorrectly predicts that the effect of repetition prim
ing from prior presentation in the study phase should be
larger in the LDT-UNW test than in the LDT-PNW test.
Because subjects in the LDT- UNW test presumably could
use episodic information better in order to bias their
"word" responses for words presented in the study phase
than could subjects in the LDT-PNW test, the subjects
in the LDT-UNW test would be more biased than sub
jects in the LDT-PNW test to respond word to studied
words relative to nonstudied words, thereby enhancing
their repetition priming effects. Because repetition prim
ing effects were larger, not smaller, in the LDT-PNW
test than in the LDT-UNW test, we tend to discount
the episodic response bias explanation and believe that
the present data indeed cause problems for data-driven/
conceptually driven processing accounts of why dissocia
tive levels-of-processing effects occur for implicit as op
posed to explicit memory tests.

The equivalence of the levels-of-processing effects in
the LDT-UNW and LDT-PNW tests is important for
another reason. This equivalence constrains the interpre
tation of Hayman's (1983) finding that a levels-of
processing effect is obtained in an LDT-PNW test when
the instructions emphasize accuracy but not when they em
phasize speed. The present results suggest that Hayman's
(1983) finding may not have been due to processing speed
per se, since the presence of unpronounceable nonword
distractors sped up word lexical decisions by 63 msec
though this between-subjects effect for the studied words
was not significant [F(l,46) = 1.75, MSe =
30,852.51]-but did not reduce the levels-of-processing
effect observed for them. One tentative conclusion from
this is that levels-of-processing effects are reduced in an
LDT if one manipulates a variable that speeds up RTs and
decreases accuracy (Hayman, 1983), but not if one
manipulates a variable that speeds up RTs without decreas
ing accuracy (the present results).

(3) Is explicit episodic memory responsible for repeti
tionsattenuating the word-frequency effect in the WI!
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To answer this question, we must first determine if we
obtained typical word-frequency effects in our three
tasks-that is, better performance on low- than on high
frequency words in the EPIS RGN test and better perfor
mance on high- than low-frequency words in the two
LDTs, with the latter effect being attenuated for studied
words relative to nonstudied words. As shown in Tables
1 and 2, the word-frequency effects for both studied and
nonstudied words were quite different in the three tests.
This conclusion was supported by significant test type X

word frequency interactions for both RTs and errors for
both studied and nonstudied words [all Fs(2,69) > 7.5].
LSD tests were used to examine the word-frequency ef
fects for the three tests. Averaged across cells represent
ing differences in processing depth and correct Phase 1
answer, the results were as follows: for studied words (see
Table 1), word-frequency effects of -74 msec (-4.2%),
+113 msec (+4.3%), and +57 msec (+2.0%), in the
EPIS RGN, LDT-PNW, and LDT-UNW tests, respec
tively, were all significant, apart from the + 1.9 % effect
for errors in the LDT-UNW test; for nonstudied words
(see Table 2), the + lO-msecand +0.7% word-frequency
effects in the EPIS RGN test were not significant, whereas
the + 183-msec and + 12.0% word-frequency effects in
the LDT-PNW test and the +83 msec and +5.0% word
frequency effects in the LDT-UNW test were all signifi
cant. That the word-frequency effects in the EPIS RGN
test did not show the same patterns for the studied words
(which required a "yes" response) and the nonstudied
words (which required a "no" response) indicates that
the word-frequency effects for studied words were due
to a true memory difference and not to some sort of
response bias effect (cf. Glanzer & Adams, 1985; Glan
zer & Bowles, 1976).

These word-frequency effects clearly replicate those
from the many previous studies we have cited in our in
troduction. That is, we too found better performance for
low- than for high-frequency words in our EPIS RGN test,
whereas we found the opposite in our two LOTs. The im
portance of the present results was that these dissociative
word-frequency effects for episodic recognition and LDTs
were obtained under conditions in which these two types
of memory tasks were equated in terms of (1) the test
items' having received a prior study presentation, (2) the
type of processing that the subjects performed during this
prior study presentation, and (3) the particular high- and
low-frequency words and nonwords that served as test
items. These controls are important (see Neely, 1989),
because the word-frequency effects that occur within a
lexical decision or an episodic recognition test are in
fluenced by these three variables. Specifically, (1) the
word-frequency effect for lexical decisions is reduced
when the high- and low-frequency words have received
prior study (Forster & Davis, 1984; Scarborough et al.,
1977); (2) the magnitude of the word-frequency effect in
episodic recognition depends on how the test words were
encoded during study (e.g., see Balota & Neely, 1980;
Eysenck, 1979; Mandler, Goodman, & Wilkes-Gibbs,
1982); and (3) the word-frequency effect in the LOT is

influenced by the type of nonword distractor (pronounce
able vs. unpronounceable) that is used (James, 1975) and
by the proportion of high- and low-frequency words ap
pearing on the test list (Glanzer & Ehrenreich, 1979; Gor
don, 1983; Neely, 1980), whereas the word-frequency
effect in episodic recognition is reversed for very low
frequency words (Mandler et al., 1982; Schulman, 1976).
Because we controlled these variables, as well as all other
variables apart from the instructions, the dissociative
word-frequency effects we obtained in our EPIS RGN test
and our two LDTs were due to differences in the types
of information retrieved in the two types of test, and not
to differences in other confounded variables.

To determine whether repetition priming from prior
study attenuated the word-frequency effects obtained for
lexical decisions, we submitted the (untransformed) me
dian RT and error data for lexical decisions to words to
separate 2 (test type: LDT-PNW vs. LDT-UNW) x 2
(word frequency: high vs. low) x 5 (item type: semantic
"yes," semantic "no," rhyme "yes," rhyme "no," vs.
nonstudied) ANOVAs. For both RTs and errors, the
word-frequency effects were highly significant [both
Fs(1,46) > 76.30], and, replicating results reported by
James (1975), they were larger in the LOT-PNW test
(127 msec and 7.2%) than in the LDT-UNW test
(62 msec and 2.6%). Both Fs(1,46) > 17.10 for the
word-frequency x test type interaction. More impor
tantly, the item type x word frequency interaction was
significant both for RTs [F(4,179) = 3.04, MSe =

4181.17], and for errors [F(4,179) = 3.13, MSe =
42.33]. Specifically, averaged across the LDT-PNW and
LDT-UNW tests, the LSD tests showed that the word
frequency effects obtained for RTs for the four types of
studied items (which ranged from 72-94 msec; see Ta
ble 1) were all significantly smaller than than the 133
msec word-frequency effect obtained for the nonstudied
items (see Table 2). (Although the word-frequency effects
for errors for studied items were all smaller than those
for the nonstudied items, they were significantly smaller
only for the items for which "yes" had been the correct
Phase 1 answer.) Finally, the test type X word frequency
x item type interaction was of borderline significance for
RTs [F(4,184) = 2.41, MSe = 4181.17,p < .052], and
it reached conventional levels of significance for errors
[F(4,184) = 2.73, MSe = 42.33]. The nature of this in
teraction was that the word-frequency attenuation effect
from prior study was larger in the LOT-PNW test than
in the LDT-UNW test. That is, in the LDT-PNW test,
the word-frequency effects were 114 rnsec and 7.3% aver
aged across the four different types of studied items (see
Table 1), and they were 183 msec and 12.0% for the non
studied items (see Table 2), which yielded word-frequency
attenuation effects of 69 msec and 4.7%; in the LDT
UNW test, the word-frequency effects were 57 msec and
2.0% for the studied items (see Table 1), and 83 msec
and 5.0% for nonstudied items (see Table 2), which
yielded word-frequency attenuation effects of only
26 msec and 3.0%. In short, the present data clearly
demonstrate a substantial word-frequency attenuation ef-
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feet in the LDT-PNW test, but only a modest word
frequency attenuation effect in the LDT-UNW test.

Clearly, the word-frequency attenuation effects
produced by repetition priming in the LDT-PNW test
replicate results reported by Forster and Davis (1984) and
Scarborough et al. (1977). Thus, we can test the gener
ality of Forster and Davis's (1984) claim that word
frequency attenuation effects are due to lexical decisions
for low-frequency words' receiving an episodic mnemonic
benefit from their prior study greater than that received
by lexical decisions for high-frequency words. To test this
directly, we need to compare how our depth-of-processing
manipulation affected performance in response to high
and low-frequency studied words in the EPIS RGN and
the LDT-PNW tests. A 2 (test type: EPIS RGN vs. LDT
PNW) x 2 (depth of processing: semantic vs. rhyme) x
2 (correct Phase 1 answer: "yes" vs. "no") X 2 (word
frequency: high vs. low) ANOVA performed on the 10gIO
median RTs revealed a significant test type X depth of
processing x word frequency interaction [F( 1,46) =

4.21, MSe = .0024]. The LSD tests showed that, aver
aged across the correct Phase 1 answer, in the EPIS RGN
test (see Table 3) the +94-msec levels-of-processing ef
fect for low-frequency words was significant, whereas the
+ 28-rnsec levels-of-processing effect for high-frequency
words was not. This suggests that "deeper" semantic
processing benefitted episodic memory more for low- than
for high-frequency words. Thus, if Forster and Davis'
(1984) claim that episodic memory mediates the word
frequency attenuation effect for lexical decisions is true,
"deeper" semantic processing should have also benefit
ted RTs for studied low-frequency words more than for
studied high-frequency words in the LDT-PNW test. But
exactly the opposite was so. That is, in the LDT-PNW
test (see Table 3), the -l-msec levels-of-processing ef
fect for low-frequency studied words was smaller than
the statistically significant + 28-rnsec levels-of-processing
effect for high-frequency words.

Although the foregoing argument seems weakened by
the fact that the + 28-rnsec levels-of-processing effect was
significant for the LDT-PNW test but not for the EPIS
RGN test, this fact does not vitiate our argument. This
difference in significance levels is due to the 10gIO trans
formation's compressing the differences based on the
much longer (and more highly variable) RTs in the EPIS
RGN test. More importantly, the conclusion that levels
of-processing had different effects on RTs with respect
to low- as opposed to high-frequency words in the EPIS
RGN and LDT-PNW tests is also supported by the fact
that the +66 msec (i.e., +94 minus +28 msec) differ
ence between the levels-of-processing effects obtained for
low- and high-frequency words in the EPIS RGN test is
clearly significantly different from the - 29-msec (i.e.,
- 1 minus + 28 msec) difference observed in the LDT
PNW test, even if one chooses to believe the latter differ
ence was not statistically significant.

In short, these data contradict Forster and Davis's
(1984) argument that the word-frequency attenuation ef-

feet for lexical decisions produced by prior presentations
ofthe high- and low-frequency words is mediated by epi
sodic memory for these prior presentations. However, this
contradiction is not all that surprising, given Moscovitch's
(1982) and Scarborough et al. 's (1977) data, cited in our
introduction. Their data suggest that even when the
repeated item's first presentation is unmasked and at
tended, episodic memory may not in any way be involved
in producing repetition priming effects in the LDT.

GENERAL DISCUSSION

The major empirical thrust of the present research is
embodied in three main findings. The first main finding
was that a statisticallysignificant, albeit numerically small,
levels-of-processing effect occurred in an implicit memory
test. Specifically, we found that implicit memory for the
prior presentation of a word (as measured by the amount
of repetition priming that prior presentation produced in
an LDT) was greater when subjects had processed that
prior presentation by answering a "deep" semantic ques
tion about it rather than a "shallow" rhyme question. It
is also interesting that, as in our explicit recognition
memory test (see also Craik & Tulving, 1975), this levels
of-processing effect in implicit memory was larger when
the correct answer to the semantic and rhyme questions
had been "yes." Although this suggests that the levels
of-processing effects obtained in explicit and implicit
memory tests are similar, they may also differ in some
ways. For example, as was observed here, levels-of
processing effects are always numerically (though not al
ways statistically) larger in explicit than in implicit
memory tests (Graf & Mandler, 1984; Graf et al., 1982;
Graf et al., 1984; Jacoby & Dallas, 1981; Kirsner et al.,
1983; Roediger et al., 1987; Squire et al., 1987).
However, even if levels-of-processing effects are larger
in explicit than in implicit memory tests, the present results
and Hayman's (1983) results clearly demonstrate that
statistically significant levels-of-processing effects can be
obtained when one measures implicit memory by examin
ing repetition priming effects in an LDT. Such a demon
stration is contrary to the conclusion strongly implied by
many (e.g., Graf & Mandler, 1984; Graf et al., 1982;
Graf et al., 1984; Jacoby & Dallas, 1981; Kirsner et al.,
1983) that levels-of-processing effects do not occur in im
plicit memory tests.

The second major fmding of the present research is that
the levels-of-processing effect was just as large in our
LDT-UNW task as in our LDT-PNW task. This finding
is interesting because, as was discussed at the end of the
Results section with regard to Question 2, it shows that
speed of processing per se does not modulate levels-of
processing effects. More importantly, this finding is
problematic for the widely accepted data-driven/concep
tually driven processing account for why 1evels-of
processing effects are smaller in implicit than in explicit
memory tasks (e.g., Blaxton, 1985; Graf & Mandler,
1984; Jacoby, 1983; Jacoby & Dallas, 1981; Roediger
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& Blaxton, 1987; Roediger et al., 1987). According to
this account, implicit memory tests typically invoke data
driven processing operations that tap an item's percep
tual fluency or familiarity, whereas explicit memory tests
typically invoke conceptually driven processing operations
that tap information about an item's elaborative associa
tions with other studied items, with the study context, and
with other related items in semantic memory. Since prior
research (see Balota & Chumbley, 1984; James, 1975;
Shulman & Davison, 1977; Shulman, Hornak, & Sanders,
1978) has suggested that data-driven processing is more
likely to be utilized in the LDT-UNW test than in the
LDT-PNW test, an analysis based on data-driven and con
ceptually driven processing predicts that levels-of
processing effects should be smaller in an LDT-UNW test
than in an LDT-PNW test. That the levels-of-processing
effects in these two tests were equivalent therefore cre
ates problems for this analysis.

The third main finding of the present research is that
word-frequency effects were dissociated in explicit and
implicit memory tests. These dissociative word-frequency
effects took two forms. First, low-frequency words
yielded better performance than high-frequency words in
our explicit EPIS RGN test, whereas the opposite was so
in our LDT-PNW test. Although these two opposite ef
fects have been obtained across different experiments with
different materials, encoding conditions, etc., as far as
we know we are the first to demonstrate them with im
plicit and explicit memory tasks differing only in the in
structions that the subjects received as to how they were
to perform them. Second, in the EPIS RGN test, memory
for low-frequency words was helped more by prior seman
tic processing than was memory for high-frequency
words, whereas in the LDT-PNW test the opposite was
so. As we argued in detail in the Results section with
regard to Question 3, this latter dissociation causes
problems for Forster and Davis's (1984) claim that epi
sodic familiarity mediates the attenuation of the word
frequency effect that occurs in implicit memory tests when
the high-and low-frequency words have been previously
presented. However, we must acknowledge two qualifi
cations to our argument.

The first qualification is that we are not arguing that
episodic memory neverplays a role in the word-frequency
attenuation effect in implicit memory tasks. We are merely
arguing that (1) prior experiments on this issue have
provided no direct evidence in favor of Forster and
Davis's (1984) claim that episodic memory is indeed in
volved in the word-frequency attenuation effect, and
(2) under the conditions used in the present experiment,
the evidence actually stands in direct conflict with that
claim. The second qualification concerns the generality
of the word-frequency X levels-of-processing interaction
that we obtained in our EPIS RGN test. Mandler et al.
(1982, Experiment 2) manipulated depth of processing in
a fashion analogous to that used here, but between, rather
than within, subjects. With percent hits - percent false
alarms as a performance measure, Mandler et al. (1982)
found that high-frequency words yielded a larger levels-

of-processing effect than did low-frequency words, which
is opposite to the result that we obtained. However, our
levels-of-processing effect occurred only in hit rates (it
could not occur in false-alarm rates in our within-subject
manipulation of depth of processing), whereas in Man
dler et al. 's data it occurred only in false alarm rates.
Although it is at present unclear which of the many
procedural differences between Mandler et al. 's and our
experiments produced these discrepancies in results, the
discrepancies do not undermine our claim that the present
data argue against the involvement of episodic memory
in the word-frequency attenuation effect. The reason they
do not is that we examined the effect that levels-of
processing had on episodic memory for the high- and low
frequency words under exactly the same conditions as
those used to examine the word-frequency attenuation ef
fect in the LDT-PNW test.

CONCLUSION

The present results clearly demonstrate that (1) a levels
of-processing effect can be obtained in at least one im
plicit memory test (i.e., the LDT); (2) the magnitude of
this levels-of-processing effect is not affected by whether
a "deep" or a "shallow" level of analysis is necessary
to make the lexical decisions; (3) the effect that levels
of-processing has on memory for high- and low-frequency
words is different for explicit and implicit memory tests.
These results pose problems for the view (e.g., Blaxton,
1985; Graf & Mandler, 1984; Jacoby, 1983; Jacoby &
Dallas, 1981; Roediger & Blaxton, 1987; Roediger et al.,
1987) that levels-of-processing effects are smaller for im
plicit than for explicit memory tests, because the former
tests typically involve data-driven processing whereas the
latter tests typically involve conceptually driven process
ing. They also pose problems for the view (e.g., Forster
& Davis, 1984) that explicit episodic memory plays an
important role in the word-frequency attenuation effect
in the LDT.

Exactly how these views can be modified to accommo
date the present results remains unclear. What is clear,
as Roediger (1984) has warned, is that it is dangerous to
generalize results from one implicit (or explicit) memory
task to another task of the same general type. On the ba
sis of the present results, the next order of business is to
isolate the processing mechanisms unique to the LDT that
result in its yielding a levels-of-processing effect while
other implicit memory measures do not. We hope that the
present results can serve as a springboard for such an en
terprise.
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NOTE

I. In the Graf et al. (1984) experiment, the levels-of-processing ef
fectthat occurred in the implicit memory test could have been a carry
over from the levels-of-processing effect that occurred in the retrieval
of the same test items in a precedingexplicitmemorytest. Also, although
Squire et al. (1987) obtainedstatistically significantlevels-of-processing
effects in both word-stem and word-fragmentcompletiontests, in which
letters other than the initial letters of the word served as cues, Roediger
et al. (1987) found a nonsignificant levels-of-processingeffect in their
word-stem completion test and a nonsignificant reversal of the normal
levels-of-processing effect in their word-fragment completion test. It
is unclear why this discrepancy in results occurred, though it should
be noted that Roediger et al. used exactly the same items as targets in
their word-stemand word-completion tests, whereasSquireet aI. did not.

APPENDIX

For the sake of completeness, this Appendix summarizes the
statistical analyses performed on the data not directly relevant
to the three main questions addressed in the text of the preced
ing article.

Phase 1 Data
Table A I summarizes the means of the median RTs and the

error data for the various conditions in Phase I. Because all sub
jects were treated identically in Phase I, these data are aver
aged across the subjects who would be receiving the three differ
ent Phase 2 tests. Also, because "no" was always the correct
response for nonwords in the semantic encoding condition, the

Table AI
Means of the Median Reaction Times (RTs) and Mean Percent

Errors (MPE) in Phase 1 for the High-Frequency (IIF) and
Low-Frequency (LF) Items in the Semantic and

Rhyme Encoding Conditi~~_

Item Type
-_.,------_.

"Yes"-Word "No"-Word Nonword*

RTs MPE RTs MPE RTs MPE
--_.---

Semantic Encoding

HF 892 5.1 1012 3.5 952 1.2
LF 1053 14.9 1065 4.5 1046 2.6

Rhyme Encoding

HF 768 2.0 806 1.6 900 3.9
LF 842 0.6 850 1.3 919 3.4

*The nonword data are averaged across the "yes" and "no" answers
for the rhyme encoding condition.

non word data for the rhyme encoding condition are presented
as averaged across the "yes" and "no" responses. Separate
ANOVAs were performed on the median RTs for correct
responses and on the percentage errors for the word stimuli and
for the nonword stimuli. The word data were analyzed in 2 (depth
of processing: rhyme vs. semantic) x 2 (correct answer: "yes"
vs. "no") X 2 (word frequency: high vs. low) ANOVAs, and
the nonword data were analyzed in 2 (depth of processing:
semantic vs. rhyme) x 2 (frequency: high vs. low) ANOVAs.

For words, the word-frequency effect was significant both for
RTs [F(l,69) = 32.64, MSe = 30352.19] and for errors [F(I,69)
= 16.69, MSe = 66.24], with responses being 83 msec faster
and 2.8% more accurate for high- than for low-frequency words.
The levels-of-processing effect was also significant for the words,
both for RTs [F(l,69) = 99.82, MSe = 51536.25] and for er
rors [F(l,69) = 62.55, MSe = 73.74], with RTs being 190 msec
faster and 5.7 % more accurate for the rhyme questions than for
the semantic questions. Furthermore, the word frequency x cor
rect answer interaction was significant for both RTs [F(l,69)
= 12.52, MSe = 13862.67] and errors [F(l,69) = 12.22, MSe
= 43.59], with the word-frequency effect being larger for "yes"
answers (117 msecand4.2%) than for "no" answers (48 msec
and .3 %). Although there were no other significant effects for
RTs, there were several other significant effects for error rates.
First, as shown in Table AI, fewer errors were made for' 'no"
answers (2.5%) than for "yes" answers (5.9%) [F(l,69) =
20.92, MSe = 78.42]. Second, the depth of processing x cor
rect answer [F(l,69) = 16.06, MSe = 58.25] and depth of
processing x word frequency [F(l,69) = 14.75, MSe = 66.24]
interactions were both significant. Specifically, the levels-of
processing effect was greater for "yes" answers (8.7%) than
for "no" answers (2.5%), and, averaged across "yes" and
"no" answers, it was greater for low than for high frequency
words (8.8 % vs. 2.5 %). However, these two interactions were
themselves qualified by a significant depth of processing X word
frequency x correct answer interaction [F(l,69) = 24.24, MSe
= 36.31], which was due to the 14.3 % levels-of-processing ef
fect for "yes" low-frequency words' being much greater than
the 1.9%-3.2% levels-of-processing effects obtained for "no"
low-frequency words or "yes" or "no" high-frequency words.

As shown in the right-hand column of Table AI, for nonwords
there was a 90 msec levels-of-processing effect [F(l,69) = 8.68,
MSe = 66046.64] and a 56-msec frequency effect [F(l,69) =
32.64, MSe = 30352.19], with RTs being faster for "high-"
than for "low-frequency" nonwords, and faster for rhyme than
for semantic questions. However, there was also a significant
depth of processing x frequency interaction [F(l,69) = 13.62,
MSe = 7520.63], with frequency having a large (statistically
significant) 94-msec effect for semantic questions, but only a
small (nonsignificant) 19-msec effect for rhyme questions. The
error rates, which were very low, yielded no significant effects.

Phase 2 Data
Nonword data. Tables A2 and A3 present the Phase 2 data

for the studied and nonstudied nonwords, respectively. Once
again, the studied nonword data in the rhyme encoding condi
tion are averaged across "yes" and "no" responses. A 3 (test
type: EPIS RGN, LDT-PNW, and LDT-UNW) x 2 (depth of
processing: rhyme vs. semantic) x 2 (frequency: high vs. low)
ANOVA was used to analyze the data for the studied nonwords,
and a 3 (test type: EPIS RGN, LDT-PNW, and LDT-UNW)
x 2 (frequency: high vs. low) ANOVA was used for the non
studied nonword data. A log., transformation was applied to
the median RT for each condition for each subject.



DISSOCIATIVE WORD-FREQUENCY x LEVELS-OF-PROCESSING EFFECTS 161

HF LF WFE

Table A3
Means of tbe Median Reaction Times (RTs) and Mean Percent

Errors (MPE) for tbe Three Groups in Phase 2 for the
High-Frequency (HF) and Low-Frequency (LF)

Nonwords Not Presented in Phase 1

Note-EPIS RGN = episodic recognition; LDT-PNW = lexicaldeci
sion task with pronounceable nonwords; LDT-UNW = lexical deci
sion task withunpronounceable nonwords. WFE = word-frequency ef
feet,whichwascomputed by subtracting the RTs(or MPE)for HF items
from the RTs (or MPE) for LF items.

Table A2
Means of the Median Reaction Times (RTs) and Mean Percent

Errors (MPE) for the Three Groups in Phase 2 for the
High-Frequency (HF) and Low-Frequency (LF)
Nonwords Presented in tbe Phase 1 Semantic

and Rhyme Encoding Conditions

.(01). As shown in Table A2, the levels-of-processing effect
for nonwords was different for the EPIS RGN and the LOT
PNW tests, in which the test format of the nonwords was iden
tical to their study format. That is, in the LDT-PNW test,
"deeper" semantic processing facilitated RTs with respect to
studied nonwords by 49 msec, whereas in the EPIS RGN test,
"deeper" semantic processing inhibited RTs to studied nonwords
by 37 msec. (The LSD tests revealed that the levels-of-processing
effect for nonwords was significant only in the LOT-PNW test.)
Although somewhat curious, a levels-of-processing effect for
nonwords is not without precedent. Specifically, Mitterer and
Begg (1979) have reported a levels-of-processing effect for both
pronounceable and unpronounceable nonwords, but their effect
occurred in an episodic recognition test; we failed to find that
effect here.

The only other significant effects occurred for errors in re
sponses to studied nonwords. Specifically, the test type x fre
quency interaction [F(2,69) = 7.26, MSe = 59.87] and the fre
quency x depth of processing interaction [F(I,69) = 9.40, MSe
= 56.75] were both significant for errors in responses to studied
nonwords. However, these two interactions were further quali
fied by a significant test type x frequency x depth of process
ing interaction [F(2,69) = 14.78, MSe = 56.75]. The LSD tests
showed that the following effects were significant: In the EPIS
RGN test, the subjects made 13.6% more errors on "high-"
than on "low-frequency" nonwords studied with semantic ques
tions, whereas for nonwords studied with rhyme questions, they
made 4.9% fewer errors; in the LDT-PNW test, on the other
hand, when the nonwords had been studied with semantic ques
tions, the subjects made 6.2% fewer errors on high- than on
"low-frequency" nonwords. The remaining frequency effects
for errors in responses to studied nonwords (i.e., those for
rhyme-encoded nonwords in the LDT-PNW test and for rhyme
encoded and semantically encoded nonwords in the LOT-UNW
test) were not statistically significant.

Effects of prior study on word and nonword processing
in the LDT-PNW test. In the final ANOVAs we report, we
examined how prior study affected RTs and error rates in
responses to word and nonword stimuli in the LDT-PNW test.
To do so, we averaged the data across the different types of
studied items and performed 2 (prior study: studied vs. non
studied) x 2 (lexicality: word vs. nonword) x 2 (frequency:
high vs. low) ANOV As on the RT and error data. These
ANOVAs indicated that for RTs all main effects and all inter
actions were significant, and that for errors all but the main ef
fects of prior study and lexicality, as well as all interactions but
the prior study x frequency interactions, were significant.

It is particularly interesting that prior study facilitated word
responses but inhibited nonword responses, with the prior study
x lexicality interactions yielding F(I,23) = 19.87, MSe =
3088.48, for RTs, and F(I,23) = 21.76, MSe = 30.22, for er
rors. Specifically, the LSD tests showed that (I) the 53-msec
and 4.0% facilitation effects that prior study produced for word
RTs and error rates were both significant, and (2) of the 19
msec and 3.4% inhibition effects that prior study produced for
nonword responses, the inhibition for errors was significant, but
the inhibition for RTs was only marginally reliable (p < .055,
one-tailed). However, the differential effect that prior study had
on wordand nonword responses was modulated by the frequency
variable, which was indicated by the significant prior study x
lexicality x frequency interactions: F(I,23) = 4.35, MSe =
1468.38, for RTs; F(I,23) = 7.54, MSe = 14.73, for errors.
The LSD tests indicated that the nature of this interaction for
RTs was that for the facilitation effects that prior study produced

7.8
10.4

+2.6

48.9 + 144 -13.6
57.2 -14 +4.9
+8.3

RTs

EPIS RGN

1052
1074
+22

809
853
+44

HF
LF

WFE

LDT-PNW

HF 808 2.8
LF 853 4.8

WFE +45 +2.0

LDT-UNW

HF 642 1.0
LF 654 1.9

WFE +12 +0.9

RTs were faster for both studied and nonstudied nonwords
[both Fs(l,69) > 9.9], and more accurate for nonstudied non
words [F(I,69) = 11.26, MSe = 10.74], when these nonwords
were derived from high- rather than low-frequency words. This
seemingly curious "frequency" effect for nonwords has also
been reported by Neely (1977) and Stanners, Jastrzembski, and
Westbrook (1975). Also, as in the present experiment, their fre
quency effects were larger for words than for nonwords. For
RTs for studied nonwords there was also a significant test type
x depth of processing interaction [F(2,69) = 6.93, MSe =

Note-EPIS RGN = episodic recognition; LDT-PNW = lexicaldeci
sion task with pronounceable nonwords; LDT-UNW = lexical deci
sion task withunpronounceable nonwords. WFE = word-frequency ef
feet,whichwascomputed by subtracting the RTs(or MPE)for HF items
from the RTs (or MPE) for LF items. LOPE = levels-of-processing
effect, which was computed by subtracting the RTs or mean percent
errors(MPE)for the Semantic Encoding condition fromthe RTsor MPE
for the Rhyme Encoding condition.

Semantic encoding
Rhyme encoding

LOPE

EPIS RGN

1188 62.5 1332
1230 52.3 1216
+42 -10.2 -116

LDT-PNW

2.9 823 9.1 + 14 +6.2
6.7 878 8.6 +25 + 1.9

+3.8 +55 -0.5

LDT-UNW

Semantic encoding 660 1.2 664 1.5 +4 +0.3
Rhyme encoding 639 0.3 680 2.7 +41 +2.4

LOPE -21 -0.9 +16 +1.2

Semantic encoding
Rhyme encoding

LOPE
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for word responses, the 18-msec facilitation effect for high
frequency words was not signficant, whereas the 87-msec facili
tation effect for low-frequency words was. This, of course, is
merely the word-frequency attenuation effect produced by prior
study. On the other hand, for the inhibition effects that prior
study produced for nonword responses, the 30-msec inhibition
for "high-frequency" nonwords was significant, whereas the
7-msec inhibitioneffect for "low-frequency" nonwords was not.
(For errors, the LSD tests showed that of the four facilitation
and inhibition effects produced by prior study, all but the facili
tation effect for high-frequency words was significant.)

Though the inhibition that prior study produced for nonword
responses runs counter to Besner and Swan's (1982), Kirsner
and Smith's (1974), Logan's (1988), Monsell's (1985), Norris'
(1984), and Scarborough et al. ' s (1977) findings that repetition
facilitates both wordand nonword responses in the LOT, it repli
cates results reported by Durgunoglu and Neely (1987), Hay
man (1983), McKoon and Ratcliff (1979), and Neely and Our
gunoglu (1985), all of whom showed that prior study facilitated
word responses and inhibited nonwordresponses in their LOTs.

The variable that most likely accounts for whether repetition
will produce facilitation or inhibition for nonword responses in
the LOT is the kind of encoding done on the repeated nonword's
first presentation: if it was a lexical decision, facilitation oc
curs (Besner & Swan, 1982; Kirsner & Smith, 1974; Logan,
1988; Norris, 1984; Scarborough et al., 1977); if it was paired
associate study in anticipation of a cued recall test (Durgunoglu
& Neely, 1987; McKoon & Ratcliff, 1979; Neely & Our
gunoglu, 1985)or answering rhyme or semantic questions about
the nonword (Hayman, 1983, and the present experiment), in
hibition occurs. The one exception to this is Monsell's (1985,
Figure 5.4) finding that prior study in anticipation of a recogni
tion test yielded facilitation for nonwords in his LOT. However,
this facilitation was not a long-term effect, in that it occurred
only when no items intervened between the nonword's study
and test presentations.

(Manuscript received June 27, 1985;
revision accepted for publication June 12, 1988.)


