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Putting words in perspective
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In this article, we explore the nature of the conceptual knowledge retrieved when people use words
to think about objects. If conceptual knowledge is used to simulate and guide action in the world, then
how one can interact with an object should be reflected in the speed of retrieval and the content that
is retrieved. This prediction was tested in three experiments in which a part verification procedure was
used. Experiments 1 and 2 demonstrated that speed of part verification varied with the perspective im-
posed on the object by the language used to name the object (e.g., “You are driving a car” or “You are
fueling a car”). In Experiment 3, parts were chosen so that actions directed toward them (on the real
object) require movement upward (e.g., the roof of a car) or downward (e.g., the wheels of a car). Or-
thogonally, responding “yes” required an upward or a downward movement to a response button. Re-
sponding in a direction incompatible with the part’s location (e.g., responding downward to verify that
a car has a roof) was slow relative to responding in a direction compatible with the part’s location.
These results provide a strong link between concept knowledge and situated action.

The knowledge retrieved when object names are used
to guide thinking about the relevant objects depends on
the context in which the names are presented (see, e.g.,
Anderson & Ortony, 1975; Roth & Shoben, 1983). The
experiments presented in this article are aimed at testing
a specific explanation for this phenomenon: that con-
ceptual knowledge is rooted in perception- and action-
based representations, which are used to simulate and
guide action in the world. This view suggests that object
parts are often retrieved in a manner reflecting their spa-
tial organization, because spatial organization plays a
central role in how one can interact with the object in the
situation being described.

Anderson and Ortony (1975) presented one of the ear-
liest demonstrations of the influence of linguistic context
on retrieval of object-based information. They noted that
when people read sentences such as “Pianos can be pleas-
ing to listen to,” knowledge about pianos as musical in-
struments was highly accessible, whereas knowledge ir-
relevant to the situation (e.g., that pianos are very heavy)
was not. In contrast, when a sentence such as “Pianos can
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be difficult to move” is read, knowledge of the physical
characteristics of pianos (e.g., their weight) was highly
accessible, whereas knowledge that pianos are musical
instruments was backgrounded. Similar demonstrations
are provided by Barsalou (1982, 1987), McCloskey and
Glucksberg (1978, 1979), and Roth and Shoben (1983).
Thus, it is clear that linguistic context can differentially
highlight information about objects and categories.

Various explanations of the contextual nature of knowl-
edge retrieval in these tasks have been proposed. For ex-
ample, Roth and Shoben (1983) discussed accounting for
context effects using semantic memory models (see, e.g.,
Collins & Loftus, 1975), models based on bridging infer-
ences (see Clark, 1975), and exemplar models. However,
they conclude that each account is too narrow to adequately
address the complexity of the phenomena, and they sug-
gest than an adequate proposal might draw from all three
accounts. Perhaps a simpler approach to context effects
is provided by embodied approaches to cognition (see, e.g.,
Barsalou, 1999a; Glenberg, 1997). Embodied approaches
are based on two premises. First, knowledge is rooted in
perceptual representations that are acquired through en-
counters with particular objects in particular situations.
Second, the primary functions of perceptually grounded
knowledge is to guide action in the world (Glenberg,
1997) and to simulate objects and situations in their ab-
sence (Barsalou, 1999a). Thus, when a sentence describes
moving a piano, the simulation focuses on the actions in-
volved in lifting and pushing the instrument but not the
experience of hearing the instrument.

The claim that perception-like information is available
when words are processed has been supported by a num-
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ber of recent studies. For example, Pecher, Zeelenberg,
and Barsalou (2003) asked people to verify that concepts
had particular properties—for example, that a BLENDER
is loud. The decision was facilitated when the previous
verification trial tapped the same perceptual dimension
(LEAaVES—rustling) than when the previous trial tapped a
different perceptual dimension (CRANBERRIES—fart). Ap-
parently, thinking of the meaning of these concepts made
perceptual information available, and, just as there is a
processing cost to shifting perceptual dimensions that
are being attended, there is also a cost to switching con-
ceptual dimensions. Another finding was reported by
Zwaan and Yaxley (2003), who asked participants to
judge whether or not two concepts presented on succes-
sive lines in the center of a computer monitor (e.g., HEAD
and FOOT) were related. Responding was faster when the
words were spatially iconic (e.g., HEAD above FOOT) with
their locations on the object to which they were related.
Again, it appears that thinking of the meaning makes
perceptual information available.

Glenberg and Kaschak (2002) present evidence that
motoric information is available during language compre-
hension. They asked participants to verify that sentences
such as “Courtney handed you the pizza” were sensible
in contrast to sentences such as “Courtney handed the
pizza you.” Although irrelevant to the judgment, half of the
sensible sentences described actions toward the partici-
pant and half described actions away from the participant
(e.g., “You handed Courtney the pizza”). In one condi-
tion, the participants responded “sensible” by moving to
a response key requiring an action away from the body,
and in another condition they responded “sensible” by
moving to a response key requiring action toward the
body. The surprising finding was that literal direction of
responding interacted with the implied direction of move-
ment in the sentence. That is, simply considering the
meaning of the sentence seemed to bring to mind spatial
or functional information that affects the motor system
(or vice versa).

The present work is designed to extend the perceptual
simulation account of the flexibility of knowledge re-
trieval during language processing. On the basis of the
claim that the function of the perceptual representations
accessed during language processing is to simulate real
action in the world, the following prediction can be made:
Retrieval of information about object parts depends on
their spatial organization and on the functional perspec-
tive from which the information is accessed. This pre-
diction is tested in three experiments. Experiments 1 and
2 together demonstrate that fine-grained spatial informa-
tion is made available when words are used to tap con-
ceptual information (see Murphy, 2002, for a discussion
of the relationship between concepts and word mean-
ings). Experiment 1 sets up the demonstration by illus-
trating an effect of functional perspective. For example,
when thinking about a car, what one thinks about de-
pends on whether one takes the perspective of driving the
car or fueling the car. In Experiment 2, we examined ef-

fects of spatial organization within a perspective. Thus,
from the perspective of fueling the car, information about
the trunk (close to the fueling activity) is more available
than information about the headlight (far from the fueling
activity). From the perspective of driving the car, however,
information about headlight and trunk are equally avail-
able. Experiment 3 demonstrates that this fine-grained
spatial information is likely to be in the service of action.
That is, thinking about the wheels of a car prepares us to
act in a downward direction, whereas thinking about the
roof of a car prepares us to act in an upward direction.

EXPERIMENT 1

On each trial, participants read a sentence describing
an object or a location from an inside (e.g., “You are eat-
ing in a restaurant”), an outside (e.g., “You are waiting
outside a restaurant”), or a mixed (e.g., “You are walking
toward and entering a restaurant”) perspective. This was
followed by a probe word that named either a part of the
object or an associate that was not a part of the object.
The participants’ task was to verify if the probe named a
part of the object. There were two types of parts: those
typically found inside (e.g., table) and those typically
found outside (e.g., sign) the object. If the linguistically
described perspective affects availability of conceptual
information, then there should be a perspective (inside
vs. outside) X part location (inside vs. outside) inter-
action. That is, from the inside perspective it should be
easier to verify an inside part, but from the outside per-
spective it should be easier to verify an outside part.

Method

Participants. Nineteen students at the University of Wisconsin
at Madison volunteered and were either paid or given credit for re-
search participation in their introduction to psychology classes. All
the participants were native English speakers and right-handed.

Materials. Ten sets of stimuli were constructed around 10 con-
cepts (airplane, camper, car, castle, church, elementary school, fac-
tory, house, restaurant, and train). Each set included one sentence
evoking an inside (e.g., “You are driving a car”), one sentence evok-
ing an outside (e.g., “You are washing a car”), and one sentence
evoking a mixed (e.g., “You are walking toward and entering a car”)
perspective, four inside probes that named parts found inside the
object (e.g., steering wheel, horn, fuel gauge, gas pedal), four out-
side probes that named parts found outside the object (e.g., trunk,
tires, antenna, door handle), and four words associated with the
concept (e.g., garage, road, taxi, street) but that are not parts of the
object. The latter four probes should elicit the answer “no” on the
part verification test. We chose associated but nonpart probes so
that the participants could not respond on the basis of a quick asso-
ciative check. In addition, there were six yes/no questions for each
concept. For each of the three perspectives, there was one question
to which the correct answer was “no” and one for which the correct
answer was “yes.” Sample questions for the car concept are “Can
you see outside?”” and “Can you touch the headlights?” (questions
requiring positive and negative answers, respectively, for the inside
perspective); “Is the car in front of you?” and “Is the car behind
you?” (questions requiring positive and negative answers, respec-
tively, for the outside perspective); and “Is the car close to you?”
and “Is the car far away from you?” (questions requiring positive
and negative answers, respectively, for the mixed perspective).



These questions were used to ensure that the participants paid at-
tention to the perspective sentences and did not focus solely on the
concept name. Over the course of the experiment, each concept
name appeared in 42 trials. Fourteen trials began with the inside
perspective sentence. Twelve of these were followed once each by
the four inside probes, the four outside probes, and the four associ-
ated probes. On the other 2 trials, the perspective sentence was fol-
lowed by a yes/no question. Similarly, there were 14 trials that
began with the outside perspective sentence and 14 trials that began
with the mixed perspective sentence. These 42 trials were equally
and randomly (for each participant) divided among six blocks.
Given that there were 10 concepts in total, each block consisted of
70 trials and the whole experiment consisted of 420 trials. The ma-
terials for the three experiments can be found on the Web site
http://gral.ip.rm.cnr.it/borghi/BGK04materials.htm.

Procedure. After signing consent forms, the participants read
instructions from the computer screen. The instructions indicated
that a sentence would be presented on the screen until the partici-
pant depressed the space bar on the computer keyboard. Next, the
word PART or QUESTION would appear for 500 msec and would be
followed by a part or a question, respectively. The participants were
instructed to respond “yes” or “no” as quickly as possible by using
specially labeled keys on the keyboard. The computer recorded the
response and the reaction time (RT). Following a series of practice
trials, the 420 trials were presented. The experiment lasted 30 to
40 min.

Results

Analyses on the RTs were performed only for trials in
which a probe required a “yes” response. RTs exceeding
4,000 msec (0.38% of the data) were eliminated as out-
liers. All analyses were conducted using a Type I error
rate of .05.

Analyses of the errors revealed no evidence of a speed—
accuracy tradeoff. Consequently, we focus on the RT
data presented in Figure 1. For the participants analyses
(indicated by F}), condition means were obtained by av-
eraging across concepts, and for the materials analyses
(indicated by F, ) they were obtained by averaging across
participants. The expected interaction between perspective
location and part location was significant [F(2,36) = 3.72,
MS, = 5,393; F,(2,18) = 4.17, MS, = 3,275].
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Considering just the outside perspective, the RT differ-
ence between the inside and outside parts was not signif-
icant [F|(1,18) = 2.45, MS, = 5,483, p = .13; F,(1,9) =
1.69, MS, = 7,136, p = .23]. Considering only the inside
perspective, the RT difference between inside and outside
parts was significant [F}(1,18) = 7.05, MS, = 3,879;
F(1,9) = 4.9, MS, = 2,916, p = .054].

Discussion

Much in accordance with Anderson and Ortony (1975),
Roth and Shoben (1983), and others, our results show an
effect of perspective on the availability of conceptual
knowledge. These results extend the phenomenon is two
ways. First, the perspective effect concerns object parts
rather than other attributes (e.g., that pianos are heavy or
sound good). Second, the perspective effect seems to in-
volve a representation of spatial or functional location of
parts. For example, the steering wheel of a car is con-
ceptualized as close when one is in the car and as farther
away when one is outside the car. Importantly, this ex-
periment sets the stage for demonstrating an exquisite
type of flexibility—namely, that perspective controls not
just access to parts but information about the spatial/
functional relations among parts.

It should be noted that the comprehension questions
(in addition to the stimulus sentence descriptions) may
have encouraged the participants to monitor perspective.
We have reasons to believe, however, that these effects
would occur even in the absence of an orienting task that
emphasized the construction of a perspective. Recent ev-
idence suggests that perspective is automatically pro-
duced as part of the mental simulation (for a thorough
review on perspective, see MacWhinney, in press, and
Zwaan & Madden, in press).

EXPERIMENT 2

Consider the parts of a car from the perspective of fill-
ing the gas tank: The trunk of the car will be closer than
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Figure 1. Data from Experiment 1: mean reaction time to determine
that a probe word named a part of an object as a function of perspective
on the object and location of the part. The error bars represent 1 stan-

dard error.
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the headlight. Thus, if fine-grained spatial information
about a concept is made differentially available by a lin-
guistically suggested perspective, from the perspective
of fueling a car it should be easier to verify that a trunk is
a part of that car than that a headlight is a part of the car.

Consider further the possibility that functional per-
spective controls the relevance (and thus the accessibil-
ity) of information about parts. For example, from the
outside perspective of fueling a car, the distance of inside
parts such as the steering wheel and the back seat are ir-
relevant because interaction is easy with neither of them.
Similarly, from the inside perspective of driving a car,
the distance between outside parts such as the trunk and
the headlight is irrelevant. Consequently, in verifying
that an object has particular parts, there may be a three-
factor interaction among perspective (inside vs. outside),
part location (inside vs. outside), and part distance (near
vs. far). That is, part distance should affect part verifi-
cation only for those parts whose locations are function-
ally relevant from a particular perspective.

Method

Participants. Seventeen students at the University of Wisconsin
at Madison were paid for their participation. All the participants
were native English speakers and right-handed.

Materials. The materials were based on the 10 concepts used in
Experiment 1. Each set of concepts contained an inside perspective
sentence and an outside perspective sentence, but we did not use

the mixed perspective sentences. There were four inside parts and
four outside parts, but these were subdivided into two sets of two:
near parts and far parts. Near and far were defined in terms of like-
lihood of interaction given the perspective sentences. As in Exper-
iment 1, there were four associated nonparts and six yes/no ques-
tions. Other than the facts that there were no mixed perspective
sentences and that the parts were classified as near and far, the
structure of the experiment was identical to that of Experiment 1.

Results

The most important data are presented in Figure 2.
Once again, there was no evidence of a speed—accuracy
tradeoff, although 2 participants were eliminated for
making more than 20% errors. RT analyses were per-
formed only on correct trials. Also, RTs longer than
4,000 msec, corresponding to 0.46% of the correct data,
were eliminated. For the participants analysis, condition
means were obtained by averaging across concepts, and
for the materials analysis they were obtained by averag-
ing across participants. There was a significant three-
factor interaction involving perspective (inside vs. out-
side), part location (inside vs. outside), and distance
(near vs. far) [F(1,14) = 6.35, MS, = 5,039; F,(1,9) =
5.13, MS, = 4,251]. Thus, for the inside perspective, the
participants responded to inside near parts more quickly
than to inside far parts, but distance had little effect for
outside parts. In contrast, for the outside perspective, the
participants responded to outside near parts more quickly
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Figure 2. Data from Experiment 2: mean reaction time to determine
that a probe word named a part of an object as a function of perspective
on the object (top panel, inside perspective; bottom panel, outside per-
spective), location of the part, and distance. The error bars represent 1

standard error.



than to outside far parts, but distance had little effect for
inside parts.

Several other effects were also significant. There was
a main effect of perspective because responding follow-
ing the inside perspective sentence (M = 968 msec) was
faster than responding following the outside perspective
sentence (M = 1,024 msec) [F|(1,14) = 24.72, MS, =
3,876; F5(1,9) = 4.02, MS, = 13,684, p = .08]. As was the
case in Experiment 1, the two-way interaction between
perspective and part location was significant [F}(1,14) =
7.21, MS, = 11,730; F,(1,9) = 19.48, MS, = 2,956].

Discussion

The results replicate and extend a major finding from
Experiment 1. The replication consists in the fact that
there is an interaction between perspective (inside vs.
outside) and part location (inside vs. outside) such that
the participants are faster to verify inside parts following
the inside perspective sentence and faster to verify out-
side parts following the outside perspective sentence.
Apparently, accessibility of conceptual information is af-
fected by linguistically conveyed perspective. The exten-
sion from Experiment 1 lies in the fact that even within
a perspective there is a type of distance effect. That is,
within a perspective parts that are closer (or more likely
to be functionally relevant) are verified more quickly
than are parts that are likely to be spatially more distant
(or less likely to be functionally relevant).

An alternative explanation of the distance effect is that
it reflects associative relations based simply on contigu-
ity of experience rather than spatial/functional relations.
For example, the near parts (e.g., tire and trunk) may be
more highly associated with the corresponding activity
(e.g., fueling a car) than the far parts (e.g., headlights and
antenna) because of experience reading sentences such
as “While fueling the car, she noticed that the tire was
partially deflated.” It is difficult to test this alternative by
collecting association norms. For example, if one were to
ask participants to free-associate to a verb such as fueling,
they may well instantiate a car-fueling scenario and use
the spatial or functional relations in the scenario to gen-
erate responses such as “tire.” Thus, although the data
might be labeled in terms of an “association,” they would
in fact represent spatial or functional relations. Instead,
we reasoned that if the distance effect reflected some sort
of associative effect, then the effect should correlate with
an objective measure of co-occurrence in related con-
texts. That is, do the concepts fueling and tire occur in
similar contexts more frequently than do fueling and an-
tenna? To obtain an objective measure of this sort of co-
occurrence, we used the latent semantic analysis (LSA)
program. LSA (Landauer & Dumais, 1997) uses a high-
dimensional space to measure the association between
words found in texts. The space is formed by analyzing
the occurrences of words in several thousand texts. Each
text corresponds to a column of a matrix, and each word
found in the texts corresponds to a row. The entries into
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the matrix are the number of times a particular word oc-
curs in a particular text. After some preprocessing, the
dimensionality of the matrix is reduced using a mathe-
matical algorithm similar to those used in principal com-
ponents analysis, and the end result is often a matrix with
300—400 dimensions. Each word is given a value on each
dimension, resulting in a vector corresponding to each
word. Contextual similarity between words is measured
by the cosine of the angle between two word vectors. The
similarity between a sentence and a word is calculated
by adding the vectors of the words in the sentence and
computing the cosine between that vector and the vector
for a word. Thus, these LSA vectors provide an index of
a type of co-occurrence of words in similar texts, and
this index has been demonstrated to be significantly cor-
related with psychological effects depending on associ-
ations such as semantic priming.

One trick to getting usable data from LSA is to choose
the right set of texts, or semantic space. For example, in
judging the similarity of texts written by novices to texts
written by experts, the cosines should be computed using
a matrix formed by sampling texts from the domain of
expertise. In that way, technical uses of words and tech-
nical relations are likely to be well represented. The con-
cepts and perspectives used in Experiment 2 refer to
quite ordinary and everyday interactions such as fueling
a car, eating in a restaurant, and entering a school build-
ing. Consequently, we used the matrix formed from texts
characterized as “General reading up to first year of col-
lege” (see http://lIsa.colorado.edu/). We computed the
cosines between each perspective sentence and the corre-
sponding near parts and far parts. We then used a paired
t test to determine if the differences between the cosines
were significant. In fact, none were. For the inside per-
spective sentences and the inside parts, the mean cosines
for the near and far parts were .21 and .16, respectively
[(18) = 1.37; there were 18 degrees of freedom, be-
cause one cosine could not be determined because the
corresponding word did not occur in the corpus]. The
corresponding data from the inside perspective sentences
and outside parts were .16 and .15, respectively [#(19) =
.17]; those from the outside perspective sentences and
inside parts were .13 and .15, respectively [#(18) = 1.08];
and those from the outside perspective sentences and
outside parts were .09 and .13 [#(19) = —.86]. Hence,
there is little reason to suspect that the distance effects
reflect differential association based on frequency of oc-
currence in similar contexts.

These effects of spatial distance are reminiscent of
Kosslyn, Ball, and Reiser’s (1978) work on imagery. The
basic idea proposed by Kosslyn et al. was that when at-
tention is focused on one region of an image and then is
shifted to another region, the shift involves a scan across
the space represented in the image. Furthermore, if scan-
ning takes place at a constant rate, shifts between regions
that are further apart should take longer, and that is ex-
actly what they found. In some ways, our results are




868 BORGHI, GLENBERG, AND KASCHAK

comparable; that is not surprising given that both re-
search projects were directed at uncovering principles of
conceptual representation. There is, however, an impor-
tant difference between the research projects. Kosslyn
et al. were explicitly investigating imagery and instructed
their participants to use imaginal processes. Our partic-
ipants were simply told to verify whether or not objects
had particular parts. Thus, as was noted by Barsalou,
Solomon, and Wu (1999), the processes underlying ver-
bal access to conceptual information often mirror the
processes used in imagery tasks, as if the conceptual in-
formation had a perceptual base.

A similar idea is proposed in work on deixis by Duchan,
Bruder, and Hewitt (1995). By their account, readers of
a new text construct a deictic center (DC)—that is, an
organized representational system that combines infor-
mation from the text with the reader’s world knowledge.
The DC allows readers to gather and maintain informa-
tion about who the participants are and where and when
the events take place in the narration. In particular, the
authors claim that the protagonist of the narrative is fol-
lowed by a mental camera, which serves as a mind’s
eye. The camera has a focus and an angular perspective,
is fuzzy around the fringes of the focus, and moves across
the terrain. Information is most activated in the focus,
followed by the fuzzy fringes, followed by a distant locus
(because it takes time to move the camera). The idea of
the mind’s eye readily explains the distance effects we
found in accessing parts and spatial relations.

Several questions remain unanswered. Among them is
whether the results reflect differential access to knowl-
edge because of spatial relations (e.g., while fueling a
car the headlight is at a greater distance than the trunk
from the location where the activity takes place) or func-
tional possibilities (e.g., while fueling a car it is more dif-
ficult to interact with the headlights than with the trunk).
Another question is whether the effects arise because of
the explicit actions mentioned in the setting sentences.
That is, is it necessary for the participant to consider an
activity such as driving or fueling for the distance effects
to arise, or is accessibility of object parts affected by spa-
tial and/or functional distances without an explicit ac-
tivity context? A final question is in regard to the nature
of the retrieved information: Should the information be
characterized as symbolic, spatial, or based on percep-
tion/action codes as suggested by Glenberg and Kaschak
(2002) and by Hommel, Miisseler, Aschersleben, and
Prinz (2001)? Experiment 3 was designed to begin to an-
swer these questions.

EXPERIMENT 3

Tucker and Ellis (1998) provided some evidence that
action features are part of conceptual representations. In
one experiment, they presented participants with photo-
graphs of common objects that have parts convention-
ally used for interaction, such as a cup with a handle. The

task was to judge if the object was upright or upside
down by making a buttonpress with the left or right hand.
Tucker and Ellis (1998) observed an interaction such that
correct responding was facilitated when the hand as-
signed to the correct response was on the same side as
the part used for interacting with the object. For example,
suppose that a picture of a right-side-up cup was pre-
sented and the right hand was assigned to the “yes” (up-
right) response. In this case, responding “yes” was faster
if the handle of the cup was depicted on the right (same
hand as the correct response) than if it was depicted on
the left. These results might be explained by the auto-
matic elicitation of affordances. An affordance (Gibson,
1979) of an object is defined by how it supports interac-
tions of particular types, such as picking up a cup. Whether
or not an object affords a particular type of interaction is
determined jointly by the physics of objects (e.g., the
size, shape, and rigidity of the handle) and the biology of
an animal (e.g., the size, strength, and agility of fingers).
Thus, for example, a cup handle affords hefting by a
human, but not by a dog. In the Tucker and Ellis (1998)
situation, the picture of the cup may induce the perceptual
system to derive affordances that facilitate interaction
with the object and, in this case, a compatible response.

Ellis and Tucker (2000) and Tucker and Ellis (2001)
further demonstrated the effects of affordances by pre-
senting participants with real objects that were catego-
rized as natural or artifact. In one set of experiments, the
category response was indicated by the direction of wrist
rotation (e.g., a clockwise rotation corresponds to the
classification as artificial). Tucker and Ellis (2001)
found a compatibility effect such that when the correct
response was indicated by the same sort of wrist motion
as that needed to grab the object, responding was quicker
than when the two motions were mismatched. For exam-
ple, consider responding to a plastic bottle or to a tooth-
brush when a clockwise wrist rotation indicates “arti-
fact.” Grasping a bottle usually requires a clockwise
wrist rotation, whereas grasping a toothbrush (lying on
a counter) usually requires a counterclockwise rotation.
In this case, responding “artifact” for the bottle was
faster when “artifact” corresponded to a clockwise rota-
tion, whereas responding “artifact” for the toothbrush
was faster when “artifact” corresponded to a counter-
clockwise rotation. Thus, with actual objects, access to
conceptual information (i.e., natural or artifact) was af-
fected by functional relations. Previous evidence show-
ing a linkage between language (in contrast to pictures
and objects) and action has been provided by Glenberg
and Kaschak (2002), as was described in the introduction.

In Experiment 3, we investigated whether conceptual
knowledge tapped by linguistic stimuli exhibits sensitiv-
ity to spatial relations and potential action even when the
language does not mention or imply action and does not
provide a functional perspective. Thus, Experiment 3 is
similar to the experiment of Tucker and Ellis (1998) in
that there is no explicit requirement or suggestion to con-



sider action, but it differs from Tucker and Ellis (1998)
in using linguistic stimuli to tap conceptual knowledge
instead of pictures or objects. Experiment 3 is similar to
the experiment of Glenberg and Kaschak (2002) in the
use of linguistic stimuli (and a similar response appara-
tus), but it differs from that of Glenberg and Kaschak in
that there are no explicit action contexts.

In Experiment 3, the participants used a button box
oriented vertically so that three buttons were arranged
from top to bottom. The button box was mounted be-
tween the participant and the computer screen. A per-
spective sentence appeared on the computer screen. The
sentence described an object in a particular orientation
but did not describe any action (e.g., “There is a car in
front of you”). In the movement condition, after reading
a perspective sentence the participant used his or her
right hand to push and hold the central button to see a
part name. The part name was visible only while the cen-
tral button was being depressed. The participant’s task
was to verify that the object named in the perspective
sentence included the part. In the yes-is-up condition,
the participants moved the right hand to an upper button
to indicate “yes” and to a lower button to indicate “no.”
In the yes-is-down condition, the response assignment
was reversed. Orthogonally, half of the parts (the upper
parts) were near the top of the object (e.g., roof), and
half (the lower parts) were near the bottom (e.g., wheel).

Suppose that contacting conceptual information from
a linguistic cue helps access spatial information (such as
the location of the object’s parts) and action information
(such as how to interact with the object and its parts),
just as Tucker and Ellis (1998) demonstrated for picture
cues. For example, simply noting that a car has a roof
prepares one to interact with that part, by moving up.
This preparation should facilitate a “yes” response in the
yes-is-up condition and interfere with a “yes” response
in the yes-is-down condition. Likewise, noting that a car
has wheels prepares one to interact in a downward man-
ner by facilitating a “yes” response in the yes-is-down
condition and interfering with a “yes” response in the
yes-is-up condition. This interaction between actual re-
sponse direction and conceptual knowledge is similar to
what Glenberg and Kaschak (2002) referred to as an
action-sentence compatibility effect, or ACE.

In the no-movement condition, the participant kept the
index finger of his or her right hand on the Yes button and
the index finger of the left hand on the No button. Both
the perspective sentence and the probe were presented
without the participant’s intervention. Thus, responding
did not require large arm movements. If the linguistic
cue automatically accesses spatial information, then
simply responding “yes” by pressing the yes-is-up button
should be fast for upper parts and slow for lower parts.

Thus, the design of Experiment 3 allows us to answer
several questions. First, if spatial and/or action informa-
tion is accessed through a linguistic cue even without ex-
plicit mention of action, then we should observe an ACE
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effect. Second, we can determine if the information re-
trieved is solely spatial or includes an action (and thus a
functional) component. Suppose that ACE effect is ob-
served in the no-movement condition. That would imply
that an incongruency between spatial information (e.g.,
that wheels are low on a car) and response location (e.g.,
yes is up) is sufficient to produce an ACE effect. In con-
trast, suppose that ACE effect is observed in the move-
ment condition but not in the no-movement condition.
This finding would imply that an incongruency between
spatial information and response location is not suffi-
cient to produce an ACE effect. The effect instead re-
quires real action (as in the movement condition), im-
plying that the incongruency is between real action and
action information (e.g., affordances) retrieved from the
concept, not just spatial information.

Method

Participants. Twenty-one students at the University of Wiscon-
sin at Madison were paid to participate. The first 9 students were as-
signed to the movement condition, and the final 12 were assigned
to the no-movement condition. Within each movement condition,
approximately half of the participants were assigned to the yes-is-
up condition for the first half of the experiment and to the yes-is-down
condition for the second half. This assignment was reversed for the
remaining participants.

Materials. The materials consisted of 42 concept sets. Each set
consisted of a sentence such as “There’s a doll standing on the table
in front of you.” Because it is not clear whether some objects have
canonical orientations (Palmer, Rosch, & Chase, 1981), the sen-
tences provided an orientation but did not suggest any action on the
part of the participant. Each set also contained four probe words.
Two of the probe words were parts of the object named by the sub-
ject noun, one of which was an upper part (e.g., hair) and one of
which was a lower part (e.g., ankle). The other two probe words
were associated words that were not parts of the object named by
the subject noun (e.g., kindergarten and baby). During the experi-
ment, each sentence was presented four times and was followed by
a different probe word each time. As in Keil (1989), 14 of the sub-
ject noun concepts were small artifacts (e.g., doll, candle, piano), 14
were living things (e.g., dog, tree, cornstalk), and 14 were large ob-
jects and locations (e.g., mountain, skyscraper, forest).

Procedure. After signing consent forms, the participants read
instructions from the computer screen. For the first 9 participants
(who were in the movement condition), the instructions explained
the part verification task and the yes-is-up or the yes-is-down con-
dition. On each trial, the perspective sentence was presented for a
duration dependent on sentence length—that is, the total duration
was 1,000 msec plus 20 msec for each character in the sentence.
Following presentation of the sentence, the computer waited for the
participant to press the central button. While that button was de-
pressed, the probe word was presented. The participants had been
instructed to move to the Yes or No button as quickly as possible after
deciding if the probe word named a part of the object. There were
12 practice trials and 84 critical trials. The critical trials consisted
of a random ordering of 2 trials presenting each of the 42 concepts,
of which 1 trial was a yes trial (randomly assigned either to an upper
part or to a lower part) and 1 trial was a no trial. Following these tri-
als, the participants were further instructed about switching the la-
bels on the response keys so that those who began in the yes-is-up
condition moved to the yes-is-down condition and vice versa. The
change in response location was followed by 12 additional practice
trials and the remaining 84 critical trials.
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The no-movement condition differed from the movement condi-
tion in two respects. First, the participants kept their hands on the
Yes (right hand) and No (left hand) buttons. Second, after a delay
of 250 msec following presentation of the perspective, the probe
word was presented automatically and stayed on the computer
screen until the participant made a response.

Results

The data from 3 of the first 9 participants in the no-
movement condition were discarded because the partici-
pants committed more than 20 errors. These 3 participants
were replaced so that there was a total of 9 participants
contributing data to each of the movement and no-
movement conditions. An analysis of the errors revealed
no evidence of a speed—accuracy tradeoff. For the RTs,
only correct trials were analyzed. In addition, we elimi-
nated RTs exceeding 4,000 msec (1.98% of the correct
trials in the movement condition and 1.28% of the cor-
rect trials in the no-movement condition). Again, both
the analyses on participants and those on materials were
performed. The data of main interest are presented in
Figure 3.

The most important finding was a significant three-
factor interaction involving movement condition, part lo-
cation, and response location [F}(1,16) = 12.11, MS, =
32,5105 F,5(1,39) = 3.69, MS, = 110,538, p = .06].

Consider first the movement condition. For the upper
parts, responding was 124 msec faster for yes-is-up than
for yes-is-down. In contrast, for the lower parts, respond-
ing was 121 msec slower for yes-is-up than for yes-is-
down, resulting in a 245-msec interaction effect, which

was significant [F{(1,8) = 34.76, MS, = 11,647]. This
interaction was not significant in the materials analysis
[F5(1,41) = 2.09, MS, = 115,299, p = .15]. Examination
of the stimuli revealed that one particularly uninformative
stimulus item (i.e., “You are in an office”) might have
adversely affected the materials analysis. When that item
was removed, the effect became significant [£,(1,40) =
4.65, MS, = 90,284, p = .037]. Thus, there was an ACE
effect for the movement condition.

In the no-movement condition, for the upper parts re-
sponding was 72 msec slower for yes-is-up than for yes-
is-down. For the lower parts, responding was 25 msec
faster for yes-is-up than for yes-is-down. This 97-msec
effect is in the direction opposite that of the movement
condition and is not significant [F}(1,8) = .60, MS, =
53,909; F,(1,41) = 1.66, MS, = 93,861, p = .20]. This
pattern, which indicates an ACE effect for the movement
condition and its absence for the no-movement condi-
tion, implicates action information, such as affordances,
as opposed to spatial knowledge alone, as underlying the
effects.

We also found a main effect of movement [F;(1,16) =
7.96, MS, = 1,223,928; F,(1,39) = 418.63, MS, =
67,989.88] due to the fact that RTs in the movement con-
dition were longer than those in the no-movement condi-
tion. Also, the main effect of object kind was significant
[F1(4,32) = 9.32, MS, = 54,439; F,(2,39) = 6.17, MS, =
149,125] due to the fact that natural kind concepts (M =
1,159) were processed faster than both artifact concepts
(M = 1,283) and location concepts (M = 1,319). The move-
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Figure 3. Data from Experiment 3: mean reaction time to determine
that a probe word named a part of an object as a function of location of
the object, location of the response, and whether or not a whole arm
movement was required to execute the response (top panel, movement
condition; bottom panel, no-movement condition). The error bars rep-

resent 1 standard error.



ment condition interacted with object kind [F(2,32) =
5.06, MS, = 54,439; F,(1,39) = 3.40, MS, = 67,990].
This interaction resulted from the fact that the locations
were slowest in the movement condition, whereas the arti-
facts were slowest in the no-movement condition.

Discussion

The data from Experiment 3 reinforce the conclusions
drawn from Experiments 1 and 2: Conceptual information
accessed from linguistic cues provides some sort of spatial
information—in this case, in the up/down dimension. The
experiment also provides two new results. First, the infor-
mation is accessed even when the linguistic cues do not
describe any action. Second, it appears that action infor-
mation, or affordances, are accessed in addition to or in
lieu of purely spatial information. That is, the interfer-
ence between literal response location and implied part
location (i.e., the ACE effect) was evident only when the
participants were required to move to the response loca-
tions to make the response; there was no ACE effect
when the participants simply responded in a location
spatially incongruent with the retrieved information.

The results of this experiment provide an extension of
Tucker and Ellis’s (1998, 2001; Ellis & Tucker, 2000)
demonstration that affordances are detected in photo-
graphs of objects. The ACE effect that we observed here
suggests that affordances can also be derived from the
information retrieved during language processing. This
finding is in keeping with data showing the role of af-
fordances in other kinds of language comprehension
tasks (see, e.g., Kako & Trueswell, 2000; Kaschak &
Glenberg, 2000) and lends further support to the notion
that language processing (and linguistic meaning) are
grounded in perception and action.

One objection to experiments that demonstrate the re-
trieval of perceptual or motoric information during lan-
guage processing is that the demands of the task (e.g.,
making a movement for the task response) lead the par-
ticipant to access perceptual information when he or she
ordinarily would not. The results of Experiment 3 help to
rule out this objection. The fact that the wheels of a car
are generally located below the roof is in no logical way
relevant to the task of judging whether or not wheels are
a part of a car. Nonetheless, as Zwaan and Yaxley (2003)
demonstrated, participants take the location of the part
into account when making the judgment and responding.
The conclusion is that spatial (Zwaan & Yaxley, 2003) as
well as functional/action (Experiment 3) information is
automatically accessed when conceptual information is
used.

GENERAL DISCUSSION

Experiments 1-3 replicate the well-known finding
that knowledge retrieval during language processing is
context dependent (see, ¢.g., Anderson & Ortony, 1975)
and extend this finding in several ways. First, the con-
textual retrieval was demonstrated for object parts rather
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than for object attributes. Second, perspective effects
were demonstrated even when linguistic cues do not ex-
plicitly mention action. Third, the perspective-based in-
formation seems to be centered around functional (i.e.,
action-based) relations such as affordances, rather than
around purely spatial relations. Taken together, these
findings provide additional evidence for the claim that
cognition is grounded in perception and action (cf. Barsa-
lou, 1999a; Glenberg, 1997).

Consider how the embodied approach to conceptual-
ization addresses the results of the data presented here.
The linguistic description, such as “You are fueling a car,”
guides a particular simulation. During this simulation,
some components of the perceptual symbol (cf. Barsa-
lou, 1999a) of the car will be relevant to the simulation
and, hence, easily accessible, and other parts will be rel-
atively inaccessible. Which components fall into which
category will depend on the individual’s experiences
from which the perceptual symbol has been abstracted.
Thus, for most of us, “license plate” would not be par-
ticularly relevant to fueling, but for those who drive cars
of a certain vintage in which the license plate is attached
to the fuel tank door, “license plate” would be verified
quickly. Similarly, if during fueling one spends a lot of
time making faces at one’s young offspring in the back
seat, then “back seat” would be verified quickly. The
general point is that perspective effects will depend on
both individual experiences and the particular simulators
(cf. Barsalou, 1999a) that are applied to the experiences.

Barsalou (2002) and Glenberg (1997) have argued that
the purpose of conceptualization is to guide action. The
connection between conceptualization and action can be
made explicit through the concept of affordances. Recall
that an affordance is support for an interaction between
an animal with a particular type of body and a particular
object. Thus, a small toy car affords driving by a pet
hamster but not by an adult human, whereas a real car
(without special apparati) affords driving by an adult
human but not by a child or a pet hamster. Glenberg and
colleagues (e.g., Glenberg & Robertson, 2000; Kaschak
& Glenberg, 2000) have claimed that affordances can be
derived from perceptual symbols. In fact, it is claimed
that these affordances are what ground the meaning of
the symbols and, hence, the meaning of language (Glen-
berg & Kaschak, 2002).

In the discussion of Experiment 2, we noted the simi-
larity between our results and those of Kosslyn et al.
(1978). Kosslyn et al. found distance effects in an imagery
task similar to the distance effects noted here. An impor-
tant difference between their work and ours is that we
never asked our participants to engage in imagery; in-
stead, they simply verified whether or not objects had par-
ticular parts. The similarity of the findings in the two stud-
ies supports the proposal that conceptual representation of
objects includes perceptual information (see Barsalou
et al.’s [1999] discussion of instructional equivalence).

Although we interpret these findings in terms of an
embodied theory of cognition, other accounts of the re-
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sults can be developed via theories that eschew percep-
tual information in the representation of knowledge. Of
particular interest here is a class of theories that may be
termed abstract, arbitrary, amodal (AAA) symbol theo-
ries. With this alternative, knowledge is viewed as stored
in symbolic representations that are amodal (i.e., they
are descriptions rather than codes of perceptual infor-
mation), abstract, and arbitrary (i.e., there is no princi-
pled relationship between the symbol and the thing being
represented). The most successful AAA models incor-
porate two levels of representation: a purely symbolic
layer that allows for the performance of cognitive oper-
ations, and a procedural layer that operates on the sym-
bols and informs the symbolic layer on how to operate in
the world.

This kind of AAA theory could, in principle, account
for our data in the following manner. Suppose that the
representation of a car was akin to a structural descrip-
tion (see, e.g., Norman & Rumelhart, 1975; Palmer,
1977). In such a representation, the spatial relations be-
tween the parts are described. For example, the symbol
representing the roof of a car might be connected to sym-
bols representing the windows, and the symbol repre-
senting the wheels would be connected to the symbol
representing the axles. Furthermore, some procedures
might be developed for interrogating the description
(e.g., by following links between the symbols) and other
procedures for using the description to guide action (e.g.,
when examining the wheels, reach down). Thus, when
asked if “trunk” is part of “car” from the perspective of
fueling, the answer comes quickly because in the struc-
tural description there are fewer links between “fuel tank
door” and “trunk” than between “fuel tank door” and
“headlight.” Furthermore, when asked if “wheel” names
a part of a car, the procedures for interacting with a
wheel are activated, thereby facilitating the literal move-
ment of responding in a downward direction, as in Ex-
periment 3.

Although it may be possible to account for our data
using an AAA approach, there are several reasons for
which we believe it is not fruitful to do so (see Glenberg
& Robertson, 2000, for additional arguments). First,
AAA theories rely heavily on prestored knowledge to
perform cognitive operations. As has been discussed at
length elsewhere (see, e.g., Barsalou, 1999b; Dreyfus,
1992), this reliance on prestored knowledge leads to a
problem of combinatorial explosion. To appreciate this
explosion, first note that some parts of a car such as
“back seat” are literally close to the “fuel cap door.” The
reason that reading about fueling a car does not facili-
tate responding to “back seat” is that within the perspec-
tive of fueling a car (e.g., standing outside of the car),
the back seat is functionally removed from the situation.
Might the links in the structural description be functional
rather than spatial? This move makes the problem worse:
There are so many different functional stances in regard
to a car (e.g., fueling, washing, driving, repairing) that it
would be cumbersome (to say the least) to encode all of

the different functional links. That is, one set of func-
tional links would be relevant for fueling, a different set
would be relevant for driving, and a very different set for
selling. In addition, all of these functional links would
have to be associated with different procedures. That is,
from the functional perspective of fueling, the node for
“wheels” is linked to a procedure such as “reach down.”
However, from the functional perspective of examining
a car on a lift, the node for “wheels” would be associated
with procedures for reaching up. The number of sym-
bols, propositions, and procedures required to account
for complex behavior is so prohibitively large (and per-
haps infinite) that it makes the problem of developing an
AAA theory that displays the flexibility of human cog-
nition intractable. Indeed, many researchers in robotics
and artificial intelligence have come to the same con-
clusion and have abandoned this approach to system de-
velopment (Dreyfus, 1992; Nolfi & Floreano, 2000). It
should be recognized, however, that in the field of ro-
botics there are also symbolic procedural, or hybrid,
models that are successful in adapting to a changing en-
vironment with a certain degree of flexibility (Arkin,
1998; Hertzberg, 1999; Mataric, 2001, 2002). However,
the analysis of these models is well beyond the scope of
this paper.

A second reason to favor the embodied approach over
AAA theories comes from neuroscience. Several studies
have shown that language processing involves the re-
cruitment of perceptual and motor areas of the cortex
(Gerlach, Law, & Paulson, 2002; Martin, Haxby, Lalonde,
Wiggs, & Ungerleider, 1995; Martin, Wiggs, Ungerleider,
& Haxby, 1996; Pulvermiiller, 1999). For example, Martin,
Ungerleider and Haxby (2001) reviewed experiments
demonstrating that processing words that name instru-
ments (e.g., hammer, knife) leads to activation of areas in
motor cortex, just as processing vision words (such as the
names of colors) activates areas of visual cortex. It ap-
pears that information from different perceptual modali-
ties shapes processing in all regions of the cortex. On the
other hand, neuroscience has yet to produce any evidence
for something like an AAA symbol-processing system.
Thus, the embodied approach is largely consistent with
what is known about neuroanatomy, whereas the AAA
symbol approach is not. Thus, whereas some AAA the-
ories may be able to provide an explanation for the data
observed in these and other experiments, we believe that
the embodied approach provides a simpler and more psy-
chologically (and neurologically) plausible way to explain
the results.

In conclusion, we have produced the following new
data about conceptual information available from lin-
guistic stimuli: (1) Information about parts of objects is
differentially accessible depending on the perspective
(inside or outside) on the object; (2) within a perspec-
tive, information about parts is differentially available
depending on both the spatial relations among the parts
and the functional relations determined by the perspec-
tive; and (3) one component of the functional informa-



tion is an affordance—that is, how to reach for a part and
interact with it. These findings follow from the view that
conceptual information is used primarily to guide inter-
actions with the world. Theories of conceptual represen-
tation constructed from AAA symbols can be modified
to fit these particular data; however, for reasons of par-
simony and plausibility, these theories are less promising
accounts of the phenomena.
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