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There are several main approaches in rhythm research.
One is concerned with interactions between rhythm and
other dimensions encountered in music. In some studies,
for example, the influence of rhythm on the perception of
melodic structure (Boltz, 1989a, 1989b; Jones & Ralston,
1991; Jones, Summerell, & Marshburn, 1987; Smith &
Cuddy, 1989) or the influence of harmonic structure on the
perception of rhythm (Dawe, Platt, & Racine, 1993, 1994)
has been examined. In another approach, studies have un-
covered instances in which the processing of rhythm and
the processing of melody are co-existent but independent
(e.g., Palmer & Krumhansl, 1987a, 1987b) or are func-
tionally dissociated following brain insult (e.g., Peretz,
1990;Peretz & Kolinsky, 1993). Still anotherapproach has
been concernedwith rhythmic processing per se. Stimulus
patterns vary temporally, unaccompanied by variations in
pitch, timbre, or dynamics. Studies have focused on both
production(Drake, 1993, 1998;Drake & Gérard, 1989;Es-
sens, 1986, 1995; Essens & Povel, 1985; Povel & Essens,
1985; Smith, Cuddy, & Upitis, 1994) and perception
(Bharucha& Pryor, 1986;Handel, 1992,1998;Hirsh, Mon-
ahan, Grant, & Singh, 1990; Monahan & Hirsh, 1990;

Palmer & Krumhansl, 1990; Povel & Essens, 1985; Ross
& Houtsma, 1994). In the present paper, the traditionof the
last approach is followed. We examine discrimination be-
tween two auditorytone patternsdiffering only in their tem-
poral properties.

The patternsmay be describedas figural structures.A fig-
ure consistsof events (here, tones) similar in spectral com-
position and contiguous in time. An event bounded by
silence—an isolated event in the pattern—is also consid-
ered a figure. A simple perceptual code for figural struc-
tures has been proposed, a code that preserves information
about the number of tones in each successive figure and
the number of figures (Bamberger, 1982; Handel, 1992,
1998; Povel & Essens, 1985; Ross & Houtsma, 1994). For
example, a sequence of four figures might be coded 3212,
indicating three tones in the first figure, two in the second
figure, and so on. The duration between tones within a fig-
ure and the duration of the time intervals between figures
are not preserved in the figural code. To establish the code,
it is only necessary to detect a difference between a short
(between tones of a figure) and a long (between figures)
duration.

A number of experimentshave been used to assess listen-
ers’ ability to discriminate between two short auditory pat-
terns differing in figural structure. Discrimination is gener-
ally very high for both infant listeners (Demany, McKenzie,
& Vurpillot, 1977; Thorpe & Trehub, 1989) and adult lis-
teners (Handel, 1998; Ross & Houtsma, 1994, Experi-
ment 1). The perception of auditory figures may represent
an application of general Gestalt grouping principles of
similarity and proximity (Koffka, 1935; Köhler, 1947).

As well as figural organization,however, another source
of information may be available to the listener. The music
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This series of experiments dealt with discrimination between two temporal patterns differing only by
the insertion of an additional silent gap. In Experiment 1, patterns varied in metric and figural structure.
Metric structure is described as the sense of temporal regularity that may occur between subjectively
accented tones. Figural structure is described as the grouping of temporally adjacent tones separated
by silences.Standard patterns were either strongly or weakly metric; comparison patterns differed from
the standards by the insertion of a silence that disrupted either the metric structure alone or both the
metric and the figural structures. Experiment 1 provided support for the roles of both metric and fig-
ural structures and provided support for the clock-induction model of Povel and Essens (1985) as an
account of metric processing. In Experiments 2–4, discrimination of patterns with differing metric
structures but identical figural structures was examined more closely. Rate of presentation of the pat-
terns was varied. Multiple regression indicated that, independent of rate variations, discrimination im-
proved as the absolute (not relative) duration of the silent gap increased. We argue that an additional
timing mechanism, independent of pattern structure, is operative in temporal pattern discrimination.
All the results were replicated across levels of music training of the listeners.



910 HÉBERT AND CUDDY

literature has identifiedanother rhythmic structure, known
as metric structure (e.g., Lerdahl & Jackendoff, 1983).
Metric structure is based on the coding of precise timing
information between successive tones both within and be-
tween f igures and also between nonsuccessive tones.
Moreover, metric structure calls for a concept of temporal
hierarchies in which the timing of successive events is
subservient to the timing of nonsuccessiveevents separated
by longer temporaldurations.For the present paper, this no-
tion will be elaboratedwith reference to the clock-induction
model proposed by Povel and Essens (1985). The clock-
induction model invokes two hierarchic levels. One level
corresponds to the ticks of the clock and defines the per-
ceptual unit; the other corresponds to subdivisions of the
unit. The unit also corresponds to the musical concept of
beat or tactus, regular temporal intervals at which a lis-
tener might clap along with a rhythmic sequence.

According to Povel and Essens (1985), two critical fac-
tors determine the instantiation of the internal clock and
the strength of the clock. The first is the perceptionof sub-
jective accents, the perceptual salience of certain tones
within a sequence of physically identical tones. Isolated
tones, the second tone in a pair of two tones, and the first
and last tones in a group of three or more tones will be
subjectively accented, even in the absence of physical ac-
cents (Povel & Okkerman, 1981). The second factor is the
distribution in time of the subjective accents. Subjective
accents regularly distributed in time will induce a strong
clock whose ticks are synchronized with the accented
tones. If the accented tones are irregularly distributed in
time, ticks of a clock and the accented tones cannot be (or
will be less) synchronized.A weak clock or no clock at all
will be induced. The more frequently the accented tones
coincidewith regular ticksof the clock, the stronger the in-
duced clock. Povel and Essens expressed the total amount
of counterevidence against a clock by the formula C 5
4E0 1 E1. E0 represents the number of silences coincid-
ing with a tick, and E1 represents the number of unac-
cented tones coinciding with a tick. The strongest clocks
are those with the lowest C value; conversely, the weakest
clocksare those with the highest C value. Productionstud-
ies showed that the reproduction of patterns assumed to
induce strong clocks was more accurate than the repro-
duction of those inducing weak clocks (Essens, 1986,
1995; Essens & Povel, 1985; Povel & Essens, 1985).

Ross and Houtsma (1994, Experiment 2) further exam-
ined the role of metric structures in a discrimination ex-
periment.Patterns consistedof randomlyordered sequences
of clicks and silences. Each trial required discrimination
between a standard and a comparison pattern, where the
comparison pattern was either the same as the standard or
included a disruption. The disruption was an additional
silent gap inserted between figures; thus, the figural struc-
ture of the standard pattern was always preserved in the
comparison.Patterns differed in metric strength, however,
according to the measure proposed by Povel and Essens
(1985). Discrimination was found to be more accurate for

patterns assumed to induce a strong clock than for patterns
assumed to induce a weak clock. Ross and Houtsma con-
cluded that strong metric patterns generated a more pre-
cise timing grid than did nonmetric or weakly metric pat-
terns and, hence, yielded better discrimination.

Ross and Houtsma’s (1994) conclusion was challenged
by more recent work by Handel (1998). In Handel’s (1998)
study, comparisonpatterns differed from standard patterns
by the permutation of a click and a silence. This change ei-
ther preserved or modified the figural structures and also
altered the metric strength. As might be expected, Handel
(1998) found figural structure to be a powerful cue. When
the figural structures of the standard and the comparison
patterns differed, discriminationwas very high. When fig-
ural structure was preserved, however, discrimination be-
tween patterns was at chance. This performance failure
when figural structure was preserved is an indication that
the timing between figures was not encoded.Also, whether
or not figural structures differed, there was little evidence
of metric strength.Metric strength affected discrimination
under only two conditions, and then only weakly so—
when an external pulse was added to enhancemetric struc-
ture and when the standard pattern contained a strong
meter and the comparison a weaker meter. This severely
limited role of metric structure led Handel (1998) to ques-
tion the applicationof the musical concept of meter to dis-
crimination tasks.

Thus, Handel’s (1998) conclusion, that timing between
figures is generally unavailable, contrasts with the results
of Ross and Houtsma (1994) and with the view of Povel
and Essens (1985). Our series of experiments, therefore,
returns to the assessment of the role of metric structure in
auditorypattern discrimination.Empirical support in favor
of the role of metric, as well as figural, structures is gath-
ered in Experiment 1. We provide evidence that listeners
do process timing between figures (i.e., between groups of
tones) and that a strong clock facilitates processing. Ac-
cordingly, Experiments 2–4 pursue the findings further.
We ask, first, a procedural question:whether the evidence
of timing between figures is restricted to the use of the
same tempo (rate of presentation) throughout the experi-
ment. We report that it is not so restricted. Second, we ask
whether the timing between figures is measured in subdi-
visions of the clock unit. We report that it is not. Rather,
we propose that an absolute context-free timing mecha-
nism is engaged along with the context-dependentmech-
anism that determines metric strength.

EXPERIMENT 1

In Experiment1, listeners were asked to discriminatebe-
tween a standard and a comparison pattern. Each standard
pattern was expected to induce either a strong or a weak
clock (Povel& Essens, 1985).Each comparisonpatternwas
either the same as or different from the standard. If differ-
ent, a silence was added so that the figural structure was
changed (hereafter, called disruption within, because the
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disruption was inserted within figures) or left unchanged
(hereafter, called disruption between, because the disrup-
tion was inserted between two figures).

If metric structure facilitates the processingof timing in-
formation, we would expect a definite and overall influ-
ence of clock strength on discrimination. In particular,
given the results of Ross and Houtsma (1994), the effect
of clock strength shouldhold where the patterns to be com-
pared have identical figural structures. However, if only
figural structure is relevant for discrimination,as Handel’s
findings (1998) would suggest, only patterns with dif-
ferent figural structures will be discriminated.Comparison
patterns with a disruption between figures should be un-
distinguishable from standard patterns—that is, perfor-
mance should be at or near chance in the disruption-
between condition.

Method
Listeners . The listeners were 12 women and 4 men from the uni-

versity community, with a mean age of 26.6 years (range, 18–47).
They either received participation credit for an introductory psy-
chology course or were paid for their services. They were recruited
for “an experiment in rhythm perception,” without mention of music
training or other prerequisites. The music background of each listener,
however, was obtained after the experimental session and was scored
as follows: One point was given for each Royal Conservatory (or equiv-
alent) grade achieved, and half a point for each year of any other
type of musical training. Music training points for this experiment
averaged 3.3 (range, 0–14). All the listeners self-reported normal
hearing.

Apparatus. FM-synthesized sounds were generated by a Yamaha
TX81Z synthesizer. The “hand-drum” timbre was selected from the
preset factory voices. The perceived pitch of the hand-drum corre-
sponded approximately to middle C (F0 5 262 Hz). The amplitude
envelope of each sound had a steep rise time of 10 msec, followed
by a gradual negative exponential decay. All the sounds had the same
intensity with no physical accents. The sounds were delivered
through Monitor Audio TR-159 speakers located in a sound-isolated
testing booth. Presentation and data collection were controlled by a
IBM-compatible computer running MIDILAB (Todd, Boltz, &
Jones, 1989).

Patterns. The standard patterns were the 10 patterns shown in
Figure 1. Column 1 provides the category numbers and the pattern
numbers from Povel and Essens (1985, Table 2, p. 423). Column 2
provides the intervals contained in each pattern. An interval is de-
fined as the onset-to-onset duration between successive events. In-
tervals are numbered 1, 2, 3, and 4. Interval 1 was 200 msec, as in
Povel and Essens; Intervals 2, 3, and 4 were 400, 600, and 800 msec,
respectively. Each of the 10 patterns has a different permutation of
the same set of four different intervals—111112234. In column 3,
patterns are represented on a time axis, with each vertical line rep-
resenting an event onset. Each dot represents a silence of 200 msec.
In this representation, successive vertical lines that are spatially
proximate are the figural groups. Ellipses in the first pattern of each
category indicate the groups.

Above the event onsets in column 3 of Figure 1, the symbol > in-
dicates the predicted locations of subjective accents. The horizontal
line underneath each temporal pattern represents the “best” internal
clock and its ticks. Each of these clocks was selected over other pos-
sible clocks because it minimizes the C value. The top five patterns
in the figure are patterns that fit best with a clock that ticks at regu-
lar intervals of 800 msec. Ticks of the clocks coincide exactly with
subjective accents. These five patterns should thus induce a strong

clock, the strongest clock among Povel and Essens’s (1985) patterns,
with a C value of zero. The bottom five patterns do not fit a regular
clock. Ticks of the clock sometimes coincide with silences or with
unaccented events. These patterns are thus expected to induce a weak
(or no) clock and are the weakest clocks among Povel and Essens’s
patterns, with a C value of 6.1 The classif ication of strong- and
weak-clock patterns was verified by an alternative analysis (see the
Appendix).

Procedure. A trial consisted of the presentation of 1 of the 10
patterns repeated once without interruption, followed by a pause,
followed by a comparison pattern, also repeated once. The pause be-
tween the standard and the comparison patterns was equal to the du-
ration of 2.5 intervals. A block consisted of 30 trials (10 standard
patterns 3 3 comparison patterns) randomly ordered, with the con-
straint that no 2 trials with the identical standard pattern could occur
in succession. Two blocks of trials, out of a possibility of eight differ-
ent blocks, were selected randomly for each listener, with the restric-
tion that each block would be selected twice across the 16 partici-
pants.

In the same condition, the comparison pattern was identical to the
standard. The different conditions involved an added silence that was
placed either within a group of tones (disruption-within condition)
or between two groups of tones (disruption-betwee n condition). In the
disruption-within condition, an interval of 200-msec duration, ran-
domly selected, was lengthened to 400 msec. In the disruption-between
condition, an interval of 600 msec was lengthened to 800 msec. Dif-
ferent comparison patterns were always weak-clock patterns.

Practice trials preceding the experimental trials followed the same
procedure as the experimental trials. Standard patterns for these tri-
als were patterns in Povel and Essens (1985, Table 2) that repre-
sented moderately strong clocks.

Trials were presented at a comfortable listening level. The listen-
ers were instructed to judge whether the two patterns in each trial
were same or different and to input their response by pressing one of
two keys on the computer keyboard. After each response was en-
tered, the message “correct” or “incorrect” appeared on the monitor
screen for 2 sec. After a 1-sec pause, the next trial began.

Results and Discussion
There were six experimental conditions: three levels of

type of comparison (same, disruption within, and disrup-
tion between) crossed with two levels of clock strength of
the standard pattern (strong and weak). The proportionsof
different responses for each listener and each condition
were used to derive d¢ scores from the tables of signal de-
tection theory (Green & Swets, 1966). Hits were defined
as a correct different response to a different comparison
pattern. False alarms were defined as an incorrect differ-
ent response to a same comparison pattern. Proportions of
0 and 1 were adjusted by converting 0 proportions to 1/
(2N ) and 1 proportions to 1.5N (Macmillan & Kaplan,
1985). Each listener yielded four d¢ scores, one for each
combinationof different comparison conditionsand clock
strength. The mean d¢ scores are given in Table 1A.

Table 1A shows that the disruption-within condition
yielded higher scores than the disruption-between condi-
tion [F(1,15) 5 40.65, MSe 5 0.40, p < .001]. As well,
scores were higher overall for strong-clock than for weak-
clock patterns [F(1,15) 5 17.84, MSe 5 0.49, p < .002].
Scores for the weak-clock, disruption-between condition
were significantly higher than chance [d¢ 5 0.0; t (15) 5
2.94, p < .02]. The interaction between comparison con-
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dition and clock strength was not significant [F(1,15) 5
1.43, MSe 5 0.18, p > .25].

The general clock effect obtained here extends previ-
ous work with performance (Povel & Essens, 1985) to a
different paradigm—discrimination. It also extends the
findings of Ross and Houtsma (1994, Experiment 2) to
patterns for which different figural structures are com-
pared. Thus, it may be concluded that metric structure in-
fluenced discrimination whether or not a figural strategy
could also be employed.An account involvingfigural cod-

ing of the groups of events exclusively (Handel, 1998) is
not supported by the present data.

The above conclusion did not appear to be restricted to
the musically trained listeners. Correlations between
music training points and d¢ scores were not significant
for either disruption-within trials [r(14) 5 .35, p > .05] or
disruption-between trials [r(14) 5. 44, p > .05].

The effect of metric structure and the sensitivity of lis-
teners, in general, to the timingbetween figures are the most
important findings of the experiment. Experiments 2–4

Figure 1. The 10 standard patterns used in the experiments (after Povel & Essens, 1985).
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pursue further questions regarding the findingsfor the con-
dition in which figural strategies cannot be employed—
the disruption-between condition.

Replication
Before turning to the next experiment, we briefly report

the results of a replicationof Experiment1, conductedwith-
out feedback. Handel (1998) did not provide feedback, and
he suggested that the absence of feedback might be respon-
sible for the lack of discrimination he found between dif-
ferent rhythms with the same figural structures. Because
figural structure is a rather prominent feature of temporal
patterns, listenerswithout feedback could have interpreted
Handel’s (1998) task as one requiring only figural coding.
Moreover, they could have inferred (incorrectly) that their
strategy was adequate.

Sixteen participantswere tested in our replicationwith-
out feedback. Mean d¢ scores are given in Table 1B, which
shows trends similar to those of Table 1A. The disruption-
within condition yielded higher scores than did the
disruption-between condition[F(1,15)5 32.40,MSe 5 0.86,
p < .001]. However, although scores were higher overall
for strong-clock than for weak-clock patterns, the differ-
ence did not reach significance [F(1,15) 5 3.16, MSe 5
0.79, p < .10]. Scores for the weak-clock, disruption-
between condition were not significantly higher than
chance [t (15) 5 1.38, p 5 .19]. The interaction between
comparison condition and clock strength was not signifi-
cant [F(1,15) 5 1.34, MSe 5 0.18, p > .25].

Inspection of the replicationdata and the error terms in-
dicated that listener variability in the replication was
greater than that in the main experiment. It may also be
noted that scores in the replication experiment were lower
than those in the main experiment.An analysis combining
both experiments revealed that the difference between the
two groups of listeners was not significant [F(1,30) 5
2.29, MSe 5 2.56, p 5 .14], nor were any interactions in-
volving experiments significant.

We argue that, not surprisingly, the presence or absence
of feedback influencesresponse strategy. With no feedback,
response strategies may be less consistent. Thus, for the
replication, individualdifferences were greater, statistical
power less, and evidence of a clock effect less reliable.
The overall picture across the main experiment and the
replication, however, is that the data trends are similar.
Thus, absence of feedback alone does not appear to pro-
vide a complete account of Handel’s (1998) data. We re-
turn to this issue at a later point.

EXPERIMENT 2

The primary purpose of Experiment 2 was methodolog-
ical. In Experiment 1, it appeared that listeners were sen-
sitive to metric structure. However, it may be questioned
whether the pick-up of timing information for weak-clock
patterns was dependenton or facilitated by a constant pre-
sentation rate for all patterns. Possibly, the metric structure
of strong-clock patterns instantiated a regular beat that
carried over to weak-clock patterns. In Experiment 2, each
trial was presented at one of three different presentation
rates.

For the three presentation rates, the smallest interval be-
tween toneswas 150,200, and 267 msec, respectively. Thus,
the time between clock ticks was 600, 800, and 1,068 msec,
respectively—values that lie within the estimated range of
200 msec to 1.4 sec for spontaneous or preferred tempos
for rhythmic patterns (Handel, 1989, p. 385). The total du-
ration of the standard pattern was 2.4, 3.2, and 4.3 sec,
respectively—values that fall within the estimated range of
2–5 sec duration for auditory sensory memory and rhyth-
mic patterns typically found in music (Krumhansl, 2000).

Method
Listeners. The listeners were 12 women and 6 men with a mean

age of 18.9 years (range, 17–20). Music training points averaged 4.0
(range, 0–9).

Procedure. The procedure was similar to that in Experiment 1, but
the design was altered as follows. Each trial (standard and compar-
ison patterns) was presented at one of three different presentation
rates. Interval 1 was set at 150, 200, or 267 msec, respectively, for the
three rates, and the remaining intervals at whole-number multiples
of Interval 1. The duration of disruption for the disruption-between
condition was equal to Interval 1 for each of the three different rates.
Thus, the disruption was 150, 200, and 267 msec for the 150-, 200-,
and 267-msec presentation rates, respectively.

Only two, rather than three, comparison conditions were included
in the design—same and disruption between. There were 60 exper-
imental trials for each listener, resulting from the factorial combi-
nation of 10 patterns 3 3 presentation rates 3 2 comparison condi-
tions. Twelve disruption-within trials (4 disruption-within trials at
each presentation rate, 2 for each clock strength) were included to
encourage listeners to attend to the entire pattern.2

The 72 trials were split into two blocks of 36 trials each. Six dif-
ferent random orders were created for each block, with the constraint
that no more than 2 trials with the same standard patterns and no
more than 3 trials with the patterns having the same presentation rate
could occur in succession.

Results and Discussion
The data were scored and analyzed in the same manner

as in the previous experiment. Hits and false alarms were
calculated separately for the three presentation rates.

Table 1A
Mean d ¢ Scores for Experiment 1

Clock Strength

Comparison Condition Strong Weak Mean

Disruption within 2.54 1.94 2.24
Disruption between 1.66 0.80 1.23
Mean 2.10 1.37

Table 1B
Mean d ¢ Scores for Replication: Experiment 1

Clock Strength

Comparison Condition Strong Weak Mean

Disruption within 2.10 1.83 1.97
Disruption between 0.91 0.39 0.65
Mean 1.51 1.11
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Table 2 displays mean d¢ scores for the two levels of
clock strength and the three presentation rates. Discrimi-
nation scores were higher for strong- than for weak-clock
patterns [F(1,17) 5 10.29, MSe 5 1.14, p < .006]. Dis-
criminationimprovedas presentationrate slowed [F(2,34) 5
19.81,MSe 5 0.58, p < .001]. The interactionwas also sig-
nificant [F(2,34) 5 4.14, MSe 5 0.49, p < .03]. Post hoc
analyses revealed that the clock effect was significantly
smaller at the fastest presentation rate.

The mean d¢ scores for the weak-clock patterns at the
200- and 267-msec presentation rates, but not at the 150-
msec presentation rate, were significantly greater than
chance [for the 200-msec rate, t (17) 52.14, p < .05; for
the 267-msec rate, t (17) 5 4.53, p < .001]. The correlation
between listeners’ music training points and d¢ scores was
not significant [r (16) 5 .04, n.s.].

The results of this experiment replicated the clock ef-
fect found in the first experiment. Moreover, they showed
that evidence for the availability of timing information in
weak-clock patterns was not restricted to the use of a sin-
gle presentation rate across trials. An unexpected finding
was that discrimination improved as presentation rate
slowed. However, the slowing of the presentation rate was
accompanied by an increase in the duration of the disrup-
tion. Assessing the role of each of the two factors was our
motive in the last two experiments.

EXPERIMENT 3

In Experiment 3, we again examined the effect of presen-
tation rate but kept the durationof the disruption constant.
If the improvement that occurred in Experiment 2 as the
rate slowed was due only to the manipulationof presenta-
tion rate, the improvement should be replicated in Exper-
iment 3. If, however, the improvement in Experiment 2
was due to the increase in the absolute duration of the dis-
ruption, there should be no effect of presentation rate in
Experiment 3.

Method
Listeners . Listeners were 15 women and 3 men with a mean age

of 19.2 years (range, 18–21). Music training points averaged 3.3
(range, 0–10).

Procedure. The procedure was similar to that in Experiment 2.
The only difference was that the duration of the disruption was
200 msec, constant across presentation rates.

Results and Discussion
The data were scored and analyzed in the same manner

as in the previous experiment.

Table 3 displays the mean d¢ scores for each of the two
levels of clock strength and each of the three presentation
rates. The clock effect was replicated [F(1,17) 5 21.06,
MSe 5 1.14, p < .001]. Although they showed a slight in-
crease over 150, 200, and 267 msec, the mean scores for
the three different rates were not significantly different
[F(2,34) 5 2.03, MSe 5 0.79, p > .15]. The interactionbe-
tween clock and presentation rate did not reach conven-
tional levels of significance [F(2,34) 5 2.91, MSe 5 0.41,
p < .07].

The mean d¢ scores for the weak-clock patterns at the
200- and 267-msec presentation rates, but not at the 150-
msec presentation rate, were significantly greater than
chance [for the 200-msec rate, t (17) 52.89, p < .01; for
the 267-msec rate, t (17) 5 4.41, p < .005]. Finally, the
correlationbetween listeners’music training points and d¢
score was not significant [r(16) 5 .29, p > .05].

The results show that for a constant duration of the dis-
ruption, the effect of presentation rate was greatly weak-
ened. Weak-clock patterns tended to benefit more than
strong-clock patterns from the slowing of presentation
rate, but not to a significant degree. Thus, the absolutedu-
ration of the disruption, not presentation rate, appeared to
be the main factor governing discrimination accuracy. In
other words, the relative duration of the disruption—that
is, the percentage of the duration of the disruption, relative
to the duration of Interval 1—cannot be invoked to ac-
count for the data in both Experiments 2 and 3. In Exper-
iment 2, the percentage for the three presentation rates
was constant at 100%; in Experiment 3, it was 125%,
100%, and 75%, for the 150-, 200-, and 267-msec rates,
respectively.

EXPERIMENT 4

In Experiment 4, the duration of the disruption was set
in opposition to the presentation rate. The duration of the
disruption was reversed for the fast and slow presentation
rates so that the disruption was shorter as the rate slowed.
If absolute duration of the disruption governs discrimina-
tion accuracy, performance should be best for the fast pre-
sentation rate. In other words, the direction of the effect of
presentation rate found in Experiment 2 should be re-
versed.

Method
Listeners. The listeners were 8 women and 10 men with a mean

age of 20.6 years (range, 18–35). Music training points averaged
2.7 (range, 0–8).

Table 2
Mean d ¢ Scores for Experiment 2

Clock Strength

Comparison Condition Strong Weak Mean

150-msec rate 0.46 0.35 0.41
200-msec rate 1.58 0.62 1.10
267-msec rate 1.98 1.07 1.53
Mean 1.34 0.68

Table 3
Mean d ¢ Scores for Experiment 3

Clock Strength

Comparison Condition Strong Weak Mean

150-msec rate 1.69 0.34 1.02
200-msec rate 1.64 0.98 1.31
267-msec rate 1.83 1.01 1.42
Mean 1.72 0.78
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Procedure. The procedure was similar to that in Experiment 2,
except that the duration of the disruption for the disruption-between
condition was reversed for the fast and slow presentation rates. Thus,
the disruption was 267 and 150 msec for the 150- and 267-msec
rates, respectively. The disruption was left unchanged at 200 msec
for the 200-msec rate.

Results and Discussion
Table 4 displays mean d¢ scores for the two levels of

clock strength and each of the three presentation rates.
The effect of presentation rate was significant [F(2,34) 5
13.93, MSe 5 0.51, p < .001], but in this experiment, per-
formance worsened as the rate slowed (and the durationof
the disruption decreased). The analysis again yielded a
significant effect of clock [F(1,17) 5 17.14, MSe 5 1.18,
p , .001]. The interactionbetween clock and presentation
rate was not significant (F , 1).

The mean d¢ scores for the weak-clock patterns at the
150- and 200-msec presentation rates, but not at the 267-

msec presentation rate, were significantly greater than
chance [for the 150-msec rate, t (17) 5 4.78, p , .001; for
the 200-msec rate, t (17) 5 4.22, p , .001]. Finally, the
correlationbetween listeners’music training points and d¢
scores was not significant [r(16) 5 2.16, p . .05].

Further analyses were conducted to verify the reliabil-
ity of the findings regarding presentationrate and absolute
duration of the disruption across experiments. First, a
standardized value was obtainedfor the one condition that
was constant across Experiments 1–4, the 200-msec rate
with a 200-msec disruption. No difference in the mean
values across the four experiments was found (F , 1,
MSe 5 2.27). The overall mean d¢ score for this condition,
across levels of clock strength, was 1.33. For purposes of
visual display (Figure 2) all the results were adjusted with
respect to the overall mean, thus eliminating (nonsignifi-
cant) level differences among the experiments. Figure 2
displays this adjusted d¢ for each one of the three disrup-
tion durations for each of the three presentation rates av-
eraged across clocks. There is a monotonic relationshipbe-
tween discrimination and disruption duration, showing
that discrimination improved as the absolute duration of
the disruption increased.

Also, Figure 2 shows how the data obtained by Ross
and Houtsma (1994) and Handel (1998) fit neatly with the
projected relationship.Ross and Houtsma employeda dis-
ruption of 250 msec. The obtained d¢ of 1.55 (averaged
across clock strength) lies between our estimates for 200

Table 4
Mean d ¢ Scores for Experiment 4

Clock Strength

Comparison Condition Strong Weak Mean

150-msec rate 2.15 1.46 1.81
200-msec rate 2.13 1.18 1.66
267-msec rate 1.32 0.38 0.85
Mean 1.87 1.01

Figure 2. Adjusted d ¢ values for each of the three disruption durations for
each of the three presentation rates, averaged across clocks. The X mark at
250 msec represents Ross and Houtsma’s (1994) actual d ¢ value. The X mark
at 133 msec represents Handel’s (1998) projected d ¢ value (at chance).
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and 267 msec. Handel’s (1998) procedure used intervals
of 133 msec; disruption involved the shifting of one tone
by one interval. The chance performance that Handel
(1998) obtained for disruption between (estimated in Fig-
ure 2 as d¢ 5 0.0) is quite reasonably in line with the rela-
tionship.

A multiple regression was conducted to test three pre-
dictor variables (clock strength, presentation rate, and du-
ration of disruption) against discrimination performance
across experiments. There were 20 values for each vari-
able, 2 from Experiment 1 (disruptionbetween, strong and
weak clock), and 6 from each of Experiments 2, 3, and 4.
Experiment (rather than subjects) thus becomes the new
random factor. The regression was conducted on both the
original and the adjusted d¢ (Figure 2) with similar out-
comes. Table 5 presents the results of the regression analy-
sis on the original. Two predictors, clock strength and du-
ration of disruption, yielded a significant contribution;
presentation rate did not.

Experiments 2–4, therefore, confirmed that the effect
of clock strength holds across variations in presentation
rate. In addition, timing information is preserved between
figures even if clock strength is weak. An unexpectedfind-
ing was that discrimination appears to reference absolute
time, not relative time, such as the beat rate established by
the clock.

Finally, in order to increase the power of the correlation
between music training points and performance, we ran
an overall correlation for all the experiments. The corre-
lations were non significant, with r(68) 5 .06, p 5 .62
and r(68) 5 .15, p 5 .23 for strong-clock and weak-clock
patterns, respectively.

GENERAL DISCUSSION

This series of experiments dealt with how listeners dis-
criminate between two temporal patterns differing by the
insertion of an additional silent gap. We will summarize
three major issues. First, we addressed the question of
whether discrimination involved only one perceptual
structure—figural grouping—or a second structure based
on metric timing. Consistent with the existing literature,
patterns with different figural structures were more easily
discriminated than patterns with identical figural struc-
tures (Handel, 1998; Ross & Houtsma, 1994, Experi-
ment 1). In addition, patterns assumed to induce a strong
meter were easier to discriminate than nonmetricor weakly
metric patterns. This latter finding is consistent with pre-
vious results involving pattern discrimination (Ross &

Houtsma, 1994, Experiment 2) and pattern reproduction
(Essens, 1986; Povel & Essens, 1985). It is not consistent,
however, with findings by Handel (1998), who reported
little or no role of metric structure in temporal discrimi-
nation.

Next, we addressed the discrepancy between our results
and those of Handel (1998). One difference between our
procedure and that of Handel (1998) was that we provided
feedback to the listeners, whereas he did not. In a replica-
tion study, in which feedback was withdrawn, we found
greater variability in listener performance but found the
same trends in the data implicatingmetric structure. In the
light of our findings in Experiments 2–4, we suggest that
a more likely account of the discrepancybetween our data
and Handel’s (1998) involves differences in the absolute
size of the silent gap to be detected. The size of the gap in
Handel’s (1998) task may have been subthreshold for pre-
cise timing of the gap to be processed (see Figure 2). By
subthreshold, we do not refer to threshold values for dis-
crimination between two durations (values that Handel,
1998, clearly exceeded). Rather, the threshold referred to
here is timing within a temporal pattern.

Third, Experiments 2–4 reveal the operation of an ab-
solute timing mechanism in addition to the structure-
dependentmechanism of meter. The clock effect, although
present in all the experiments, could not account for how
pattern discrimination varied with the duration of the ad-
ditional silent gap under different presentation rates. Ac-
cording to the definition of the internal clock, clock ticks
speed up or slow down with an increase or decrease in pre-
sentation rate. Therefore, a disruption equal in duration to
the presentationrate occupies a constant proportionof the
time between clock ticks. In other words, independent of
presentation rate, the relative disruption is constant. Dis-
crimination under such conditions,however, was not con-
stant (Experiment 2). Discrimination varied with the ab-
solute durationof the disruptionand approacheda constant
value when the change was constant in absolute time (Ex-
periment 3).

This new finding fits nicely with recent findings that
memory for musical features has absolute, as well as rel-
ative, components. Music has always been regarded as a
highly relational domain with respect to pitch, time, and
timbre information.Listeners were thought to encode only
the relative pitch (intervals) and time (relative durationval-
ues) information of a musical pattern, and this long-term
mental code would not even retain timbre (instrument on
which the musical pattern was played). Even though it is
undoubtedly the case that relative information about mu-
sical tunes can be retrieved, recent work has shown that
long-term auditory memory for musical recordings also
contains absolute information about pitch (Levitin, 1994),
tempo (Levitin & Cook, 1996), and timbre (Schellenberg,
Iverson, & McKinnon, 1999). The results of our study,
showing the presence of an absolute code for timing in-
formation, suggest a perceptual substrate for the absolute
coding of musical tempo (Levitin & Cook, 1996).

The notion that there is an absolute timekeeper for mu-
sical patternshas been supportedby Clarke and Krumhansl

Table 5
A Summary of the Multiple Regression Analysis

With Clock, Presentation Rate, and Absolute Duration
of Disruption as Predictors

Predictor b t p

Clock .702 6.20 .001
Presentation rate 2.091 20.80 .433
Duration of disruption .548 4.82 .001

Note—Overall model, R 5 .89; F(3,16) 5 20.63, p , .001.
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(1990). Their study obtained indirect and direct estimates
of the duration of musical segments varying in structural
qualities, such as musical complexity and completeness.
Listeners (performing musicians) producedveridical time
estimates unaffected by the structural quality of the ex-
cerpt. Clarke and Krumhansl speculated that this sense of
absolute time might be specific to the highly trained pop-
ulation sampled in their experiments. They noted that per-
forming musicians have learned to maintain a steady
tempo despite variations in the structural quality of the
music. Our data suggest that the sense of absolute time
may be invoked for pattern discrimination by listeners
without specialized training.

Nonmusical tasks also provide support in favor of the
encoding of absolute time by untrained listeners. Ivry and
Hazeltine (1995) found evidence for a common, and ab-
solute, timing mechanism operative in both the perception
and the production (i.e., tapping) of temporal intervals
ranging from 325 to 500 msec. The tasks involved either
two events or a series of events. Therefore, the absolute
timing mechanism may be invoked in a variety of tempo-
ral tasks.

The absolute clock can also be considered from a bio-
logical perspective. Two subcortical structures have been
suggested to play a critical role in the timing of both
movement and perception—that is, the cerebellum and the
basal ganglia (Ivry, 1996). We recently documented the
case of a dyslexic adult who had a deficit in using the ab-
solute clock in a task involving discrimination of simple
temporal intervals shorter than 1 sec (Rousseau, Hébert,
& Cuddy, 2001). Other recent evidence has also shown
that a deficit in (absolute) time estimation is observable in
dyslexia, for tasks highly sensitive to cerebellar involve-
ment (Nicolson, Fawcett, & Dean, 1995). Failure to engage
absolute clock timing could, therefore, be associated with
developmental dyslexia. The role of the absolute clock in
such functional deficits could be examined more closely
in future studies.

In summary, discrimination of temporal patterns put
into play several types of mechanisms. One such mecha-
nism relies on how close in temporal proximity the tones
are. Sensitivity to figural structure is immediate and easy
and is present in 3-month-old infants (Demany et al.,
1977). Another mechanism involves timing that is depen-
dent on the instantiationof an internal clock, or a sense of
metric structure. It is likely that sensitivity to meter is ac-
quired implicitly through exposure to music (e.g., Drake,
1998), as is argued to be the case for sensitivity to tonal-
ity (Krumhansl, 1990; Tillmann, Bharucha, & Bigand,
2000). Formal musical training is not required. Further-
more, sensitivity to the hierarchical structure of meter may
involve different brain mechanisms from those involved
with figural grouping (Liégeois-Chauvel, Peretz, Babaï,
Laguitton, & Chauvel, 1998; Peretz, 1990) or nonhierar-
chical structures (Sakai et al., 1999). Finally, a separate
context-independent mechanism involves a real-time
clock, measuring absolute time. Both metric and absolute
mechanisms can co-occur, such as with strongly metric
patterns. Where context does not favor a strong internal

meter, the context-independent timing mechanism re-
mains an available resource for discrimination.
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NOTES

1. Patterns were repeated once—that is, the onset from the first tone
to the first tone of the repetition was 16 intervals. The total interval du-

ration of each pattern was divisible by 4, not by 3, thus facilitating the
four-beat clock (Povel & Essens, 1985).

2. Detection of disruptions within figures, in this and subsequent ex-
periments, was near ceiling. Thus, the insertion of disruption-within tri-
als fulfilled its purpose—to verify that listeners were attending to the en-
tire pattern.

APPENDIX

The alternative analysis was motivated by a study by Palmer
and Krumhansl (1990), who showed, for a sample of Western-
harmonic compositional styles, that the notated meter (i.e., 2/4,
3/4, 4/4, and 6/8) was supported by the temporal distribution of
eventsin themusic.The authorsargued that statisticalregularity—
here, the frequencyof occurrenceof events at differentpoints of
time—is a cue to perceptual structure. As well, statistical regu-
larity may become internalizedas a mental representation,guid-
ing future expectationof events.

Palmer and Krumhansl (1990) divided musical bars into tem-
poral locations representing the smallest subdivision of dura-
tions. Next, the frequencyof events at each location was tallied.
The frequencydistributionacross locationsshowed a regularpe-
riodicity that dependedon the meter. These periodic components
correspondedto a music-theoreticanalysis of the relativemetric
strength of successive temporal events within a bar (Lerdahl &
Jackendoff,1983).

The patterns in the present experiment (Figure 1) may be
treated as four beats of a 4/4 bar with 16 subdivisions.Accord-
ing to the frequency distributions of Palmer and Krumhansl
(1990), an event may be strongly expected to occur on the first
position, followed by the fifth, the ninth, and then the thirteenth
positions—the musical beats within the bar. Events between the
beats are expected less, although the half-beat, represented by
positions three, seven, eleven, and fifteen, are expected more
than the remaining subdivisions of the beat. According to Ler-
dahl and Jackendoff (1983), the weights for metric accent
strength of the 16 positions are 5–1–2–1–3–1–2–1–4–1–2–1–
3–1–2–1.

It can be shown that each pattern categorizedby Povel and Es-
sens (1985) as a strong clock has an event (tone) on each of the
four musical beats, as defined above, and consistently fewer
events on each of the subdivisions of the beats. Tallied across
patterns, the frequency distribution is 5–2–4–3–5–1–4–4–
5–1–2–4–5–0–0–0. The correlationbetween the frequencydis-
tribution and the music-theoretic prediction is significant
[r (14) 5 .63, p , .01]. Each pattern classified as a weak clock
does not consistentlyhave an event on all the musical beats, nor
are there consistentlyfewer eventson each of the subdivisionsof
the beats. Tallied across patterns, the frequency distribution is
5–4–3–4–1–3–5–4–1–4–5–1–5–0–0–0. The correlation be-
tween the frequencydistributionand the music-theoreticpredic-
tion is not significant [r(14) 5 .16]. Thus, the distribution of
events supports either a strong or a weak clock in a manner con-
sistent with Povel and Essens.

It is beyond the focus of this paper to explore distinctionsbe-
tween variousproposalsfor the extractionof meter from a sound
sequence. It is sufficient to note that the coding model of Povel
and Essens (1985), the representational account of Palmer and
Krumhansl (1990), and the music-theoretic analysis of Lerdahl
and Jackendoff(1983) convergeon the validityof the concept of
clock strength.
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