
Attention enhances the processing of selected visual 
information. A fundamental capacity of visual attention 
is that it can be concurrently allocated to multiple objects 
or locations (e.g., Castiello & Umiltà, 1992; Kramer & 
Hahn, 1995; McMains & Somers, 2004). However, the 
mechanism(s) underlying this ability have been the topic 
of substantial debate. Among the contested aspects are 
very fundamental questions, including the maximum 
number of attentional foci that can be maintained (e.g., 
Alvarez & Cavanagh, 2005) and the limits on their spatial 
resolution (e.g., Gobell, Tseng, & Sperling, 2004; Intrili-
gator & Cavanagh, 2001), the degree to which these foci 
are independent (e.g., Yantis, 1992), and the flexibility 
with which attention can be allocated to the different 
foci (e.g., Castiello & Umiltà, 1992; McCormick, Klein, 
& Johnston, 1998). Furthermore, it remains  disputed 
whether attention is divided over locations, objects, or 

features (e.g., Bichot, Cave, & Pashler, 1999; Scholl, 
Pylyshyn, & Feldman, 2001) and how the spatiotemporal 
properties of attentional allocation to multiple foci are 
best understood (e.g., Kramer & Hahn, 1995; VanRul-
len, Carlson, & Cavanagh, 2007; Wolfe, 1998). To date, 
no single theoretical framework of divided attention has 
been able to incorporate all the lines of evidence provided 
by the wide range of experimental paradigms with which 
it has been studied.

Stages of Visual Processing:  
Monitoring Versus Access

Attention can be divided into (at least) two stages of 
visual processing (Pashler, 1998). In general, accounts 
of perception and attention distinguish between an early 
preattentive system in which a limited subset of visual fea-
tures (such as color, orientation, etc.) are processed rap-
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tion in models of feature binding (e.g., Treisman & Gelade, 
1980), in attentive tracking (Cavanagh, 1992; Pylyshyn & 
Storm, 1988), and in explanations of change blindness phe-
nomena (e.g., Rensink, O’Regan, & Clark, 1997). In this 
role, attention maintains pointers to locations in the visual 
field, passing on information from the selected locations 
while discarding information from other locations (Huang 
& Pashler, 2007). Reducing the attentional resources avail-
able to carry out selection might cause visual features in a 
scene to become unbound or bound incorrectly (as in the 
case of illusory conjunctions; Treisman & Gelade, 1980) 
or to be encoded or represented with lower fidelity. Targets 
might be confused with distractors or simply fail to reach 
awareness at all (Rensink et al., 1997). Failures of selection 
are therefore more likely to be evident as perceptual errors 
than as systematic increases in processing time. Accord-
ingly, in terms of selection, the cost of dividing attention 
can be expected to manifest as a precision cost.

As Huang and Pashler (2007) noted, failing to make 
this distinction explicit has the potential to generate con-
fusion. An unattended item is perceived relatively late in a 
cuing task but is not perceived at all in a change blindness 
task. We can obviously perceive the relative positions of 
two spatially separate objects, which requires attention 
at each location in the selection sense. Nonetheless, the 
question of whether the presence of attention can be dem-
onstrated (in terms of optimization) at similarly separated 
locations has seen considerable study (e.g., Awh & Pash-
ler, 2000; Castiello & Umiltà, 1992; Kramer & Hahn, 
1995). Importantly, in many experimental paradigms, the 
two mechanisms are confounded by a speed–accuracy 
trade-off. Under time-limited conditions, processing de-
lays will result in failures to access the target on time, 
resulting in reduced accuracy. Conversely, in the absence 
of such a time limit, selection of a (static) stimulus can be 
reattempted at a cost to reaction time. In this way, time and 
precision costs that are, in principle, dissociable and likely 
to be the result of distinct attentional mechanisms become 
lost in a general performance measure. Therefore, in order 
to develop a general model of divided attention, we need 
an experimental paradigm in which time and precision 
costs can be independently estimated.

Timing Divided Attention
The costs and limits of dividing attention will clearly 

depend on both the level of visual processing at which at-
tention is divided (monitoring or access) and which func-
tional role of attention is under consideration (optimization 
or selection). Here, we present a series of psychophysical 
experiments in which we probed the costs of dividing at-
tention both when attention was divided during monitoring 
and when it was divided during access. In addition, within 
one paradigm, we simultaneously probed the costs of divid-
ing attention on both the time and precision dimensions. 
This allowed us to attempt to dissociate the effects of divid-
ing attention (at each stage) on optimization and selection 
mechanisms, respectively. To do so, we adapted our previ-
ously developed clocks paradigm (Carlson, Hogendoorn, & 
Verstraten, 2006; Libet, 2004; Wundt, 1883). In this para-

idly and in parallel and a later capacity-limited attentive 
system in which additional features (such as the identity 
of a character or the gender of a face) and feature combi-
nations are analyzed in greater depth (e.g., Palmer, 1995; 
Treisman & Gelade, 1980; Shiffrin, Gardner, & Allmeyer, 
1973; Wolfe, 1994). A filter mechanism restricts the infor-
mation that is transferred from the first to the second stage 
(e.g., Broadbent, 1958).

Attention might be divided during the first stage, which 
we will call monitoring: the anticipatory allocation of at-
tention to a specific region of the visual field. In a cuing 
task, for example, a subset of potential target locations is 
attended in preparation for the appearance of a target (e.g., 
Awh & Pashler, 2000; Castiello & Umiltà, 1992; Kramer 
& Hahn, 1995). Similarly, in a multiple-object-tracking 
task, observers keep track of a subset of moving objects 
in order to report their final locations, without yet pro-
cessing any information about those objects other than 
their location and direction of motion (Pylyshyn & Storm, 
1988). Importantly, little or no information is transferred 
to the limited-capacity system at this point. In line with 
this minimal dependence on limited resources, observ-
ers are generally able to track up to four or five indepen-
dently moving objects with little difficulty (Cavanagh & 
Alvarez, 2005). Alternatively, attention might be divided 
during the second stage, which we will call access: the 
specific allocation of processing resources to one or more 
visual stimuli, such that their visual properties become 
available to consciousness. When attention is divided at 
this stage by requiring observers to respond to multiple 
simultaneous targets, multiple stimuli compete for access 
to limited resources, and marked performance decrements 
are observed (Duncan, 1980b).

Attentional Mechanisms:  
Optimization Versus Selection

The term attention has been used to encompass two po-
tentially distinct visual mechanisms. One of these involves 
accelerating the processing of incoming visual informa-
tion—a role Huang and Pashler (2007) termed processing 
optimization. In cuing paradigms, for example, attention 
is directed to a specific location in the visual field, and 
reductions in reaction time are observed for targets pre-
sented at that location (e.g., Posner, 1980). The effects of 
optimization are generally modest, with only small differ-
ences in speed between attended and unattended targets. 
Furthermore, although responses to unattended targets are 
slower, those targets are, in general, still perceived. Re-
ducing the attentional resources available for optimization 
at a particular location can therefore be expected to result 
in a relative processing delay at that location. However, 
unless the task is severely time limited (e.g., as a result of 
masking), it would not necessarily result in a reduction in 
the precision with which visual information is encoded at 
that location. In terms of optimization, the cost of dividing 
attention can therefore be expected to primarily take the 
form of a time cost.

The other mechanism involves the selection of a subset 
of incoming visual input. This is the role attributed to atten-
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simultaneously access two clocks, rather than one, would 
result in additional precision costs.

METHOD

Observers
Ten observers participated in both experiments: 9 observers naive 

as to the purpose of the study and 1 of the authors (H.H.). All had 
normal or corrected-to-normal vision. All the observers gave in-
formed consent prior to participation. Although no preselection was 
applied, all the observers were right-handed.

Stimuli
We adapted the clocks paradigm we previously developed to 

measure the speed of attention (Carlson et al., 2006; Hogendoorn, 
Carlson, & Verstraten, 2007; MATLAB code is freely available to 
download and use). Here, we adapted the paradigm to investigate the 
costs of dividing attention. In Experiment 1, the stimuli consisted of 
six running analog clocks (diameter, 3.7º), presented on an imaginary 
circle at 5.7º from a central fixation point. Each clock featured a 
single hand revolving clockwise at 1 Hz (Figure 1, left panel). At cue 
time, one of the clocks was exogenously cued by flashing its rim from 
black to bright red. In Experiment 2, the stimuli instead consisted of 
just two running analog clocks (diameter, 3.7º), presented at 3.7º left 
and right of a central fixation point. Each clock featured a single hand 
revolving at 1 Hz, with the left and right clock hands revolving in op-
posite directions. Which of the two clock hands revolved clockwise 
was randomized on each trial (Figure 1, right panel).

All the stimuli were displayed on a 21-in. Silicon Graphics CRT 
monitor (100 Hz, 1,152  864 pixel resolution) at a viewing dis-
tance of 57 cm, controlled by a PC running MATLAB 6.5 using 
Psych Toolbox 2.54 extensions (Brainard, 1997; Pelli, 1997). The 
stimuli were presented on a 50% gray background. Eye movements 
were monitored for 3 of the 10 observers using a Cambridge Re-
search Systems High Speed Video Eyetracker sampling the observ-
er’s right eye at 250 Hz. For these observers, stimuli were displayed 
on a  21-in. Mitsubishi Diamondtron CRT monitor (85 Hz, 1,152  
864 pixel resolution) at a viewing distance of 80 cm.

Procedure
The observers were briefly familiarized with the stimulus and 

the task, instructed to maintain central fixation during both experi-
ments, and given several practice trials. In particular, the observers 
were instructed to report the time that they perceived in the cued 
clock(s) at the time of the cue(s), and not to attempt to strategi-
cally compensate for any perceived delay. The initial positions of the 
clock hands were randomized. All the observers completed Experi-
ment 1 before completing Experiment 2.

Experiment 1. In Experiment 1, before each trial, from one to 
six of a total of six clocks were indicated by short lines extending 
from the fixation point in the direction of each of the clocks. These 
served to indicate to the observer which subset of the six clocks 
to monitor for a cue. This indication was 100% valid, in that the 
clock that would be cued on a given trial was always among those 
indicated. The monitor 1 condition was therefore maximally infor-
mative, whereas the monitor 6 condition (in which all clocks were 
to be monitored) was least informative. The lines were presented for 
1 sec and then removed from the screen. One second later, all six 
running clocks were presented for a total of 3 sec. At a random mo-
ment between 1 and 2 sec after onset, one of the clocks was cued by 
changing the color of the rim from black to bright red for 20 msec. 
At the end of the trial, the clocks disappeared, and the observer was 
presented with a single, centrally presented clock with a random ini-
tial hand position, which could be adjusted using the keyboard. The 
observer’s task was to use this clock to indicate the time that he or 
she perceived on the cued clock when it was cued. All the observers 
completed 60 trials in each of the six conditions, in random order, 
resulting in a total of 360 trials.

digm, an observer views an array of running clocks, one of 
which is briefly cued. At the end of each trial, the observer 
is asked to report the time he or she perceived in the target 
clock when it was cued. On the basis of the difference be-
tween the reported time and the veridical orientation of the 
clock hand when it was cued (i.e., the response error), we 
calculate two dependent measures to estimate the time cost 
and precision cost of dividing attention.

Time cost. The mean response error in each condition 
was taken as an estimate of the time cost of attentional 
access in that condition. The clocks paradigm provides 
a fairly direct measure of the latency of attentional ac-
cess, because the measure depends on what the observer 
perceived (i.e., the state of the stimulus when it was ac-
cessed by attention), rather than on when the observer 
perceived it. As such, it avoids the additional delay caused 
by cognitive and motor processes that are necessarily in-
volved in speeded overt responses. These may themselves 
be affected by or interact with attentional manipulations 
(Duncan, 1980a; Palmer, 1995), thereby confounding es-
timates of the influence of divided attention on perceptual 
processes. Although cognitive processes are necessarily 
involved in the clocks task (to encode, remember, and 
finally report the position of the clock hand), these are 
unlikely to bias the mean response error in a given condi-
tion. Since this measure probes the latency of attentional 
access, it measures differences in time cost and, therefore, 
the optimization mechanism of attention.

Precision cost. The variability of response errors in 
a given condition was taken as an estimate of spatiotem-
poral precision. This measure is sensitive not just to vari-
ability in when attentional access itself takes place, but 
also to the quality of the observer’s percept. Any source of 
noise in observer responses, including cognitive factors 
such as the decay of a memory trace, contributes to this 
measure. This allows us to quantify to a degree the suc-
cess or failure of attentional selection. Although failure of 
attentional selection might have a wide range of effects, 
the majority of these would result in additional variability 
in observer responses. The variability of response errors 
is thus a useful aggregate measure for probing differences 
in precision cost and, therefore, the selection mechanism 
of attention.

Here, we adapted the clocks task such that observers 
were required to divide attention at different levels of pro-
cessing, in order to compare the costs of dividing atten-
tion during monitoring and access simultaneously on two 
different dimensions. In Experiment 1, we manipulated 
the subset of clocks that were indicated before the start of 
the trial, such that the observer was required to monitor 
between one and six clocks for the appearance of a single 
cue. In Experiment 2, observers always monitored two 
clocks, and we instead manipulated whether observers 
were required to report either one or both clocks. In this 
way, we manipulated whether attention was divided dur-
ing access. On the basis of previous work (Carlson et al., 
2006), we anticipated additional time costs as observers 
divided attention to monitor additional clocks. In line with 
Duncan (1980b), we anticipated that dividing attention to 
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condition: (1) The mean response error within each condi-
tion was taken as a measure of the time cost of deploying 
attention in a particular condition, and (2) the standard 
deviation of response errors within each condition was 
taken as a measure of the precision cost.

Experiment 1
In Experiment 1, we investigated the time and preci-

sion costs of dividing attention over multiple possible cue 
locations. The observers monitored a variable number of 
clocks for the appearance of a cue. Mean time and preci-
sion costs of dividing attention over one to six locations 
are shown in Figure 2 (left panels). Mean time and preci-
sion costs were entered into one-way repeated measures 
ANOVAs, with number of monitored clocks as the only 
factor. A significant effect of the number of monitored 
clocks was observed for both time cost [F(5)  17.94, p  
.001] and precision cost [F(5)  3.12, p  .017].

Additional time costs were the observed when observ-
ers divided attention in order to monitor multiple loca-
tions. Time costs increased gradually with the number of 
monitored locations and reached an asymptote as observ-
ers monitored 5 clocks (Figure 2A). The asymptote of 
around 100 msec is in good agreement with our previous 
estimates of the time cost of a single exogenously cued 
attentional shift (using an otherwise identical method 
with an array of 10 clocks, all of which were potential 
targets, we observed mean time costs of ~120 msec; 
Carlson et al., 2006). Mean time costs when one, two, or 

Experiment 2. In Experiment 2, no clocks were indicated before 
the trials: Two clocks were presented, and the observers monitored 
both clocks on all trials. Instead, we manipulated whether one or 
both of the two clocks were cued. The two running clocks were pre-
sented for 3 sec. At a random moment between 1 and 2 sec after 
the start of the trial, either one or both of the clocks were cued by 
changing the color of the rim from black to bright red for 20 msec. 
At the end of the trial, the observer was presented with either one 
or two clocks, depending on whether one or both clocks were cued 
during the trial. These test clocks had been presented in the same 
positions as the clocks during the trial and could be adjusted using 
the keyboard. Initial positions of the clock hands were randomized. 
The observer’s task was to use each clock to indicate the perceived 
time on the appropriate clock when it was cued during the trial. All 
the observers completed 400 trials in random order (80 trials on 
which the left clock was cued, 80 trials on which the right clock was 
cued, and 240 trials on which both clocks were cued).

RESULTS

The difference between the veridical and reported times 
on the cued clock(s) (i.e., the response error) was calcu-
lated on each trial. Since all clock hands revolved at 1 Hz, 
reported positions up to 180º ahead of the clock hand were 
taken as positive errors, and reported positions up to 180º 
behind the clock hand were taken as negative errors. Al-
though, in principle, the circular nature of the response 
could confound large positive and large negative errors, 
in practice, the observers’ response distributions were 
sufficiently narrow to negate this problem. From this dif-
ference, two dependent measures were calculated in each 

tim
e

Experiment 1 Experiment 2

Figure 1. Examples of stimuli. In Experiment 1 (left), the stimulus consisted 
of six clocks. On each trial, a subset of the six clocks was indicated before the 
trial, such that observers could selectively monitor the subset for the appear-
ance of a cue. One of the indicated clocks was cued during the trial by changing 
the rim of the clock to red. The observers reported the time on the cued clock. 
In Experiment 2 (right), the stimulus consisted of two clocks, of which either 
or both could be cued by changing the rim of the clock to red (a double-cue 
trial is shown). On single-clock trials, the observers reported only the time on 
the cued clock; on double-cue trials, the observers reported the time on each 
of the two clocks.
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Experiment 1: Monitoring Experiment 2: Access

Figure 2. Costs of dividing attention. Time (as mean response error) and precision (as the standard deviation of response 
errors) were taken as separate measures of attentional optimization and attentional selection, respectively. Panels A and C 
show the time cost and precision cost of dividing attention during monitoring, as a function of the number of monitored clocks 
(Experiment 1). Time cost progressively increased as observers monitored more clocks (panel A), reaching an asymptote at 
around five clocks. Conversely, precision costs show a discrete pattern, with low cost when attention is undivided and high cost 
when attention is divided, irrespective of the number of monitored locations. Panels B and D show time and precision costs, 
respectively, for dividing attention during access (Experiment 2). Costs are plotted separately for single-cue and double-cue 
trials and separately for the left and right clocks (triangles and circles, respectively). Double-cue trials show greater time and 
precision costs than do single-cue trials. In addition, right-clock reports consistently showed greater time and precision costs 
than did left-clock reports, on both single- and double-cue trials.
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accessing both clocks, rather than one, resulted in both 
additional time and additional precision costs.1

In addition, we observed an unexpected main effect of 
clock identity on both time [F(1)  14.95, p  .004] and 
precision [F(1)  5.76, p  .040]. Time costs were con-
sistently lower for the left clock than for the right clock, 
irrespective of whether one or both clocks were selected 
(Figure 2B). Similarly, precision was greater for left-clock 
responses than for right-clock responses, on both single- 
and double-cue trials. Although the interaction between 
number of reported clocks and clock identity was not sig-
nificant for either time or precision [F(1)  0.89, p  
.371, and F(1)  3.05, p  .115, respectively], the preci-
sion difference between the left and right clocks was most 
pronounced when two clocks were reported (Figure 2D).

There was no a priori difference between the two clocks 
in the stimulus. Instead, this pattern of results suggests 
that the observers spontaneously chose to prepare for the 
possibility that visual information would need to be simul-
taneously selected at two locations by strategically pre-
allocating processing resources to one location before the 
other. Furthermore, the observers did so consistently from 
trial to trial, systematically favoring the left clock over the 
right. As a result, right-clock reports show additional time 
and precision costs on both single- and double-cue trials. 
Strikingly, the observers were almost unanimous in adopt-
ing this strategy: The left-clock advantage was evident in 
8 of the 10 observers individually.

Finally, in order to further investigate how attentional 
resources are allocated when attention is divided during 
access, we studied trial-by-trial variability in response er-
rors on the two clocks in the double-cue condition (Fig-
ure 3). There was a significant positive correlation for all 
observers individually, even for the 2 observers without 
a consistent left-clock bias. When two clocks were cued, 
response errors on the two clocks covaried (.15  r  .38, 
M  SEM  .24  .02; all ps  .022). Figure 3 shows 
this shared variance. Thus, although it is possible to divide 
attention in order to access multiple objects or locations, 
attentional access at these locations remains interdepen-
dent. One interpretation is that attentional resources are 
allocated in parallel to the two locations and that either 
the two attentional foci share a single access mechanism 
(e.g., a global “go!” signal) or both depend on the same 
attentional state (e.g., the observer's level of alertness). 
In such an account, the consistently lower precision cost 
for the left clock might be explained by a bias to allocate 
more attentional resources to the left clock. However, a 
parallel access interpretation does not explain the differ-
ence in time cost for access to the two locations. The left-
clock time cost advantage is direct evidence that access to 
the two locations takes place sequentially, in a consistent 
order. In this way, attentional access at the first location 
determines the moment that attentional resources become 
available for accessing the second location. Note that in 
this interpretation, postaccess processing at the first loca-
tion need not necessarily be complete before the second 
location is accessed, and indeed, attentional resources 
may well be allocated in parallel to the two streams both 
before access and during postaccess processing. Our data 

three locations were monitored were significantly lower 
than when five or six locations were monitored (Tukey–
Kramer corrected paired-sample t tests, all ps  .05). 
Reductions in time cost (as compared with when atten-
tion was divided to monitor all locations) were therefore 
observed at up to three monitored locations. This reduc-
tion in time cost, relative to the asymptote, is the result 
of attentional resources being available to allow propor-
tionally more rapid access to visual information at the at-
tended locations. Overall, the magnitude of this reduction 
was roughly proportional to the reciprocal of the number 
of monitored locations.

Dividing attention during monitoring also resulted in 
increased costs to precision. However, the pattern of costs 
was very different, increasing only as attention was di-
vided from one to two locations, and remaining stable as 
the number of attended locations increased further (Fig-
ure 2C). This one-off precision cost suggests that monitor-
ing one location is qualitatively different from dividing 
attention to monitor two or more locations. This result is 
easily understood in terms of the requirements of atten-
tional selection, given that when the cue appears in the 
monitor 1 condition, the target clock is the only selected 
clock. Conversely, in the monitor 2–6 conditions, multiple 
clocks are selected when the cue appears, and the selec-
tion needs to be modified (i.e., reduced to only the target 
clock), leading to a cost in precision.

Together, the time and precision results suggest that di-
viding attention over multiple locations during monitoring 
is achieved by a parallel, rather than a serial, mechanism. In 
a serial model, in which a single attentional focus switches 
rapidly between monitored locations, the proportion of tri-
als on which attention happens to be allocated to the cued 
clock when it is cued decreases with the reciprocal of the 
number of monitored clocks. A parallel model predicts the 
same, since the total attentional capacity must be divided 
over the monitored locations. Both accounts are therefore 
compatible with our time cost result. However, a serial 
account would predict a similar gradual reduction in pre-
cision as additional clocks are monitored, rather than the 
one-off cost to precision that we observed. Altogether, the 
results of Experiment 1 are therefore consistent with the 
interpretation that optimization effects can be observed 
in parallel at up to four monitored locations but that, in 
terms of selection, divided attention is qualitatively dif-
ferent from undivided attention.

Experiment 2
In Experiment 2, we investigated the time and precision 

costs of dividing attentional resources during attentional 
access. The observers monitored two clocks for the ap-
pearance of either one or two cues. Time and precision 
costs of accessing visual information at either one or two 
locations are shown in Figure 2 (right panels). Mean time 
and precision costs were entered into 2  2 repeated mea-
sures ANOVAs, with number of clocks selected (one or 
two) and clock identity (left or right) as factors. A sig-
nificant main effect of the number of selected clocks was 
observed on both time [F(1)  6.39, p  .032] and pre-
cision [F(1)  117.26, p  .001] costs. Simultaneously 
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evident in the full data set, while maintaining fixation on 
the vast majority of trials, rules out systematic variations 
in fixation patterns or eye movements as a possible expla-
nation for the time and precision costs observed in Experi-
ments 1 and 2.

DISCUSSION

A general model of divided attention, in which evi-
dence from the wide range of divided attention paradigms 
can be integrated, is lacking in the literature. An important 
reason for this is that the stage of processing at which at-
tention is divided (e.g., monitoring or access) and the at-
tentional mechanisms that are affected (optimization and 
selection) are not always dissociated or made explicit. In 
order to develop such a model, we investigated the costs 
of dividing visual attention at two stages of visual pro-
cessing: monitoring and access. To evaluate the costs of 
dividing attention both in terms of optimization and in 
terms of selection, we separately measured time costs and 
precision costs.

When attention was divided during monitoring (Experi-
ment 1), gradually increasing time costs were observed as 
the observers monitored additional locations, confirming 
that it is possible to divide attention into multiple foci and 
that the availability of attention results in processing op-
timization at those locations. Division of attention during 

simply show that access itself takes place at the two loca-
tions sequentially.

Eyetracking
Eye movement recordings for 3 of the 10 observers 

showed that the observers experienced minimal difficulty 
maintaining fixation (defined as a circle of 1º radius sur-
rounding the fixation point) in either experiment. The 
3 observers maintained fixation on an average of 353.7 out 
of 360 trials (98.3%) in Experiment 1 and on an average 
of 397.7 out of 400 trials (99.4%) in Experiment 2. Impor-
tantly, fixation was never broken before presentation of the 
cue; in each instance, a single saccade was made directly to 
a single target clock in response to the cue. Saccade trials 
were divided evenly across all conditions in both experi-
ments. There were too few saccade trials to draw meaning-
ful conclusions from observer responses on those trials.

Overall, the results from saccade-free trials for these 
3 observers were highly similar to results for the full data 
set. Although 3 observers provide only limited statistical 
power, several key effects did reach significance: the pro-
gressive time cost as additional clocks were to be moni-
tored in Experiment 1 [F(5)  13.69, p  .001], the left-
clock advantage on time cost [F(1)  67.63, p  .014], 
and the additional precision cost for reporting two clocks 
[F(1)  33.65, p  .029] in Experiment 2. The fact that 
these 3 observers demonstrated the same effects that were 
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Figure 3. Interdependent access at two locations. A color-coded 2-D histogram (heat 
map) graphically shows the relationship between response error on left and right 
clocks for double-cue trials in Experiment 2. There is a clear positive correlation be-
tween response error on the left and right clocks. The white dotted line denotes equal 
response error. The majority of the heat map falls just right of this line, indicating that 
right-clock response error was consistently higher than left-clock response error.
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subsequent sequential execution of multiple covert shifts 
of undivided attention. The gradual increase in time cost 
observed as additional locations are monitored indicates 
that several such attentional shifts can be prepared in par-
allel, although the attentional resources available to do so 
are limited. This interpretation also explains the time cost 
asymptote as additional locations are monitored, since 
the monitoring benefit becomes progressively diluted as 
additional attentional shifts are prepared. Preparing at-
tentional shifts to more than three or four specific loca-
tions ceases to provide any advantage over an exogenously 
guided attentional shift in response to the cue. The one-off 
precision cost of dividing attention during monitoring, ir-
respective of the number of attentional foci into which it is 
divided, shows that undivided attention provides a unique 
selection benefit. When only one location is monitored, 
undivided attention can be preallocated to select the target 
location before it is cued, whereas when multiple loca-
tions are monitored, selection of the target can take place 
only once it is specified by the cue. Reducing the selected 
subset from all the monitored clocks to just the target 
clock introduces additional spatiotemporal variance in 
observer reports. Finally, the systematically greater time 
cost of accessing the right clock in Experiment 2 shows 
that when attention is “divided” during access, the two lo-
cations are, in fact, accessed sequentially. The correlation 
between left- and right-clock reports on double-cue trials 
provides convergent evidence for this interdependence of 
access at two locations.

This divided-attention model provides a framework that 
can integrate diverse findings from the divided-attention 
literature. When multiple locations are monitored, the at-
tention system prepares shifts of covert attention to these 
locations. Unitary attention is therefore more rapidly de-
ployed to monitored locations, resulting in performance 
benefits on masked detection and discrimination tasks at 
these locations (e.g., Castiello & Umiltà, 1992). We ob-
served time cost benefits at up to three monitored loca-
tions, consistent with limits observed in attentive-tracking 
paradigms in which attention must similarly be divided 
across multiple moving objects (e.g., Cavanagh & Al-
varez, 2005; Pylyshyn & Storm, 1988). Although some 
degree of visual processing must already take place at 
the monitoring stage, since the appearance of a potential 
target must be detected and the motion speed and direc-
tion of a tracked object must be updated, attentional ac-
cess is required for a detailed, explicit representation to 
become available to consciousness. This is consistent 
with previous accounts of attentive-tracking mechanisms 
(e.g., fINST’s; Trick & Pylyshyn, 1989) and more recent 
attentive-tracking results that show that observers fail to 
notice feature changes in objects they are tracking (Bah-
rami, 2003). Finally, because the monitored regions are 
simply potential shift targets, they need not necessarily be 
contiguous (e.g., Awh & Pashler, 2000; Kramer & Hahn, 
1995).

Although attention can monitor multiple locations in 
parallel, in this model, attention cannot access information 
from these locations simultaneously. Instead, the attention 
system executes sequential, planned shifts of undivided 

monitoring additionally resulted in a one-off cost to spa-
tiotemporal precision, which is independent of the number 
of foci into which attention is divided. This incremental 
precision cost indicates that split foci do not convey the 
same selection benefit to visual processing that a single, 
undivided focus does. The constant precision cost when 
between two and six locations are monitored additionally 
indicates that during monitoring, attentional resources can 
be divided over foci in parallel.

When attention was divided during access (Experi-
ment 2), in order to process visual information from two 
locations, an additional cost to precision was evident at 
both locations, suggesting that attentional resources avail-
able to access visual information is severely limited We 
cannot fully exclude the possibility that this result is due 
to the increased memory load of recalling and reporting 
two hand orientations. Phillips and Christie (1977) ar-
gued that visual working memory has a capacity of just a 
single item. At this point, we cannot distinguish whether 
the bottleneck is at the level of attentional access (and, 
therefore, transfer into visual working memory) or at the 
level of visual working memory itself. One might specu-
late, however, that there would be no advantage to having 
greater capacity for attentional access than for storage in 
short-term memory. An interpretation in terms of atten-
tion is furthermore consistent with previous work showing 
similar limits for the simultaneous attentional access of 
multiple targets (Duncan, 1980b).

Interestingly, the observers consistently showed lower 
time costs for left-clock reports than for right-clock re-
ports, on both single-cue and double-cue trials. This sug-
gests that when attention is divided during access, visual 
information at the divided foci is, in fact, accessed se-
quentially. In support of this interpretation, we observed 
that response errors for the two clocks on double-cue trials 
were correlated within individual observers, exactly as one 
would predict if access time to the second of two sequen-
tially accessed clocks depended on access time to the first 
(Figure 3). Note that the choice to consistently allocate 
attention to the left clock before the right, rather than vice 
versa, was essentially arbitrary, although we speculate that 
the observers may have chosen this direction because it is 
consistent with reading direction. In fact, any trial-by-trial 
deviation from this strategy would result in underestima-
tion of the benefit associated with attentional priority, and 
it is therefore likely that the true costs of being the second 
of the two locations to be accessed by attention are larger 
than the mean costs observed here.

The finding that different attentional limits constrain 
the division of attention during monitoring and access is 
consistent with previous reports (e.g., Duncan, 1980b; 
Pashler, 1998; Shiffrin et al., 1973). However, the disso-
ciable effects of dividing attention on both processing op-
timization (in the form of time costs) and selection (in the 
form of precision costs), at two stages of visual process-
ing, provide a basis on which to build the general model 
of divided attention that is needed to integrate the wide 
range of experimental findings evident in the literature. 
Taken together, our results suggest that divided attention 
is best understood as the simultaneous preparation and 
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of visual search. There does not seem to be a categori-
cal distinction between parallel and serial search behavior 
(Wolfe, 1998), whereas that distinction is explicit in our 
model: Dividing attention during monitoring can be done 
in parallel, whereas multiple locations can be accessed 
only sequentially. On the whole, parallel and serial mecha-
nisms are notoriously difficult to distinguish (Townsend, 
1972). The question is to what degree distractors in a vi-
sual search task are actually accessed, in the sense that 
they are each selectively made available to consciousness. 
In terms of neural economy, it would seem more logical to 
presume the existence of a cognitive mechanism that frees 
up attentional resources tied up in identifying a possible 
target the moment it is established that it is a distractor, 
rather than waiting until that information is brought all the 
way to consciousness. More generally, this might suggest 
a continuum in terms of depth of processing, ranging from 
what is processed rapidly and automatically, such as the 
gist of a scene (Oliva, 2005) or the presence or absence 
of simple features, at one end, through visual properties 
that require progressive attentional resources, to those that 
require full, undivided attention or even foveation. How-
ever, on the basis of the present data, such a mechanism 
remains firmly in the realm of speculation. The degree to 
which the division of attention is under cognitive control, 
the overall time course of the different attentional subsys-
tems, and the degree to which they are neurally dissociable 
are therefore topics for further investigation. We hope that 
the model we present here, in which the division of atten-
tion at different levels of visual processing is understood 
as the preparation and subsequent execution of covert 
shifts of undivided attention, will provide an overarch-
ing framework within which the stages and mechanisms 
involved in dividing attention are made explicit, allowing 
the integration of results from a wide range of past and 
future experimental paradigms.
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