
Copyright 2003 Psychonomic Society, Inc. 856

Memory & Cognition
2003, 31 (6), 856-866

In the area of visual word recognition, one of the most
debated topics concerns the degree to which phonologi-
cal codes play a role in the recognition of letter strings.
As evidence that phonology does play a role in the lexi-
cal decision task, researchers have shown that nonword
response latencies are longer to pseudohomophones (e.g.,
nale) than to orthographically matched pseudowords
(e.g., nalp; Coltheart, Davelaar, Jonasson, & Besner,
1977; Fera & Besner, 1992; McCann, Besner, & Dave-
laar, 1988; Rubenstein, Lewis, & Rubenstein, 1971; Sei-
denberg, Petersen, MacDonald, & Plaut, 1996), implying
that the pseudohomophoneaccesses the representation of
its base word (e.g., nail ), and that this base word repre-
sentation slows the processing of the pseudohomophone.
Because the pseudohomophone effect has become cen-
tral to models of word recognition (Ziegler, Jacobs, &
Klüppel, 2001), it is critical that we understand fully the
processes underlying the effect.

It is not clear, however, exactly what properties of the
base word affect processing of pseudohomophones. Two
potential representations are usually implicated. The first
and most obvious candidate is simply the phonological
representation itself. According to this account, pseudo-
homophones activate the phonological representation of
their base words, and because the phonological repre-
sentation of a pseudohomophone perfectly matches the
phonologyof an actualword, “no” latencies toward pseudo-
homophones are increased. Thus, on this account, it is

simply the phonological form of the pseudohomophone
that slows processing. This purely phonological account
of the pseudohomophoneeffect is the most common (Zieg-
ler et al., 2001). However, another possibility is that a
pseudohomophone activates the semantic representation
of its base word. On this account, a pseudohomophone
activates the phonological representation of its base
word, which in turn activates the word’s semantic repre-
sentation. Thus, “no” latencies to a pseudohomophone
are longer because the semantic activation associated
with the base word incorrectly indicates that the pseudo-
homophone is a word. The difference between these two
accounts is that the latter posits an extra step (i.e., from
phonology to semantics).

One can understand the semantic account of the pseudo-
homophone effect by considering a framework within
which the orthographic, phonological, and semantic lev-
els are fully interactive (see, e.g., Pexman & Lupker, 1999;
Seidenberg & McClelland, 1989). In this framework, the
phonological representation of a pseudohomophone ac-
tivates the semantic representation of its base word be-
cause of the match between the phonologyof the pseudo-
homophoneand that of the base word. With this increased
semantic activation,a pseudohomophonewill appear more
wordlike, and the “no” latency will increase. Of course,
these accounts of the pseudohomophone effect (i.e., the
phonological and the semantic accounts) are not neces-
sarily mutually exclusive. It is possible that the process-
ing of pseudohomophones is affected by both factors
(i.e., by both the phonologicaland semantic forms). Nev-
ertheless, in the present research, we tested the hypothe-
sis that semantics influences the processing of pseudo-
homophones in the lexical decision task.

Some evidence that pseudohomophones activate the
semantic representation of their base words comes from
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In two experiments, we investigated the relationship between semantics and phonology in the lexi-
cal decision task. In the first experiment, lexical decisions to words with large semantic neighborhoods
were faster than those to words with sparse semantic neighborhoods. Conversely, this effect of se-
mantic neighborhood was reversed for pseudohomophones (e.g., nale). That is, pseudohomophones
based on words with largesemanticneighborhoods took longer to reject than did those based on words
with sparse semantic neighborhoods. In the second experiment, we found the magnitude of the se-
mantic neighborhood effect for words to be a function of nonword foil type. Taken together, these re-
sults indicate that semantic neighborhood size affects processing of both words and pseudohomo-
phones, and that the effect of semantic neighborhood size for words is more pronounced when
pseudohomophone foils are employed. These effects are discussed in terms of a model in which the
orthographic, phonological, and semantic systems are fully interactive.
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the semantic verification task (Van Orden, 1987; Van
Orden, Johnston, & Hale, 1988). When given a semantic
category (e.g., the name of a flower) and asked to decide
whether or not a letter string is a member of that cate-
gory, participants make more false positives when the
letter string is a pseudohomophone that has a base word
that is a member of the category (e.g., roze) than they do
when it is a pseudoword (e.g., rofe). This result seems to
indicate that pseudohomophones are able to activate the
semantic representations of their base words, but it does
not follow that the pseudohomophone effect in the lexical
decision task has a similar semantic locus. The verifica-
tion task necessarily involves activating the semantic
representation of a letter string, but in the lexical deci-
sion task, this is not a requirement. Thus, it is not clear
whether pseudohomophones activate semantics in the
lexical decision task, and it is entirely possible that the
pseudohomophone disadvantage could be attributable to
a nonsemantic locus.

To investigate whether the pseudohomophone effect
in the lexical decision task can be attributed to semantic
characteristics of the base word, we need to examine lex-
ical decisions for pseudohomophones that vary on some
semantic dimensionknown to affect responses to their cor-
responding base words. If a pseudohomophone activates
the semantic representation of its base word, then recog-
nitionof pseudohomophonesshouldbe influencedby base
word characteristics. In the experiments reported here,
we used the size of a word’s semantic neighborhood as a
measure of how richly the word is represented at the se-
mantic level. As a measure of the semantic neighborhood
size of a word, we chose to use set size, which Nelson,
Schreiber, and McEvoy (1992) derived by giving partic-
ipants words and having them list the first word that came
to mind for each (Schreiber & Carter, in press); the re-
sponses were then summed to give a measure of the se-
mantic neighborhoodsize of a word. Words with many as-
sociates (e.g., movie) can thus be identifiedas having large
semantic neighborhoods, whereas small-neighborhood
words are those with relatively few associates (e.g., dog).
Previous research has shown that in a lexical decision
task, words with large semantic neighborhoods are re-
sponded to more rapidly than words with sparse seman-
tic neighborhoods(Buchanan,Westbury, & Burgess, 2001;
Locker, Simpson, & Yates, 2003).

According to the interactive framework discussed
above, words with larger semantic neighborhoods are re-
sponded to faster because activationat the semantic level
is strong, and this enhanced activation feeds back to the
orthographic level and helps participants respond more
quickly to these words than to words with weaker acti-
vation from the semantic level (for a similar account of
the ambiguity effect in lexical decision, see Pexman &
Lupker, 1999). Consequently, as semantic neighborhood
size increases, “yes” latencies decrease. On the other
hand, if pseudohomophones activate the semantic repre-
sentation of their base words in the lexical decision task,
then, as semantic neighborhood size increases, “no” la-

tencies to pseudohomophones should increase. These
predictions were tested in Experiment 1.

EXPERIMENT 1

Method
Participants . The participants were 58 undergraduates at the

University of Kansas who received course credit for their partici-
pation. All were native speakers of English and reported having
normal or corrected-to-normal vision. Three were not included in
the analysis because their error rates in the lexical decision task
were greater than 15%, and another participant was excluded from
the analyses for producing lexical decisions that were inordinately
long. Therefore, the analyses reported below are based on the data
of 54 participants.

Materials . Sixty four-letter stimuli were formed by crossing the
two variables of letter string type (word or pseudohomophone) and
semantic neighborhood size (large or small), resulting in 15 stim-
uli per condition. The stimuli were controlled for printed frequency
(KuÏcera & Francis, 1967), summed bigram frequency (Massaro,
Taylor, Venezky, Jastrzembski , & Lucas, 1980), concreteness
(MRC Psycholinguistic Database, 2000), and orthographic neigh-
borhood size (i.e., Coltheart’s N ). For the pseudohomophones, the
values for printed frequency and concreteness were based on their
respective base words. In addition to these variables, we also con-
trolled for network connectivity (Nelson, Bennett, Gee, & Schreiber,
1993). This measure reflects the number of connections among the
members of a word’s semantic neighborhood. If a word has a high
connectivity value, there are many connections among the words
that constitute the semantic neighborhood. Because Locker et al.
(2003) found that connectivity affects latencies to words in a lexi-
cal decision task, this variable was controlled in the present re-
search. As with frequency and concreteness, the values for the con-
nectivity of pseudohomophones were based on their base words.
Separate analyses of variance (ANOVAs) comparing the four
groups on each of these control variables were conducted. These
tests revealed that none of the groups differed significantly from
the others on any of the control variables ( p > .10 for all analyses).
Values for these control variables and semantic neighborhood can
be found in Table 1. The stimuli and latencies from Experiment 1
are shown in Appendix A.

Finally, the stimuli were controlled on the visual similarity be-
tween the two groups of pseudohomophones and their respective
base words, using three separate measures. First, the pseudohomo-
phones in the two groups did not differ in the gross number of let-
ters (i.e., the number of letters irrespective of position) that were
shared between the pseudohomophone and the base word. Second,
we controlled the two conditions on the number of position-specific
letters that were common between pseudohomophones and base
words. Finally, we verif ied that the two groups of pseudohomo-
phones did not differ on Van Orden’s orthographic similarity (OS)
score (Van Orden, 1987). In this case, OS was calculated between
each pseudohomophone and its base word. For all three of these
measures, we conducted separate t tests to compare the two groups
of pseudohomophones. The results of these tests reveal that the two
groups were tightly controlled on visual similarity between the
pseudohomophone and the base word (all ps > .10). Finally, Vanhoy
and Van Orden (2001) have demonstrated that processing of
pseudohomophones can be affected by whether they contain an ex-
tant word body. Thus, we obtained all words with a KuÏcera and
Francis frequency of at least one that shared a body with one of the
pseudohomophones. Comparing the two groups of pseudohomo-
phones revealed that they did not differ in terms of the number of
words that share an extant body ( p > .10).

Procedure. The stimuli were shown on an IBM-compatible com-
puter running Micro Experimental Laboratory software (Schneider,
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1988). The participants were instructed to respond as quickly as
possible, but to be careful not to make many mistakes. Before view-
ing the experimental stimuli, the participants performed lexical de-
cisions on 30 practice stimuli consisting of equal numbers of words
and pseudohomophones, none of which were used as experimental
stimuli. To initiate the experiment, the participant pressed the space
bar. Each trial consisted of a blank screen for 250 msec that was
followed by a fixation stimulus (plus sign) in the middle of the
screen that lasted for 750 msec. Immediately following the offset of
the fixation stimulus, a word or pseudohomophone was shown in
lowercase. The stimulus remained on the screen until the participant
responded by pressing one of the two response keys. Half of the
participants responded “yes” to words by pressing the “A” key with
the left index finger and responded “no” to pseudohomophones by
pressing “L” with the right index finger. For the other half of the
participants, these responses were reversed. The order of presenta-
tion of stimuli was randomly determined for each participant.

Results and Discussion
Mean lexical decision latencies and error rates are

shown in Table 2. Outliers were defined as responses that
were less than 250 msec or greater than 2,000 msec. Out-
liers defined in this manner represented 0.28% of the
data and were not included in any analyses. Also, although
the means for each condition did not differ significantly
on the connectivity measure, there was considerable
variability for connectivitywithin each condition.In order
to remove this variability, we included connectivity as a
covariate in the items analysis.

A 2 (letter string type: word vs. pseudohomophone) 3
2 (semantic neighborhood size: large vs. small) repeated
measures ANOVA was conducted on response times by
participants, and an ANCOVA with both variables as
between-items factors and connectivity as a covariate
was performed by items. The main effect of wordness
was significant by participants [F1(1,53) = 26.95, p <
.001] and approached significance by items [F2(1,55) =
3.52, p < .07]. The main effect of semantic neighborhood
was not significant by participants or items (both Fs < 1).
However, both of these main effects were qualified by an
interaction that was significantby participants [F1(1,53) =
23.09, p < .001] and that approached significance by
items [F2(1,55) = 2.86, p < .10]. Planned comparisons
revealed that responses to words that had large semantic
neighborhoods were faster than those to words with

small semantic neighborhoods [F1(1,53) = 12.43, p <
.01; F2(1,27) = 4.43, p < .05]. Conversely, response times
were slower to pseudohomophones that had base words
with large semantic neighborhoods than to pseudohomo-
phones with small-neighborhood base words [F1(1,53) =
8.60, p < .01; F2(1,27) = 2.17, p > .10].

In the analysis of error rates, the main effect of letter-
string type was significant by participants [F1(1,53) =
6.71, p < .05], but not items [F2(1,55) = 1.15, p > .10].
The main effect of semantic neighborhood was not sig-
nificant (both Fs < 1). Importantly, the predicted inter-
action of letter string type and semantic neighborhood
size was significant by participants [F1(1,53) = 16.60,
p < .001; F2(1,55) = 3.04, p < .09]. Congruent with the
latency analysis, more errors were made to small- than to
large-neighborhood words [F1(1,53) = 9.44, p < .01;
F2(1,27) = 3.41, p < .08]. However, for pseudohomo-
phones, the effect of semantic neighborhood size was re-
versed, with more errors made to large- than to small-
neighborhood pseudohomophones [F1(1,53) = 12.60,
p < .01; F2(1,27) = 2.82, p < .11].

The results from Experiment 1 replicate previous find-
ings showing that words with larger semantic neighbor-
hoods are responded to faster than words with smaller se-
mantic neighborhoods (Buchanan et al., 2001; Locker
et al., 2003). In addition, these results demonstrate that
pseudohomophones are able to activate the semantic rep-
resentation of their respective base words in a lexical de-
cision task. However, because activating the semantic
representation of the base word of a pseudohomophone
may be taken as evidence that the stimulus is a word, the
effects of semantic neighborhood size are reversed in
pseudohomophones. Thus, the slower lexical decision

Table 1
Means and Standard Deviations for the Control Variables from Experiment 1

Large Neighborhood Small Neighborhood

Word Pseudohomophones Word Pseudohomophones

Control Variables M SD M SD M SD M SD

Frequency 32 23 32 30 23 22 24 26
N 7 5 6 3 7 4 5 4
Bigram 4,558 2,534 3,373 2,440 4,582 3,719 3,470 1,650
Concreteness 520 105 519 110 485 93 551 74
Connectivity 1.6 0.5 1.6 0.7 1.4 0.6 1.2 0.8
Semantic neighborhood 24 2.4 22 2.7 6 3.2 8 2.9

Note—Frequency = printed frequency. N = Coltheart’s N, orthographic neighborhood size. Bigram = summed bi-
gram frequency. Concreteness is per the MRC Psycholinguistic Database. Connectivity = network connectivity.

Table 2
Lexical Decision Latencies (in Milliseconds), Standard

Deviations, and Percentage Error Rates for the Words and
Pseudohomophones From Experiment 1

Large Neighborhood Small Neighborhood

Stimuli RT SD %E RT SD %E

Words 609 107 4.6 645 120 8.1
Pseudohomophones 689 121 5.4 658 100 2.6
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times to pseudohomophones are not just a function of a
shared phonologicalcode between the pseudohomophone
and its base word. Instead, these results suggest that
slower processing of pseudohomophones is attributable,
at least in part, to the semantic representation activated
by a pseudohomophone.

One potential problem with Experiment 1 was that it
did not include orthographically matched controls (i.e.,
nonwords orthographicallysimilar to, but not homophonic
with, the base word). By including orthographically
matched controls, one could eliminate the possibility
that the results of Experiment 1 might be attributable to
orthographic, rather than phonological, factors.

EXPERIMENT 2

Experiment 2 had two goals. The first was to examine
whether the apparent effect of semantic neighborhoodsize
on the processing of pseudohomophones in Experiment 1
was a function of the pseudohomophones’ orthography,
not their phonology. That is, the pseudohomophonesmight
have accessed the semantic representations of their base
words through orthography and not phonology. Accord-
ing to this account, phonologyshould have nothing to do
with activating the semantic representation of the base
word. To evaluate this alternative explanation, we in-
cluded orthographic controls in Experiment 2. Follow-
ing the results of Experiment 1, we expected pseudo-
homophones with base words having large semantic
neighborhoods to be responded to more slowly than
pseudohomophones with base words having small se-
mantic neighborhoods.However, we predicted that seman-
tic neighborhood size would have no effect on responses
to the control pseudowords, because these stimuli did not
share a phonological code with the base word.

Including pseudowords offered the opportunity to test
another effect often studied in relation to pseudohomo-
phones—that is, how latencies to words differ as a func-
tion of foil type (James, 1975; Pugh, Rexer, & Katz,
1994; Stone & Van Orden, 1993). For example, Stone
and Van Orden showed that the word-frequency effect
was larger in the presence of pseudohomophones than in
the presence of pseudowords. Thus, a second purpose of
Experiment 2 was to investigate the semantic neighbor-
hood effect for words as a function of foil type.

One account of why foil type affects word responses
is that when presented with pseudohomophones, partic-
ipants attenuate phonologically mediated access to the
lexicon (Pugh et al., 1994). But such a strategy seems to
be contradicted by the results of Experiment 1. Specifi-
cally, if phonologically mediated access does not occur
in the presence of pseudohomophones, one would not
expect semantic neighborhood size to affect the pro-
cessing of pseudohomophones themselves, because
pseudohomophones should only be able to fully access
the semantics of their base words through phonology. Yet
this reasoning hinges on the assumption that in Experi-
ment 1 the effect of semantic neighborhood for pseudo-

homophones was due to shared phonology and not or-
thography. This assumption was tested by the inclusion
of the orthographic controls in Experiment 2.

However, there is some evidence that phonological as-
sembly may occur even when pseudohomophones are
used as foils. Gibbs and Van Orden (1998) found a consis-
tency effect when pseudohomophones were used as foils,
although Pugh et al. (1994) failed to find a similar ef-
fect. Finally, Berent (1997) found a consistency effect in
the presence of pseudohomophones in errors though not
in reaction times. Thus, support for phonological assem-
bly in the presence of pseudohomophones is equivocal.

In Experiment 2, we manipulatedfoil type as a between-
participants factor. The same words were used in the
presence of both foil types, resulting in an ideal strategy
manipulation (Stone & Van Orden, 1993). Because
pseudohomophones are more wordlike than pseudo-
words, lexical decisions should be more difficult in the
presence of pseudohomophones(Van Orden & Goldinger,
1994). Thus, anything indicating that the letter string is
a word, such as its semantic representation accessed via
orthography, should be more influential in the presence
of pseudohomophones versus pseudowords. On this ac-
count, we predicted that the semantic neighborhood ef-
fect for words would be larger in the presence of pseudo-
homophones than in the presence of pseudowords. Most
importantly, if we should also find an effect of semantic
neighborhood for the pseudohomophones themselves
but not for the control pseudowords, then the effect of
foil type would not be attributable to participants’ ig-
noring phonologically mediated representations.

Method
Participants. Participants were 105 undergraduates at the Uni-

versity of Kansas that received course credit for their participation.
All participants were native speakers of English and reported hav-
ing normal or corrected-to-normal vision. Five participants were
not included in the analysis because their error rates in the lexical
decision task were greater than 15%. Therefore, the analyses re-
ported below are based on the data of 100 participants.

Materials . Most of the stimuli used in Experiment 1 were also
used in Experiment 2. However, with inclusion of the control
pseudowords, 13 of the stimuli from Experiment 1 were replaced in
order to equate the group item means on the control variables. The
orthographic control stimuli were pronounceable pseudowords that
were matched to the two groups of pseudohomophones. Thus, one
set of control pseudowords was derived from words that had large
semantic neighborhoods, and one was based on words with sparse
semantic neighborhoods. All stimuli consisted of four letters and
were presented in lowercase. The stimuli and latencies for Experi-
ment 2 can be found in Appendix B.

All stimuli, including the orthographic control pseudowords, were
controlled for printed frequency (KuÏcera & Francis, 1967), summed
bigram frequency (Massaro et al., 1980), concreteness (MRC Psy-
cholinguistic Database, 2000), connectivity (Nelson et al., 1993),
and orthographic neighborhood size. For the pseudohomophones
and their control pseudowords, the values for printed frequency,
connectivity, and concreteness were based on their respective base
words. Separate ANOVAs for each of the control variables revealed
that none of the groups differed significantly from each other (all
ps > .10). A list of the means and standard deviations for these con-
trol variables and semantic neighborhood can be found in Table 3.
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Visual similarity between pseudohomophones and pseudowords,
and between each of these and their respective base words, was con-
trolled using the measures described in Experiment 1 (i.e., Van Or-
den’s OS measure, gross number of letters, and position-specific
letters). The results of all of these comparisons reveal that the
pseudohomophones and pseudowords were equated in terms of
their visual similarity to each other and to their base words (all ps >
.10). Finally, the pseudohomophones did not differ in terms of ex-
tant word bodies ( p > .10).

Procedure. Half of the participants were randomly assigned to
the control condition that had the pseudowords as foils. The other
half of the participants saw the same words as those in the control
condition, but the foils consisted of pseudohomophones. Other-
wise, the procedure was the same as that in Experiment 1.

Results and Discussion
Mean lexical decision latencies and error rates are

shown in Table 4. Outliers were defined as in Experi-
ment 1, resulting in the removal of 0.13% of the data.
Analyses were performed by participants and by items.
Also, as in Experiment 1, connectivity served as a co-
variate in the items analyses.

The effects of semantic neighborhood size on the
processing of nonwords. To assess the impact of seman-
tic neighborhood on the processing of nonwords, we con-
ducted an ANOVA with nonword type (pseudohomophone
vs. pseudoword)and semantic neighborhoodsize (large vs.
small) as factors. For the participants analysis, nonword
type was between participantsand semantic neighborhood
size was a repeated measure. For the items analysis, both
factors were between-items factors. The results indicate
that the main effect of nonword type was nonsignificant
(both Fs < 1). The main effect of semantic neighborhood
size was significant by participants [F1(1,98) = 14.24,
p < .001], but failed to reach significance by items
[F2(1,55) = 2.23, p > .10]. Finally, the interaction of in-
terest was significant by participants [F1(1,98) = 16.32,
p < .001] but failed to approach significance by items
[F2(1,55) = 1.98, p > .10]. Planned comparisons of the
interaction revealed that the effects of semantic neigh-
borhood size were significant for pseudohomophones
[F1(1,49) = 32.67, p < .001; F2(1,27) = 4.37, p < .05].
However, the same comparisons for the control pseudo-
words failed to indicate a reliable difference (both Fs < 1).

The error analysis revealed that the main effect of
nonword type was significant by participants [F1(1,98) =

4.95, p < .05] but was nonsignificant by items [F2(1,55) =
2.20, p > .10]. The main effect of semantic neighborhood
yielded an F < 1 for both the participants and items
analyses. The interaction approached significance in the
participants analysis [F(1,98) = 3.28, p < .08] but was
nonsignificant in the items analysis (F < 1). Planned
comparisons of the interaction revealed that more errors
were made to pseudohomophonesthat had large semantic
neighborhoodsrather than small semantic neighborhoods
[F1(1,49) = 6.04, p < .05; F2(1,27) = 3.03, p < .10]. How-
ever, there were no significant differences between the
control pseudowords in terms of errors (both Fs < 1).

Effect of filler type. The following analyses tested
whether the effects of semantic neighborhood size would
be greater when words were embedded in pseudohomo-
phones than in pseudowords. A 2 (semantic neighbor-
hood size: large vs. small) 3 2 (foil type: pseudohomo-
phone vs. pseudoword) ANOVA with connectivity as a
covariate in the items analysis yielded a significant main
effect of semantic neighborhood size [F1(1,98) = 44.01,
p < .01; F2(1,27) = 5.94, p < .05]. The main effect of foil
type failed to prove significant in both the participants
analysis and the items analysis (both ps > .10). Impor-
tantly, the interaction was significant in both the partic-
ipants analysis [F1(1,98) = 8.23, p < .01] and the items
analysis [F2(1,27) = 8.13, p < .01]. The effects of se-
mantic neighborhood size were more pronounced when
the foils were pseudohomophones (51 msec) than when
they were pseudowords (20 msec).

Table 3
Means and Standard Deviations for the Control Variables from Experiment 2

Large Neighborhood Small Neighborhood

Word PHs PWs Word PHs PWs

Control Variables M SD M SD M SD M SD M SD M SD

Frequency 27 15 26 25 26 25 20 23 23 26 23 26
N 7 4 6 3 5 3 5 3 5 3 6 5
Bigram 5,160 2,912 3,187 2,565 3,171 2,033 4,934 4,307 3,407 1,743 3,771 1,696
Concreteness 521 104 540 98 540 98 493 94 553 75 553 75
Connectivity 1.6 0.5 1.6 0.7 1.6 0.7 1.4 0.6 1.2 0.8 1.2 0.8
Semantic neighborhood 24 2.0 22 2.6 22 2.6 5 2.6 8 2.8 8 2.8

Note—For key to variables, see Table 1 and text. PH, pseudohomophone;PW, pseudoword.

Table 4
Lexical Decision Latencies (in Milliseconds), Standard

Deviations, and Percentage Error Rates for the Stimuli From
Experiment 2

Large Neighborhood Small Neighborhood

Stimuli RT SD %E RT SD %E

Words and PseudohomophoneFoils
Words 586 86 3.3 637 110 8.8
PHs 687 128 6.0 652 132 4.0

Words and Pseudoword Foils
Words 575 84 1.5 595 69 6.1
PWs 668 105 6.9 669 108 7.7

Note—PH, pseudohomophone;PW, pseudoword control.
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The error analyses revealed that the main effect of
filler type was significant by participants [F1(1,98) =
5.86, p < .05], but nonsignificant by items (F < 1). The
main effect of semantic neighborhood size was signifi-
cant by participants [F1(1,98) = 41.05, p < .01] and by
items [F2(1,27) = 6.96, p < .05]. The results of the error
analysis failed to demonstrate a significant interaction
(both Fs < 1).

Finally, in both Experiments 1 and 2, several items
analyses failed to reach significance. We believe that
these nonsignificant effects are attributable to decreased
power. In the present experiments, we were very con-
cerned with controlling for multiple variables. Unfortu-
nately, this severely limited the words available in each
cell, compromising the power of the design. However,
we do note that many of the items effects, including the
more important effects for the conclusions drawn here,
are significant despite this lack of power.1

The results of Experiment 2 provide strong evidence that
the semantic representation of the base word of a pseudo-
homophone does affect processing of that pseudohomo-
phone.Because semantic neighborhoodsize affected pro-
cessing of the pseudohomophones but not orthographic
control pseudowords, we conclude that access to this se-
mantic representation was made through the shared
phonology of the pseudohomophone and its respective
base word. In addition, the results of Experiment 2 show
that the effect of semantic neighborhood size on the pro-
cessing of words is differentially affected by the foil
type. When the foils are pseudohomophones, semantic
neighborhood size has a larger effect on word responses
than it does when the foils are simply pronounceable
pseudowords. Moreover, this effect of foil type cannot be
attributed to a strategy whereby phonologically mediated
representations are ignored in the presence of pseudo-
homophones. If phonologically mediated access did not
occur in the presence of pseudohomophones, we should
not have obtained an effect of semantic neighborhood on
the processing of pseudohomophones. Thus, these re-
sults and those of other studies (e.g., Gibbs & Van
Orden, 1998) provide converging evidence that the pres-
ence of pseudohomophones in the lexical decision task
does not eliminate the use of assembled phonology.This
is interesting because the use of assembled phonology
should actually hurt performance when the foils are
pseudohomophones. The finding that assembled phonol-
ogy is computed even when it can be detrimental to per-
formance seems to indicate that phonology plays an im-
portant role in visual word perception.

One point that should be noted regarding Experiment 2
is related to the failure to find a difference between the
latencies to pseudohomophones and those to their con-
trol pseudowords. In fact, the error analysis shows that
more errors were made to the pseudowords than to the
pseudohomophones. However, closer inspection of the
error rates to the individual items reveals that the error
rates to the putative control pseudowords gank and pone

were quite large (i.e., greater than 20%). Unfortunately,
it turns out that the stimulus pone is actually a word and
the letter string gank is a slang word meaning “to steal.”
Thus, in both cases, these error rates may be misleading.
In the case of pone, people who classified it as a word
were actually correct. In regard to gank, some partici-
pants may have thought that this slang word was actually
proper English. It appears that the difference between
pseudohomophones and pseudowords in terms of error
rates can be explained by these two unusual items. Nev-
ertheless, this still does not explain why participants did
not actually make more errors to pseudohomophones.
Furthermore, it is puzzling that participants did not take
longer to respond to pseudohomophones than to pseudo-
words, a result that has been obtained in many previous
studies. However, we do note that in the present study, a
pseudohomophone effect was obtained in terms of an ef-
fect of foil type. That is, the semantic neighborhoodeffect
in words was more pronounced when the pseudohomo-
phones, rather than pseudowords, served as foils. Never-
theless, it is worth considering why the reaction times
to pseudohomophones and pseudowords did not differ.
An inspection of the literature on the pseudohomophone
effect reveals a crucial difference between our experi-
ment and other experiments concerned with the pseudo-
homophone effect. Specifically, the researchers in past
studies have presented both pseudohomophones and
pseudowords in mixed blocks (Besner & Davelaar, 1983;
Goswami, Ziegler, Dalton, & Schneider, 2001; Mayall &
Humphreys, 1996; McCann et al., 1988; Pring, 1981;
Seidenberg et al., 1996; Underwood, Roberts, & Thoma-
son, 1988; Vanhoy & Van Orden, 2001). That is, pseudo-
homophones and pseudowords were intermixed and both
were seen by the participants. However, in the research
reported here, the pseudohomophones and pseudowords
were presented in pure blocks. Participants saw only
pseudohomophones or pseudowords, but not both. This
was necessary to allow us to compare the effect of se-
mantic neighborhood size on words embedded within
the two different types of nonwords. We believe that our
failure to obtain a difference between lexical decision la-
tencies to pseudohomophones as opposed to pseudo-
words may be attributable to this difference in method-
ology.

Some indication that this may be true comes from the
recent work of Borowsky, Owen, and Masson (2002),
who looked at the difference in naming latencies to
pseudohomophones and pseudowords presented in pure
versus mixed blocks. The important point here is that
their results indicate that the naming latencies to these
types of nonwords actually changed on the basis of
whether participants read a list of mixed pseudohomo-
phones and pseudowords versus reading a list of one type
of nonword presented in a pure block followed by the
other type of nonword presented in a pure block. How-
ever, there are two important distinctions between the
Borowsky et al. study and the research reported here.
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First, they used a naming task, rather than a lexical deci-
sion task. Second, their participants saw pure blocks of
both types of stimuli. In our study, participants saw pure
blocks of only one type of nonword. Despite these dif-
ferences, the Borowsky et al. study shows that the
pseudohomophone effect can change as a function of
whether the stimuli are presented in pure or in mixed
blocks. In fact, under some circumstances, they found
that the pseudohomophone effect actually reversed.
Thus, we believe that our failure to obtain a difference
between pseudohomophones and pseudowords may be
attributable to the fact that we presented our nonwords in
pure blocks, rather than with the mixed-block procedure
used in prior pseudohomophone studies. Nonetheless,
this should not undermine the conclusion that pseudo-
homophones with large semantic neighborhoods are re-
sponded to more slowly than those with small semantic
neighborhoods. Because we found a semantic neighbor-
hood effect for pseudohomophones and not for their or-
thographically matched controls, we can conclude that
the pseudohomophones were able to access the semantic
representation of their base words via phonology. If the
effect were due to the orthographic overlap of the pseudo-
homophones and their base words, we should have seen
a similar effect for the control pseudowords, which we
did not (i.e., the mean difference was only 1 msec).

Accounting for frequency. Although the words used
in the present experiment were controlled on frequency
as measured by KuÏcera and Francis (1967), a significant
difference was subsequently discovered between the two
groups of words used in Experiment 1 in terms of the fre-
quency norms of Carroll, Davies, and Richman (1971).
However, it is important to note that the frequency of the
base words for pseudohomophones did not differ. To en-
sure that frequency was not a factor in explaining our re-
sults regarding the word stimuli, we reexamined the
items analysis from Experiment 1, comparing words
with large semantic neighborhoods versus those with
small semantic neighborhoods. In this items analysis,
frequency according to Carroll et al., KuÏcera and Fran-
cis, and CELEX (Baayen, Piepenbrock, & Gulikers,
1995) were all used as covariates, to remove the vari-
ability attributable to frequency as measured by three sep-
arate sets of norms. For Experiment 1, this analysis did
decrease the impact of the neighborhood size variable,
which was rendered nonsignificant for both latencies
and errors, suggesting that the semantic neighborhood
effect for words in Experiment 1 may have been partially
due to a confound with frequency. A similar items analy-
sis performed on the data from Experiment 2, however,
revealed that in the presence of pseudohomophone foils,
the semantic neighborhood effect was still significant in
both latencies and error rates [F(1,24) = 4.78, p < .05,
and F(1,24) = 4.87, p < .05, respectively]. For the words
embedded in pseudowords, the effect was nonsignificant
for latencies [F(1,24) = 1.07, p > .10] and approached

significance in the error analysis [F(1,24) = 3.15, p <
.09]. As further evidence that the semantic neighborhood
effect was not attributable to a confound with frequency,
we noted that the F values for both the CELEX and Car-
roll et al. frequency covariates was less than one in all
analyses from Experiment 2. In fact, the only frequency
covariate that was significant in any of the analyses was
the KuÏcera and Francis frequency covariate. However,
recall that the words were controlled and never differed
significantly in terms of KuÏcera and Francis frequency.
The results from Experiment 2 are reassuring in showing
that the effect of semantic neighborhood for words re-
mains when variability attributable to frequency, as mea-
sured by three separate sets of norms, is removed from
the dependent measures, which replicates previous re-
search (Buchanan et al., 2001; Locker et al., 2003).

GENERAL DISCUSSION

The results of Experiments 1 and 2 support the hy-
pothesis that the processing of pseudohomophones is af-
fected by the semantic representation of the base words
from which they are derived. These results can be read-
ily understood in terms of a distributed model that has
representations at the orthographic, phonological, and
semantic levels, with bidirectional connections existing
among all levels (e.g., Pexman & Lupker, 1999). A model
of this type is fully interactive in that information is
shared among all levels in the system. In a distributed
model such as this, one way in which the lexical decision
task could be performed is based on how quickly the or-
thographic units settle. If the orthographic units reach an
acceptable degree of stability, then the system can re-
spond “yes.” However, we assume that the amount of set-
tling that is required in order to indicate that the stimulus
is a word can vary. That is, in some instances, a greater
degree of settling is required in order to indicate that the
letter string is a word. Thus, we believe that there is a
continuum of settling, and exactly how much settling is
required in order to respond “yes” is a direct function of
the environment in which the words are presented. When
the words are embedded within wordlike nonwords (e.g.,
pseudohomophones), a greater degree of settling is re-
quired for words to be distinguished from nonwords. A
very similar account of foil effects is given by Borowsky
and Masson (1996). Using a connectionistmodel, Borow-
sky and Masson simulated lexical decisions based on the
energy in a Hopfield network. Energy gives a measure of
the familiarity of the stimulus. Borowsky and Masson
had the network respond “yes” as soon as some mini-
mum amount of energy was obtained. The important re-
lationship to the present work is that the minimum
amount of energy differed as a function of foil type. When
the foils were more wordlike, the minimum energy cri-
terion was increased. Similarly, in the present model, we
propose that when the foils are more wordlike, as in the
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case of pseudohomophones, a greater degree of settling
is required.

Regarding nonwords, if the units have still not reached
an acceptable degree of stability after some amount of
time, then the system responds “no.” However, a deadline
alone is too simplistic to give an accurate account of dif-
ferences in processing between groups of nonwords. That
is, if nonword responses are based solely on a deadline,
then the responses to pseudohomophonesvarying in terms
of semantic neighborhoodsshould not vary, but as our re-
sults show, they do vary. For this reason, and as will be ex-
plained in more detail below, we believe that the “no” re-
sponse can be made early in processing (i.e., before the
deadline) if the system is in a high state of instability.

The semantic neighborhood size effect for words can
be understood in terms of the enhanced feedback from
the semantic level to the orthographic level. The larger
the semantic neighborhood of a word, the more richly it
is represented at the semantic level, and consequently the
pattern of activation from the semantic units to the or-
thographic units will be stronger than it would if the se-
mantic neighborhoodwas small. This enhanced activation
should cause the orthographic units to reach an accept-
able level of stability more quickly.

The effects of semantic neighborhood size on the pro-
cessing of pseudohomophones can be understood in a
similar manner. However, in this case, strong activation
at the semantic level is misleading. The strong pattern of
activation passed from the semantic level to the ortho-
graphic level incorrectly indicates that the pseudohomo-
phone is a word. This pattern of activation that is re-
ceived by the orthographic units from the semantic units
will specify a spelling pattern that does not match the ac-
tual input pattern. For example, the pseudohomophone
boan will excite the semantic representation of bone
through their shared phonology, but when the semantic
representation for bone feeds activation to the ortho-
graphic level, this activationwill specify bone as the cor-
rect orthographic pattern. Furthermore, feedback from
the phonological units also indicates that the input was
bone. A pseudohomophone that has a base word with a
large semantic neighborhood results in a strong pattern
of activation driving the orthographic units toward the
attractor for its base word. The strong semantic activa-
tion coupled with the feedback pattern from phonology
makes the pseudohomophone appear very wordlike. Yet
the pseudohomophone receives disconfirming activation
from its orthography, and for this reason, in most in-
stances, it will never allow the system to obtain the de-
gree of stability required for responding “yes.” As a re-
sult, the system will respond “no” upon reaching the
deadline for such a response. However, sometimes it
does reach the level of stability indicating a word, which
explains why more errors are made to pseudohomo-
phones with large semantic neighborhoods. On the other
hand, if the pseudohomophone has a base word with a
small semantic neighborhood, the pattern of activation

from the semantic units to the orthographic units is rel-
atively weak. Thus, the system never gets close to set-
tling in a state that is defined by the base word. In this
case, it is not necessary to extend processing until the
deadline is reached. Instead, the “no” response can be
made before the deadline on the basis of the lack of any
evidence that the letter string is a word.

The effects of foil type can be understood in terms of
this type of model as well. As discussed above, we pro-
pose that the degree of settling that is required increases
in the presence of pseudohomophones, because pseudo-
homophones are very wordlike and push the system to-
ward a quasi-stable state defined by their base words.
This is especially true for pseudohomophones with large
semantic neighborhoods. Thus, to distinguish words
from pseudohomophones, the system adopts a more
stringent criterion (i.e., a higher degree of settling) to
avoid incorrectly responding “yes” to a pseudohomo-
phone. Because more settling is required, the latencies to
words increase in the presence of pseudohomophones.
The words that incur the greatest latency increase are
those with small semantic neighborhoods. These words
have weak semantic representations, so it takes consid-
erably more time for them to reach an acceptable level of
stability in the presence of pseudohomophones. How-
ever, latencies to words with rich semantic representa-
tions (i.e., with large semantic neighborhoods) do not in-
crease as much because they are so strongly activated at
the semantic level, and the additional settling that is re-
quired is rapidly obtained when a strong pattern of acti-
vation is fed from the semantic units to the orthographic
units. This means that the effect of foil type will be more
pronounced for words with small semantic neighbor-
hoods, as the results show.

Although we have discussed the results in terms of a
distributed model that is fully interconnected with lexi-
cal decisions taking place at the level of orthography,
other models could account for these results as well. One
particularly worth mentioning is Plaut’s (1997) distrib-
uted model, which performs the lexical decision on the
basis of semantic familiarity, defined by Plaut in terms
of semantic stress. Plaut shows that words have larger se-
mantic stress values than nonwords do, and the discrep-
ancy between these stress values can be used as the basis
for lexical decision: The system can respond “word” if
the semantic stress value is large enough. Especially im-
portant for the present research is Plaut’s attempt at mod-
eling lexical decisions to pseudohomophones. Plaut
showed that the semantic stress value for a pseudo-
homophone is affected by the base word’s semantic rep-
resentation, which is accessed by the phonology shared
by the base word and the pseudohomophone. So, given
Plaut’s model, the effect of semantic neighborhood size
on the processing of words could be explained by as-
suming that words with large semantic neighborhoods
generate larger semantic stress values, resulting in shorter
reaction times to these words. However, for pseudo-
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homophones, semantic stress incorrectly indicates that
the pseudohomophone is a word. If pseudohomophones
with large semantic neighborhoods generate larger se-
mantic stress values than do pseudohomophones with
smaller semantic neighborhoods, it naturally follows
from the model that lexical decisions to pseudohomo-
phones with large semantic neighborhoods should take
longer than lexical decisions to pseudohomophones with
smaller semantic neighborhoods. Thus Plaut’s model
seems to predict the present results. The major differ-
ence between the model discussed above and Plaut’s is
that we assume that lexical decisions take place at the
level of orthography, an assumption held by other re-
searchers as well (e.g., Pexman & Lupker, 1999), whereas
in Plaut’s model, the lexical decision takes place within
the semantic system. Our results do not adjudicate be-
tween these alternative accounts. However, these results
do provide important constraints on models of visual
word recognitionby showing that pseudohomophones can
access the semantic representation of their base words
and that phonological processing in the presence of
pseudohomophones is not eliminated.

CONCLUSION

The present results indicate that the processing of
pseudohomophones is affected by the semantic represen-
tation of their base words. The pattern of this effect is op-
posite that of the semantic neighborhoodeffect in words.
Using orthographic controls, we were able to conclude
that the locus of this effect is phonological.Moreover, the
results indicate that the effect of semantic neighborhood
size in words is sensitive to foil type, and that this effect
of foil type is not due to a de-emphasis in phonological
recoding. Since semantics does influence the processing
of pseudohomophones in the lexical decision task and the
inclusion of pseudohomophones does not eliminate the
use of assembled phonology, it should be a goal of future
research to incorporate these findings into current com-
putational models of visual word recognition.
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NOTE

1. Another potential concern is that the crucial interactions in Exper-
iment 1 (i.e., between letter string type and semantic neighborhoodsize)
and Experiment 2 (i.e., between nonword type and semantic neighbor-
hood size) were nonsignificant in the items analyses but were signifi-
cant in the participants analyses. As we argue above, the power of the
items analyses was limited. In fact, for the analyses of latencies, the ob-
served power, calculated using SPSS (2002), was .38 for the interaction
in Experiment 1 and .28 in Experiment 2. The power for the error analy-
ses was .40 in Experiment 1 and .14 in Experiment 2. Thus, it is clear that
the power was quite low in the items analyses. However, anotherdifference
between the participants and the items analyses must be considered.
Specifically, connectivity was used as a covariate in the items analyses,
but not in the participants analyses. It is possible that the significant in-
teractions for the participants analyses were due to connectivity and that
when connectivity was removed from the items analyses, these interac-
tions became nonsignificant. To ensure that this was not the case, we re-
analyzed the two interactions for both latencies and error rates without
using connectivity as a covariate. In all instances, the pattern of results
did notchange. Thus, it appears that our failure to obtain significant effects
for these interactions in the items analyses was due to a lack of power.

APPENDIX A
Stimuli and Latencies From Experiment 1
Words Pseudohomophones

Large Semantic Neighborhoods
bear 626 clae 650
iron 600 lais 614
card 589 raip 668
crab 609 skar 619
hang 597 sope 787
bowl 564 scin 614
warn 712 dair 680
mole 686 burd 743
wood 535 bloe 656
bury 750 caip 620
fair 573 jurk 770
seal 631 durt 783
tube 587 boan 764
fish 552 wate 815
grow 571 caik 586

Small Semantic Neighborhoods
weep 630 nale 799
cash 553 fule 737
dumb 578 coyn 583
text 557 coan 702
male 577 rute 761
seek 576 hiev 579
halt 683 gane 806
hose 666 sikk 578
soil 591 banc 594
slay 763 caiv 626
brat 756 mele 606
noun 644 mair 633
lens 696 barc 634
suds 986 croe 653
aunt 599 minc 607
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APPENDIX B
Stimuli and Latencies From Experiment 2

Word RTW(PH) RTW(PW) PH RT PW RT

Large Semantic Neighborhoods
rack 609 613 clae 637 claf 657
iron 580 566 lais 633 larn 712
card 528 557 raip 688 ralp 658
soup 566 568 skar 672 snar 668
hang 565 568 sope 748 solp 625
bowl 552 579 scin 634 stin 697
warn 655 615 dair 803 darp 686
mole 608 593 burd 739 birf 658
plug 602 590 bloe 681 blof 579
rare 685 606 caip 622 calp 675
beer 543 516 jurk 769 jark 710
seal 636 582 durt 771 dort 703
tube 606 568 boan 730 boln 586
fish 552 554 krab 636 frab 662
grow 525 550 caik 612 cark 728

Small Semantic Neighborhoods
weep 677 593 nale 770 nalp 610
cash 554 527 fual 712 fulm 644
dumb 603 569 coyn 629 coln 663
text 554 531 coan 714 cron 648
wick 667 609 pyne 662 pone 759
seek 597 525 hiav 607 hirv 583
halt 692 689 gane 771 gank 701
pony 609 570 sikk 608 sirk 675
soil 576 562 banc 660 bant 694
itch 652 619 caiv 586 cavy 700
brat 681 627 mele 611 melp 610
noun 623 610 mair 640 marn 677
lens 681 604 barc 631 barg 668
suds 748 723 croe 605 crot 674
twig 740 638 minc 606 mins 722

Note—PH, pseudohomophone; PW, pseudoword control; RT, latency; RTW(PH), word latency for
words embedded in pseudohomophones; RTW(PW), word latency for words embedded in control
pseudowords.

(Manuscript received June 12, 2002;
revision accepted for publication May 8, 2003.)
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