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In both the everyday world and the psychological labo-
ratory, the ability to solve practical problems is generally
regarded as a centrally important cognitive activity and a
direct expressionof intelligence(Resnick & Glaser, 1976;
Sternberg, 1982). Over the years, however, research per-
spectives on problem solving have undergone consider-
able change (Lovett, 2002). For example, early work in the
Gestalt tradition focused on problems that required a sin-
gle insightful step leading to a restructuring of the repre-
sentation of the problem, resembling perceptual reorgani-
zation (Duncan, 1959). Later work continued to study
knowledge-lean problems, requiring little or no back-
ground knowledge, but placed more emphasis on sus-
tained cognitive strategies in multistep problems (Newell
& Simon, 1972). Such problems typically have a unique
answer that can be arrived at by a systematic, finite series
of steps. More recently, interest has shifted to knowledge-
rich problem domains, such as chess and medical diagno-
sis, and has paid particular attention to the nature and ac-
quisition of expertise (e.g., Chi, Glaser, & Farr, 1988).

There is some tension between these different perspec-
tives. On the one hand, for example, problems that have re-
ceived the most attention in knowledge-lean laboratory
studies (such as the missionaries and cannibals and the
tower of Hanoi problems) have little claim to being repre-
sentativeof real-world problem solving.On the other hand,

research into real-world problem solving has emphasized
the specificity of expertise, the limited transfer to a differ-
ent domain, and the differences in problem-solvingperfor-
mances across different domains (Ericsson & Lehmann,
1996).

This tension brings out the potential importance of an
important class of hitherto neglected problems. These are
computationallyintractableproblems for which there is no
algorithm that can be guaranteed to produce a definitive
solutionwithin a practicabletime. Such problems lend them-
selves to laboratory investigation because they require no
specific background knowledge, they can often be stated
simply, and they are easily understood. At the same time,
however, they have some claim to being representative of
many real-world practical situations, such as those en-
countered in operations research. In particular, there has
recently been a growing interest in human performance on
a well-known example of such computationally infeasible
problems, the so-called traveling salesperson problem
(TSP), traditionally referred to as the traveling salesman
problem (Graham, Joshi, & Pizlo, 2000; M. D. Lee &
Vickers, 2000; MacGregor & Ormerod, 1996; MacGre-
gor, Ormerod, & Chronicle, 1999, 2000; Vickers, Butavi-
cius, Lee, & Medvedev, 2001).

The classic planar Euclidean TSP can be formulated as
follows: Given n interconnected cities (represented by
points in the plane), devise an itinerary that will visit each
city exactly once, return to the initial city, and keep the
total distance traveled to a minimum. To arrive at an opti-
mal solution by complete enumeration means considering
(n 2 1)!/2 itineraries. Although this is feasible when n is
a small number, such as 5, and only 12 different routes
have to be considered, it rapidly becomes impossible as n
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The planar Euclidean version of the traveling salesperson problem requires finding the shortest tour
through a two-dimensional array of points. MacGregor and Ormerod (1996) have suggested that peo-
ple solve such problems by using a global-to-local perceptual organizing process based on the convex
hull of the array. We review evidence for and against this idea, before considering an alternative, local-
to-global perceptual process, based on the rapid automatic identificationof nearest neighbors. We com-
pare these approaches in an experiment in which the effectsof number of convex hull points and num-
ber of potential intersections on solution performance are measured. Performance worsened with
more points on the convex hull and with fewer potential intersections. A measure of response uncer-
tainty was unaffected by the number of convex hull points but increased with fewer potential inter-
sections.We discuss a possible interpretationof these results in terms of a hierarchicalsolution process
based on linking nearest neighbor clusters.
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becomes even moderately large. The TSP is one of an im-
portant class of so-calledNP-complete problems, for which
it is believed there is no algorithm that can be guaranteed
to arrive at an optimal solution within a reasonable, poly-
nomial time (Lawler, Lenstra, Rinooy Kan, & Schmoys,
1985; Wilf, 1986).

In this article, we compare two approaches to under-
standing how people solve visually presented TSPs. The
first assumes a global-to-localstrategy, in which solutions
are guided by the convex hull1 of the stimulus array
(MacGregor & Ormerod, 1996; MacGregor et al., 2000).
We examine theoretical arguments and empirical evidence
for and against this hypothesis, before describing an al-
ternative, local-to-global hypothesis that takes into ac-
count the observation that observers appear to avoid in-
tersectingpaths (MacGregor et al., 2000; van Rooij, Stege,
& Schactman, 2003). We then compare these two ap-
proaches in an experiment in which the different effects
the number of points on the convex hull and the number
of potential intersections have on human performance are
measured.

A Global-to-Local Process Based
on the Convex Hull

Despite the difficulty of TSP problems, most studies
have reported that human performance on visual versions
compares well with computational procedures (Graham
et al., 2000; M. D. Lee & Vickers, 2000; MacGregor &
Ormerod, 1996;MacGregor et al., 1999,2000;Polivanova,
1974; Vickers et al., 2001). For example, MacGregor and
Ormerod found that the performance of observers was so
close to the best-known solutions that there were no indi-
vidual differences and there was zero correlation between
performance across different problems. On these grounds,
MacGregor and Ormerod concluded that the solution
processes employed correspond to spontaneous, uni-
formly present organizing tendenciesof the visual system.
More specifically, they went on to suggest that observers
make use of an innate perceptual preference for organiz-
ing stimulus elements into convex figures, as is suggested
by Gestalt analyses of figure–ground differentiation in
perception (Palmer, 1999, pp. 282–283). MacGregor et al.
(2000) implemented this proposal in a computational
model that uses the convex hull to establish a subtour, into
which the remaining nodes (cities) are then inserted seri-
ally. This strategy, they claimed, would allow observers to
exploit the principle, stated by Flood (1956), that the op-
timal solution will always connect adjacent nodes on the
convexhull in sequence, even though it also passes through
interior nodes in the process.

At first sight, there seems to be considerable evidence
that observers solve TSPs by using the convex hull to es-
tablish a subtour and then serially inserting the interior
points.For example,MacGregorand Ormerod (1996) found
high correlations between the number of interior points
(which varies inversely with the number of points on the
convex hull) and both the number of different solutions
generated and a response uncertainty measure that sum-

marized the frequency with which different observers con-
nected the same nodes in their solutions. Observers’ solu-
tions had significantly fewer indentations than would be
expected, and almost all connected adjacent boundary
points in order. This was interpreted as evidence that not
only do observers have a preference for connectingpoints
on the convex hull in sequence, but they also have a pref-
erence for connecting adjacent points on the boundary to
each other. Reanalyzingresults for 13 problems, obtained
by R. K. L. Lee (1985), MacGregor and Ormerod also
found that there was a significant correlation between the
number of interior points and the mean percentage by
which observers’ total path lengths exceeded the optimal.
In addition, MacGregor et al. (2000) found that only 11 out
of 455 solutions had lines that intersected. According to
MacGregor et al. (2000), “[t]hese consistent elements
argue that a relatively uniform process underlies perfor-
mance. Furthermore, the results suggest the general form
of that process to be similar to a convex hull approach”
(p. 1184).

Despite the apparent generality of these conclusions,
M. D. Lee and Vickers (2000) point to certain consequen-
tial restrictions. As MacGregor and Ormerod (1996) ac-
knowledged, the circular form of their problems might
“implicitly have prompted subjects to pay attention to the
boundary of the convex hull” (p. 537). The likelihood of
this is increased by the fact that the probability that a ran-
dom configuration of nonboundary points would fall en-
tirely within the prescribed areas is negligibly small in
most cases. The importance of the circular form is further
increased by M. D. Lee and Vickers’s demonstration that
the probability of having a large number of points on the
convex hull of a 10- or 20-point array is also extremely
small. In the view of M. D. Lee and Vickers, these com-
bined constraintswould have increased the saliency of the
convex hull, thereby artifactually biasing the results in
favor of MacGregor and Ormerod’s hypothesis.

In reply to this criticism,MacGregorand Ormerod (2000)
point out that MacGregor and Ormerod (1996) also reana-
lyzed previously unpublished data from R. K. L. Lee
(1985) for 13 TSPs, ranging from 10 to 60 nodes, that had
been randomly generated and that “the pattern of results
was consistent with those obtained with [the] constrained
TSPs” (p. 1502). However, what MacGregor and Ormerod
(1996) actually reported was that, for R. K. L. Lee’s data,
there was a correlation of r 5 .84 between the number of
interior points and the percentage over the optimal for the
human solutions.

There are two problems with this. First, if these arrays
were indeed randomly generated, the number of interior
points would be confounded with the total number of
points in each array. The finding that performance de-
clines as a function of the total number of points would be
predicted by most models of human performance on
TSPs. Second, as was impliedby MacGregor and Ormerod
(1996) and as was confirmed by subsequent analysis by
the present authors, there was no significant correlation
between the number of interior points and the mean per-
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centage by which total path length exceeded the optimal
in either of their own two experiments. Thus, the two pat-
terns of results may be consistent (if we assume that Mac-
Gregor & Ormerod’s, 1996, results were constrained by
ceiling effects but that those of R. K. L. Lee, 1985, were
not). However, the two patterns are certainly not identical.

A further underlying problem is illustrated by the find-
ing that a very high proportion of observers “adhered to
[the] principle” of connecting the points on the convex
hull in order, which is cited by MacGregor and Ormerod
(1996, p. 533) and MacGregor et al. (2000, p. 1184) as
“consistentwith the hypothesis” that observers follow this
as a procedure for arriving at a solution.However, the ob-
servers produced optimal or near-optimal performance on
all problems. Thus, the finding that observers tended to
follow the points on the convex hull sequentially is tanta-
mount to an empirical verificationof the general principle
that the optimal path for every Euclidean TSP will connect
the convex hull points in order. Exactly the same result is
produced by a number of algorithms that produce optimal
or near-optimal solutions but that incorporate very differ-
ent processes, both from each other and from algorithms
based on the convex hull.

This problem is most directly evident in the relationship
between intersectionsand convexhull points. Quintas and
Supnick (1965) have provided proofs of the two “folk the-
orems” that (1) in the Euclideanplane, the optimal tour can-
not intersect itself and (2) if a tour does not visit the ver-
tices of the convexhull in order, it is not optimal.Theirproof
of the second theorem (Quintas & Supnick, 1965, p. 979)
is essentially that a tour not following the convex hull has
an intersection and so, by the result established in the first
theorem, cannot be optimal. In this way, Quintas and Sup-
nick showed that, by negation of the consequent, if a tour
does not intersect itself, it must follow the convex hull.
This means that the avoidance of intersections is not a fur-
ther independent piece of evidence that supports the con-
vex hull hypothesis of MacGregor and Ormerod (1996).
Instead, as has been explained by van Rooij et al. (2003),
the fact that observers generally follow the convex hull
nodes in sequence logically follows from their avoidance
of intersections.

A Local-to-Global Process Based
on Nearest Neighbors

In view of the above strictures, it is desirable to formu-
late alternative approaches to understanding human per-
formance on visually presented TSPs. One possibility is
that observers do indeed exploit spontaneous perceptual
organization,as was suggestedby MacGregor and Ormerod
(1996), but that this is a local-to-global process, based on
the identification, by an automatic parallel process, of
links between nodes that are nearest neighbors (NNs).

A hypothesis of this kind has a number of advantages.
First, because NN links constitute least distances and can-
not intersect, a solution procedure based on NNs would
result in few, or no, intersections. This is consistent with
the finding by MacGregor and Ormerod (1996) and van

Rooij et al. (2003) that only a very small proportion of
human solutions to TSP problems contain intersections.
Second, as has been argued by van Rooij et al., it is more
elementary than the convex hull hypothesis because, if a
tour does not intersect itself, it must follow the convexhull
(Quintas & Supnick, 1965). Third, as has been pointed out
by Graham et al. (2000), a convex hull strategy may be po-
tentiallyuseful in the Euclidean TSP, but it has no obvious
application to other visually presented optimization prob-
lems. Such problems includeopen TSP tasks, in which the
aim is to find the shortest path through a number of nodes
between two distinct starting and finshing nodes. They
also include the minimum spanning tree (MST) and the
Steiner tree (ST) problems. The MST is a spanning tree (a
structure that contains no loops and links all n nodes of a
pattern with n 2 1 edges), for which the sum of the edge
lengths is a minimum (Johnsonbaugh,2001). The ST sim-
ilarly connects all of the nodes, using a minimal sum of
edge lengths, but allows additionalnodes to be introduced
into the graph (Hwang, Richards, & Winter, 1992). In con-
trast to the convex hull strategy, it is arguable that a pro-
cedure based on the detection of NNs is potentiallyuseful
in all of these problems.

Within the field of visual perception, there is a growing
amount of evidence in support of a hypothesisof this kind.
For example, Caelli (1981) was the first to argue that the
rated qualityof perceived structure in Glass patterns (Glass,
1969) could be explained in terms of differences between
the distributions of NN distances of corresponding and
noncorresponding dots. Pomerantz (1981) suggested that
simple dot patterns were seen as connected by the short-
est path and presented several examples, all of which cor-
responded to MSTs composed solely of NN links. Simi-
larly, Dawson (1991) identified NN vectors as a main
factor determining apparent motion in the Ternus display
and its variants. More recently, Vickers, Dry, Lee, and
Hughes (2003) have identified first and second NN links
as accounting for around 90% of the variance in discrim-
inative responses to Glass patterns. Vickers, Preiss, and
Hughes (2003) have found that the number and magnitude
of links and clusters seen in random-dot patterns is closely
predicted by the number and magnitude of NN links and
clusters and that the extent of motion perceived in
random-dot kinematograms varies with the size of the
mean NN distance.Vickers and Preiss (2003) have shown
that apparently paradoxical impressions of coherent mo-
tion, reported by Ross, Badcock, and Hayes (2000), from
sequences of independently generated Glass patterns can
also be explained in terms of constraints on the vectors
linking NNs in successive patterns.

Of immediate relevance in the present context,Vickers,
Bovet, Lee, and Hughes (2003) found that solution length
for both the open and the closed versions of the TSP was
reliably correlated and, in both cases, was well predicted
by the proportion of NN links that a standard NN algo-
rithm (Golden, Bodin, Doyle, & Stewart, 1980) shared
with the benchmark (best-known) solution. Further evi-
dence that a common process, based on NN links, under-
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lies the solution processes to a range of visually presented
optimization problems is provided by the finding that so-
lution lengths for each of a TSP, an MST, and an ST task
were all three highly correlated with a measure of path
complexity that indexed whether the nodes of each link in
a participant’s solution were connected to the nearest, sec-
ond nearest, or nth nearest node (Vickers, Mayo, Heit-
mann, Lee, & Hughes, in press).

The perception of Glass patterns and of motion in
random-dot kinematograms takes place very quickly and
automatically, and it seems unlikely that the detection of
NNs is the result of a serial, cognitively directed process.
Instead, it seems more plausible to suppose that NN de-
tection is a parallel process made possible by the wide in-
terconnection of elements in the visual field. Because the
principal parameter determining NN distances is dot den-
sity and becausedot densityhas been suggestedas the prop-
erty that the visual system uses to implement scale invari-
ance in the perception of symmetry and Glass structure, it
is highly probable that NN relations are a critical factor in
receptive field plasticity (Motter & Belky, 1998;Rainville
& Kingdom, 2002). For the present, the precise mecha-
nism underlying NN detection remains open to specula-
tion. However, one tentative conception is that it might
take the form of a neurophysiologicalrealization of effec-
tive regions of influence around each node in a pattern,
similar to those defined by Voronoi diagrams (O’Rourke,
1994).

The important point in the present context is that the
rapid automatic identification of NNs may serve to ex-
clude substantial numbers of solution paths. In particular,
because no two edges connecting NNs can intersect, a re-
liance on NNs should restrict the search for TSP solutions
to pathways that contain no crossings. On this view, the
almost universal absence of intersections in human TSP
solutions is a necessary consequence of an automatic
local-to-global perceptual organization process, rather
than a deliberate avoidance.A close parallel is the absence
of intersecting motion paths between random-dot patterns
presented in rapid succession (Attneave, 1974; Kolers,
1972; Navon, 1976; Ullman, 1979; Vickers, Preiss, &
Hughes, 2003).

EXPERIMENT

In addition to the strictures on the evidence cited in
favor of the convex hull hypothesis, M. D. Lee and Vick-
ers (2000) have drawn attention to the constraint that,
when TSP configurations are constructed randomly, the
variation in the number of nodes that fall on the convex
hull is relatively small and both the variance and the mean
number of such nodes exhibit asymptotic bahavior. As a
result, as configurationsof increasing size are considered,
the concept number of interior or nonboundarynodes be-
comes equivalent to total number of nodes. However, as
MacGregor and Ormerod (2000) correctly state in their
reply, “it is possible to construct problems of any size in

which the total number of points and the number of non-
boundary points vary orthogonally. For example, this
could be done by selecting problems from the upper and
lower ranges of the distributions of nonboundary points
shown in Lee and Vickers’s Figure 1” (p. 1052).

According to MacGregor and Ormerod’s (1996) con-
vex hull hypothesis, “the complexity of a TSP should de-
pend not so much on the total number of points, but on the
number of nonboundary, or interior, points” (p. 528).
Therefore, the convex hull hypothesis predicts that a ma-
nipulation of this kind, in which the number of boundary
points is increased (and the number of interior points de-
creased), should facilitate the solution process and lead to
shorter path lengths and to reduced response uncertainty.

On the other hand, if human TSP solutions depend on
the automatic detection of NN links, arrays that contain a
large number of potential intersections will impose more
constraint on the solution process. Because intersections
identify longer pathways and any process that effectively
excludes intersections reduces the number of permissible
alternative pathways, an increased number of potential in-
tersections should lead to shorter solutions and to reduced
response uncertainty.

In order to investigate the relative importance of these
two factors and to evaluate these two hypotheses, an ex-
periment was carried out, closely conforming to the above
suggestion by MacGregor and Ormerod (2000), in which
the two factors, identified by the convex hull and the NN
hypotheses as important determinants of performance,
were varied in a factorial design. The first factor was the
number of nodes on the convex hull. The second factor
was the number of potential intersections in an array. Fol-
lowing MacGregor and Ormerod’s (2000, p. 1502) sug-
gestion, these factors were varied by selectingproblem in-
stances from a randomly generated sample of arrays.

Method
Participants.There were 20 participants, the majority of whom

(19 out of 20) either were studying or had studied at a tertiary level.
Their ages ranged from 17 to 40 years, with a mean age of 23.

Stimuli. The test arrays were drawn from a pool of 20,000 ran-
domly generated 40-node arrays and were selected according to the
number of nodes they had on the convex hull and their number of po-
tential intersections, as calculated by counting the number of inter-
sections over all possible pairs of line segments.

Figure 1 shows each of the 20,000 randomly generated arrays in
terms of their number of nodes on the convex hull and number of in-
tersections, together with the marginal distributions for these two
measures. By using this information, nine problem types were de-
fined, following a 3 (high, medium, and low number of points on the
convex hull) 3 3 (high, medium, and low number of intersections)
factorial design.

The mean number of intersections was 63,542, and this was des-
ignated as the medium level, with high (66,341 intersections) and
low (60,743 intersections) selected to be 1.5 standard deviations
(2,799 intersections) above and below the mean, respectively (toler-
ance for selection was 65% of the standard deviation, or 693 in-
tersections). The mean number of nodes on the convex hull was cal-
culated in a similar manner (M 5 9.61, SD 5 1.587). The medium
number of nodes on the convex hull was selected to be either 9 or 10
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points (alternated randomly), with a low number of nodes as 7, and
a high number as 12. The locations of the nine problem types, show-
ing the 3 3 3 grid, are displayed as white markers (or a pair of white
markers, in the case of medium convex hull points) in Figure 1. Eight
arrays from the pool of 20,000 that met the criteria were chosen at
random for each of the nine problem types.

Procedure. The participants attended two test sessions. Each test
session ran for approximately 2.5 h. The participants were given an
hour to complete 18 problems. After a half-hour break, the observers
completed another 18 problems. Each test session contained two of
each of the nine types of problem, and within each session, the ar-
rays were presented to the observers in a quasirandom manner.

The arrays were presented on computer color monitors. In each
array, the nodes were distributed within a square field 15 3 15 cm.
The participants could begin at any point by left-clicking on a node
(or on a location where they wished to establish a new node) with the
computer mouse. Then, while holding down the mouse button, they
drew a path by dragging the mouse cursor to a subsequent node and
releasing the button, causing a straight line to be drawn between that
node and the previously visited node. By right-clicking on a link (or
created node) to select it and then pressing the Delete key on the key-
board, the participants could undo any links or nodes they had drawn.
The participants were thus free to connect the nodes in any order, to
work alternately from two nodes, or to work on several separated
clusters of nodes.

Immediately prior to commencing each test session, the partici-
pants were presented with two examples of possible solutions to a
TSP, one of which contained an intersection. To maintain motiva-
tion and to encourage the participants to produce their best solutions,
after each problem was completed, they were presented with the

benchmark solution and a score of the percentage difference be-
tween their own solution and the benchmark.

Results
Deviations from optimality. Benchmark optimal or

near-optimal solutions to the test arrays were calculated by
means of a simulated annealing heuristic (Press, 1992;
Reinelt, 1994). To permit comparison across the different
problem types, the observers’ pathway lengths were ex-
pressed as percentages above the benchmark score. Thus,
an observer’s score for a perfect pathway would be zero,
and any pathway that exceeded the benchmark would have
a positive score.

Figure 2 shows the change in the deviation from opti-
mality measure, averaged across all eight arrays for each
problem type, in terms of the convex hull and the inter-
section factors. Surprisingly and contrary to both the find-
ings and the convex hull hypothesis of MacGregor and
Ormerod (1996), mean scores increased as a direct func-
tion of the number of nodes on the convex hull. Con-
versely, mean scores decreased as the number of intersec-
tions increased.

Because of the shortcomings of null hypothesis signi-
fance testing (NHST)(e.g., Cohen, 1994; Edwards, Lind-
man, & Savage, 1963; Howson & Urbach, 1993; Hunter,
1997; Lindley, 1972), we used the Bayesian approach to

Figure 1. The selection of experimental stimuli. The black points represent 20,000 randomly gen-
erated arrays, characterized in terms of the number of points on the convex hull and the number of
intersections. The histograms show the marginal distributions for these two measures. The 3 3 3
grid of white markers indicate the low, medium, and high convex hull and intersection values used
to select the experimental stimuli.
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statistical inference (e.g., Carlin & Louis, 2000; Gelman,
Carlin, Stern, & Rubin, 1995; Kass & Raftery, 1995;
Leonard & Hsu, 1999; Sivia, 1996) to reach conclusions
about the influence that the number of points on the con-
vex hull and the number of potential intersectionshave on
performance. This analysis compared six competingmod-
els that made different assumptions about the effects of
the factors and the form of their interaction. The first
model, called full, assumes that both factors affect perfor-
mance and that they interact in a completely uncon-
strained way. This model requires that each of the 3 3 3 5
9 means in the data requires a separate parameter. At the
other end of the spectrum, the second model, called con-
stant, assumes that neither factor has any effect on per-
formance, and so all of the means are captured by the same
single parameter. The third model, intersect, assumes that
only changes in the number of intersections affect perfor-
mance, whereas the fourth model, hull, assumes that only
changes in the number of points on the convex hull affect
performance. Both of these models require three parame-
ters, one for each level of the factor that is assumed to af-
fect performance. The fifth model, one-way, assumes that
both factors affect performance in an entirely independent
way, so that the change in one does not depend on the
value of the other. This model involves four parameters:
two to describe the rates of change for each factor and two
to describe the differences in their initial values. The sixth
and final model, two-way, extends one-way by assuming

that there is some limited dependency. In particular, it as-
sumes that each change in a factor affects performance by
a constant amount but that the value of this constant de-
pends on the level of the other factors. The two-way model
is more constrained than the full model, requiring six pa-
rameters: three to describe the rate of change for each of
the two factors.

Figure 3 shows the best fits to deviation from optimal-
ity under each of the six models. From these data fits and
the known parametric complexity of the models, it is pos-
sible to calculate the Bayesian information criterion (BIC:
Schwarz, 1978) for each model. The BIC values, in turn,
allow Bayes factors between each pair of models to be es-
timated (e.g., Kass & Raftery, 1995), which quantify how
much more likely one model is than another. Table 1 sum-
marizes these results, showing the log-likelihoodmeasure
of data fit, the number of parameters, the BIC, and the
Bayes factors for each model. The Bayes factor is taken
with respect to the most likely model (i.e., the one with
the minimum BIC value), which is the one-way model.

What the Bayesian analysis shows is that the data pro-
vide the most evidence for the one-way model, with the
hull model being 3.97 times less likely, the intersect model
being 5.43 times less likely, and so on. The data provide
the least evidence for those models that assume some
form of interaction between the two factors. Our conclu-
sion is that both the number of points on the convex hull
and the number of intersections influence performance

Figure 2. The mean deviation from optimality, taken across all the participants’ so-
lutions to all eight problems, for each combination of points on the convex hull and
number of intersections. Deviation from optimality is measured as the proportion by
which a solution length exceeds the benchmark optimal value. The error bars show
one standard error in each direction.
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but do so independently of each other. This conclusion is
consistent with NHST results, which found two signifi-
cant one-way effects but no significant interaction.

Response uncertainty. In addition to deviations from
optimality in the case of individual observers, a group
measure of response uncertainty was calculated for each
array. The frequency with which each point in the array
was connected with each other point was counted and an
n 3 n matrix was constructed. Probabilities ( pi) were ob-
tained by dividing the frequencies by the number of par-
ticipants (20) and then applying Shannon’s (1948) stan-
dard information theory formula, given in Equation 1, to
calculate the total response uncertainty (H ), with k being
the total number of connectionsmade by the participants:

(1)

Figure 4 shows the change in the response uncertainty
measure, averaged across all eight arrays for each problem
type, in terms of the convex hull and intersection factors.
Figure 5 shows the best fits to response uncertainty under
each of the six models. Table 2 gives the various Bayesian
measures for each model against response uncertainty. In
this case, the intersect model has the minimum BIC value
and so is the basis for the Bayes factors. Our conclusion is
that increasing the number of intersections does decrease
response uncertainty, but there is no clear evidence that
the number of points of the convex hull has an effect. This
conclusion is also consistent with NHST methods, which

found a significant one-way effect for intersections but
none for the convex hull and no significant interaction.

Discussion
The present study has a number of implications. These

concern the effects of the number of convex hull points
and the numberof potentialintersectionson deviationsfrom
optimality and response uncertainty and the development
of a locally based model of human performance on visu-
ally presented TSPs. We discuss these in turn.

Convex hull and nearest neighbor processes in solving
TSPs. The analyses of our results support the interpreta-
tion that both the number of points on the convex hull and
the number of potential intersectionshave independentef-

H p pi
i

k
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=

å
1
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Figure 3. The best fits to deviation from optimality for the six competing
models. For each model, the best fit is shown by the lines overlayed on the dis-
play of the data used in Figure 2.

Table 1
The Log-Likelihood Data Fit, Parametric Complexity,

Bayesian Information Criterion (BIC) Value,
and Bayes Factor for Each of the Six Models in Relation

to the Deviation From Optimality Score

Model Log-Likelihood Parametric BIC Bayes
Name Data Fit Complexity Value Factor

Full 10.55 9 21.32 26.63
Constant 4.96 1 27.72 6.55
Intersect 7.27 3 27.95 5.43
Hull 7.65 3 28.70 3.97
One-way 10.12 4 211.46 1.00
Two-way 10.18 6 27.19 7.86

Note—The Bayes factors are taken in relation to the most likely model,
which is the one-way model.
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fects on deviations from optimality. However, the direct
relation between the number of points on the convex hull
and the extent of deviations from optimality contradicts
the convex hull hypothesis of MacGregor and Ormerod
(1996). In contrast, the inverse relation between number
of potential intersections and deviation from optimality is
consistent with a local-to-global processing procedure
based on the automatic detection of NNs.

In view of previous interpretations in favor of the con-
vex hull, the direct relation, shown in this experiment, be-
tween the number of points on the convex hull and the ex-
tent of deviations above optimality in solutions was
unexpected. The configurations selected as problems
were statistically representative of the population of ran-
domly constructed 40-node arrays and it seems unlikely
that an oppositeoutcome could be obtained with any other
method of selecting configurations that would retain or-
thogonality in the values of the two independent variables.

One possible explanation of the apparent conflict with
previous results is that potential intersections that are in-
ternal (i.e., those that do not involve any of the nodes on
the convex hull) may be particularly important for solu-
tion quality. When 40-node arrays are generated by ran-
domly selecting coordinates according to a uniform dis-
tribution, the proportion of potential internal intersections
is around 23%. For the arrays we employed, this increases
slightlywhen arrays are selected that have a higher total of
potential intersections. However, when the number of
nodes on the convex hull is manipulated (while holding
the total number of potential intersections constant), the

number of internal intersections is halved (going from
29,231 to 14,173) as the number of convex hull nodes is
increased from 7 to 12. As would be predicted by the hy-
pothesis that observers employ some procedure based on
NN links, percentage scores above the benchmark in-
crease from 4.7%, through 5.1%, up to 5.7% as the num-
ber of convex hull nodes is increased from 7, through 9 or
10, up to 12, respectively.

The reason that internal intersections may be particu-
larly important may be that a smaller number of internal
intersections may indicate greater uncertainty in identify-
ing NN links. In contrast, NN links that involve points on
the convex hull are identified from among a much smaller
set of possibilities. Thus, increasing the number of points
on the convex hull constitutes a way of manipulating the
relative distribution of internal and hull-related intersec-
tions, as opposed to varying the overall number of intersec-
tions, while keeping their relative distributions constant.
In this way, the number of potential internal intersections
and the number of potential intersections that involve
points on the convex hull may have independent and un-
equal effects on performance, as was found.

The analyses also agree in indicating that number of po-
tential intersections has an inverse effect on response un-
certainty and that there is no evidence that number of
points on the convex hull has an effect or that these two
factors interact. This outcome fails to support MacGregor
and Ormerod’s (1996) interpretationof their finding of an
inverse relation between number of points on the convex
hull and response uncertainty. Again, however, it is consis-

Figure 4. The mean response uncertainty, taken across all the participants’ solu-
tions to all eight problems, for each combination of points on the convex hull and num-
ber of intersections. The error bars show one standard error in each direction.
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tent with the hypothesis that observers use NN links to ar-
rive at solutionsand effectively excludepaths that intersect.

The finding that an increase in the number of convex
hull points (with number of potential intersections held
constant) did not produce an increase in response uncer-
tainty (paralleling the decrease in solution optimality)
may be because two opposing influences are at work. As
was just argued, the concomitant decrease in the number
of potential internal intersections may be associated with
an increase in response uncertainty (because NNs are
harder to identify).On the other hand, because an increase
in intersections involving the convex hull may be associ-
ated with a decrease in response uncertainty and because
near-optimal solutions are in any case constrained to fol-
low the convex hull, it may be that, when the number of
points on the convex hull is manipulated,while holding the
total number of potential intersections constant, these two
opposing influences effectively cancel each other. The po-
tential for differences in the distribution of internal and
hull-related intersections to produce different effects on
the two response measures is clearly an important ques-
tion for further research.

Taken in conjunctionwith the interpretativeweaknesses
in the evidence cited earlier, these findings suggest that
there is no evidence that can be adduced as unqualified
support for the global-to-localconvex hull hypothesisand
there appears to be some clear evidence that runs counter
to it. In contrast, the view that observers arrive at solutions
on the basis of detecting NN links that, in effect, exclude
intersections is well supported by the main results of the

present experiment, although the relative effects of inter-
nal and hull-related intersections need clarification.

A hierarchical nearest neighbor process for solving
TSPs. We have argued that the inverse relation found be-
tween the number of potential intersections and both de-
viation from optimality and response uncertainty is consis-
tent with the hypothesis that observers exploit spontaneous
perceptual organization based on the identification of
links between NNs. We have further suggested that such
links could be identified automatically by a visual system
that processed relational information in parallel.

One of the simplest procedures for achievingreasonably
good solutions to the TSP is the standard NN algorithm
(SNN; Golden et al., 1980). Despite its simplicity, the SNN
algorithm has some attractions as a model of human TSP
performance. First, unlike the convexhull approach, it can

Table 2
The Log-Likelihood Data Fit, Parametric Complexity,

Bayes Information Criterion (BIC) Value, and Bayes Factor
for Each of the Six Models for Response Uncertainty

Model Log-Likelihood Parametric BIC Bayes
Name Data Fit Complexity Value Factor

Full 21.70 9 23.17 19.17
Constant 26.97 1 16.14 5.33
Intersect 22.82 3 12.23 1.00
Hull 26.02 3 18.62 9.44
One-way 22.64 4 14.07 2.51
Two-way 22.55 6 18.29 8.27

Note—The Bayes factors are taken in relation to the most likely model,
which is the intersect model.

Figure 5. The best fits to response uncertainty for the six competing models.
For each model, the best fit is shown by the lines overlayed on the display of the
data used in Figure 4.
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apply to both open tours, with different starting and finish-
ing nodes, and closed tours, with the same start and finish.
Second, some form of NN procedure is likely to be useful
in arriving at good solutions to other optimization prob-
lems, such as the MST and ST tasks mentioned earlier.
Third, the productionof a human TSP solution takes place
in a serial link-by-link order, similar to the operation of
the SNN algorithm.

Nevertheless, few researchers would suggest that ob-
servers follow a simple SNN procedure. MacGregor and
Ormerod (1996) found thatmean solutions,averagedacross
observers and across problems, in both their experiments
were consistently superior to the mean solutionsproduced
by theSNN algorithm.Similarly, Graham et al. (2000) found
that, when the problems were larger (20 or 30 nodes), the
SNN algorithmproduced substantiallylonger tours. If these
results had been the reverse, it would be possible to explain
them by supposing that human performance was also lim-
ited by some other factor. However, the fact that human
performance is superior to that of the SNN procedure
means that the standard algorithm is seriously deficient.

An alternative but closely related possibility is to sup-
pose that observers first establish clusters of two or more
nodes, based on NN distances, and then sequentially link
these up into a tour, possibly using some version of a
nearest cluster algorithm. The first process of cluster orga-
nization seems likely to be an automatic parallel process.
However, the second stage of linking the clusters is more
naturally conceived as a sequential cognitivelypenetrable
one, in which performance is influenced by the choice of
starting point. A hierarchical nearest neighbor (HNN) hy-
pothesis of this kind would have a number of implications.

First, as is shown by our results, the number of poten-
tial intersections should determine human TSP perfor-
mance. None of the NN clusters can contain intersections.
It also seems possible that a sequential process of linking
nearest clusters might be guidedby a conscious avoidance
of intersections. A hierarchical HNN procedure of this
kind would be consistent with the almost universal avoid-
ance of intersections in human TSP solutions.Such a pro-
cedure would restrict the number of alternatives that have
to be considered. Therefore, an HNN hypothesis would
predict that a greater number of potential intersections
would facilitate performance, both in terms of producing
shorter solutionsand in terms of reducing uncertaintycon-
cerning which node to link next.

Second, performance on TSPs should be affected by
any manipulation that changes the distribution of NNs,
such as the degree of regularity in an array (MacGregor
et al., 1999). In particular, a major factor is dot density (or
number of nodes). It is to be expected that the number of
nodes should influence the time taken to solve TSPs.
However, whereas most algorithms require an accelerating
increase in time as the number of nodes becomes greater,
observers appear to take a time that is a linear function of
the number of nodes (Graham et al., 2000;Vickers, Bovet,
et al., 2003). As has been argued by Graham et al., this
suggests that observers employ a simple procedure that
does not necessitate searching through a substantial por-

tion of the space of potential TSP solutions. Because the
number of NN clusters is a linear function of the number
of nodes in an array (Vickers, Preiss, & Hughes, 2003), and
because each decision about linking NN clusters is simi-
lar in form, the HNN would seem to be one example of
such a procedure.

At this stage, we are unsure of whether the avoidanceof
intersections in TSP pathways is solely a necessary con-
sequence of following a solution procedure based on the
detection of NN clusters or whether it is also in part a
probable consequence of deliberately avoiding intersec-
tions in the process of connecting the NN clusters into a
solutionpathway. However, it does seem to be the case that,
by following a locally focused process, observers are able
to exploit spontaneousorganizing tendenciesof the visual
system to arrive at TSP solutions that approximateclosely
to a globally defined optimality. On a more general level,
the hypothesis that observers can exploit locally focused
processes that use relational information to achieve a level
of performance that is not far short of some globally spec-
ified optimum is consistent not only with current theoriz-
ing that is based on some form of optimization as an ex-
planatoryprinciple (e.g., Chater& Vitányi, 2003), but also
with recent work that emphasizes the simplifying heuris-
tics that human beings use to make decisions that are near-
optimal (e.g., Gigerenzer & Todd, 1999).
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NOTE
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