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Metaphors abound in conversational language. We can
describe a politician as a snake and a lawyer as a shark
without even realizing that a conceptual leap between the
metaphor’s topic (politician) and its vehicle (snake) has
been made. The very fact that many metaphors seem to
be produced and understood effortlessly has been of
great interest to researchers. The issue of the exact time
course of figurative meaning activation has been key to
the controversy over whether figurative language is di-
rectly or indirectly processed (Glucksberg, 2001). Ac-
cording to the classic indirect model (e.g., Searle, 1979),
when a metaphor is first encountered, the first stage of
processing is to attempt a literal interpretation. If a literal
interpretation is impossible or if it does not make sense
in that particular context, a special figurative processing
system takes over and uses pragmatic information to infer
a figurative meaning. The model made several testable
predictions. The first is that understanding a metaphor
should take longer than understandinga literal paraphrase,
because literal processing must always occur first. The
second prediction is that metaphor interpretation should
be a secondary optional process. In order to test the sec-
ond prediction, Glucksberg and colleagues (Glucksberg,
Gildea, & Bookin, 1982) developed the metaphor inter-
ference task.

In the metaphor interference task, subjects are asked to
read a series of word strings and judge whether or not they
are literally true. The critical conditions include literally

true sentences (The robin is a bird), literally untrue but
metaphoricallytrue sentences (The divorce is a nightmare),
and scrambled sentences made from the same topic and
vehicle terms in such a way as to make them less sensible
both literally and metaphorically (The divorce is a table).
The logic of the task was that if readers were asked to
judge the literal truth of metaphors, the decision to judge
them as untrue could be made at the first, literal stage,
thereby making the additional processing of any meta-
phorical meaning unnecessary. However, data from a
large number of studies showed that subjects often took
longer to judge metaphors as literally untrue than to re-
ject the less meaningful scrambled sentences (Glucks-
berg et al., 1982; Light, Owens, Mahoney, & La Voie,
1993; Wolff & Gentner, 2000). Therefore, the metaphor
interference task was interpreted to reflect the automatic
and obligatory nature of metaphor processing (Glucks-
berg & Keysar, 1990). That is, even when explicitly told
not to, people simply could not help but process the
meaning of metaphors. When these findings were com-
bined with evidence from eye-tracking studies that
metaphors did not always take longer to read than literal
sentences (Inhoff, Lima, & Carroll, 1984) and cross-
modal priming evidenceof immediate figurative meaning
activation (Blasko & Connine, 1993), the field was led
away from the literal-first indirect models and toward
models suggesting that f igurative meaning could be
computed directly from the information available in the
communicative environment (e.g., Gibbs, 1994; Glucks-
berg & Keysar, 1990).

Recent work has shown that this issue was more com-
plicated than was originally thought.First, there are times
when understanding figurative language is clearly a less
direct and more time-consuming process than literal un-
derstanding. For example, proverbs consistently take
longer to comprehend than literal paraphrases (Honeck,
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In two experiments, we examined individual differences in metaphor processing. In Experiment 1,
the subjects judged the literal truth of literal, metaphorical, and scrambled sentences. Overall,
metaphors were more difficult to judge as false, in comparison with scrambledcontrols, suggesting that
the metaphorical meaning was being processed automatically. However, there were individual differ-
ences in that high-IQ subjects showed more interference. These effects were reflected in ERP ampli-
tude differences at the onset of N400 and after the response. In Experiment 2, the subjects completed
IQ testsand a series of working memory testsand then rated and interpreted the same set of metaphors.
The results showed that IQ was correlatedwith working memory capacity and that low-IQ subjects had
similar ratings but poorer quality interpretations than did high-IQ subjects. The results were most con-
sistent with a constraint satisfaction approach to metaphor comprehension.
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Welge, & Temple, 1998). Second, many have challenged
the view that figurative and literal language are really
distinct and, instead, have considered them to exist on a
continuum of conventionality. Finally, characteristics of
a metaphor, such as familiarity and aptness, have been
shown to influence the time course of meaning activa-
tion. For example, readers show both shorter gaze dura-
tions (Blasko & Briihl, 1997) and earlier activation of
f igurative meaning to familiar and apt metaphors, in
comparison with unfamiliar and less apt metaphors
(Blasko & Connine, 1993). The metaphor interference
task has been widely used in metaphor research because
it appears to be sensitive to characteristicsof the metaphor
and its surrounding context. Gregory and Mergler (1990)
did not find evidence of the metaphor interference effect
(MIE) and hypothesized that this was because they had
used metaphors that were less apt and/or less familiar
than the original set. Less apt metaphors, created by using
the quantifier all (e.g., All marriages are iceboxes),
showed no MIE without supportive context (Gildea &
Glucksberg, 1983). Thus, the metaphor interference task
is a widely used measure of the earliest and most auto-
matic processing of metaphor (Gibbs, 1994). In the pres-
ent paper, we will examine it further in order to determine
its time course and to investigate whether it is suscepti-
ble to individual differences.

Individual Differences in Metaphor Processing
Most models of metaphor processing make the sim-

plifying assumption that all adult readers are essentially
the same. Yet any professor of literature will tell you that
a meaningful metaphor to one student may be com-
pletely obtuse to another. Take, for example, the literary
metaphor spoken by Buckingham in Shakespeare’s Life
of King Henry the Eighth, “No man’s pie is freed / From
his ambitious finger.” Some students recognize the idiom
“a finger in every pie”1 and, from the context of the plot,
recognize that this might apply to those who meddle in
the affairs of others. However, other students see little or
no meaning and continue to have difficulty with such
metaphors even after careful explanation.

Despite the fact that metaphor comprehension has his-
torically been equated with intellectual ability and higher
level cognition, there has been relatively little research in-
vestigating exactly why such wide variations in the under-
standing of metaphors occur. In one of the few studies to
date, Trick and Katz (1986) found a relationship between
analogical reasoning scores and ratings of metaphor apt-
ness. Those with higher analogic reasoning scores gave
higher ratings to those metaphors whose terms came from
dissimilar domains. They also appeared to be more sensi-
tive to the precise structural correspondence between do-
mains. According to Gentner and colleagues, the structural
alignment and mapping between topic and vehicle do-
mains lies at the heart of metaphorical mapping (Gentner
& Wolff, 1997). Therefore, one source of individual dif-
ferences may lie in a person’s skill in bridging the seman-
tic domains of topic and vehicle. They must activate fea-
tures of the vehicle that fit the constraints of the topic,

while at the same time filtering out or suppressing the ir-
relevant features (Gernsbacher & Keysar, 1995). In some
cases, this involvescreating entirely new emergent features
that were not salient in either topic or vehicle domains, as
well as using inference processes to extract the correct
structural dimensions of comparison from the context.

Individual differences in verbal IQ have often been ex-
plained, in part, as arising from constraints of general cog-
nitive capacity. Working memory for language,as indexed
by complex span tasks, has been shown to predict individ-
ual differences in both auditory (Connine, Blasko, &
Wang, 1994) and visual language tasks (Gernsbacher &
Faust, 1991; Just & Carpenter, 1992). The capacity theory
of language (Just & Carpenter, 1992) suggests that differ-
ences in working memory for language provide functional
limits on the speed and efficiency of comprehension. Be-
cause working memory capacity is hypothesizedto involve
both the processing and the storage of the partial products
of comprehension, capacity-based performance decre-
ments would be predicted in cases in which an individual’s
resources are exceeded because of inherent capacity limi-
tations, poor efficiency of the particularprocesses involved
in the task, or both (Just & Carpenter, 1992).

Taken as a whole, this research suggests that for any
given metaphor, comprehension diff iculty may be a
function of a multitude of factors, including the distance
of the semantic mapping, the demands of the task, and
the verbal ability of the individual. For example, if sub-
jects are given unlimited time to rate easy metaphors for
comprehensibility, this should require relatively few re-
sources, and therefore, there should be few individual
differences. However, if the task is speeded or if it involves
not just judgingwhether an utterance makes sense but also
explaining how it makes sense, considerable resources
must be marshaled, and those with lower intellectual ca-
pacity may have more difficulty. Most current models of
metaphor comprehension make little mention of this
tradeoff. In fact, research has been conducted with a
focus on stimulus characteristics while, for the most
part, ignoring subject characteristics.

One of the few models of metaphor comprehension that
seems amenable to the interaction of stimulus and subject
characteristics is the predication approach recently ad-
vanced by Kintsch (2000, 2001). According to this con-
straint satisfaction approach, stimuli and subject charac-
teristics are expected to flexibly interact. The linguistic
experience of the individual will, over time, set up a se-
mantic network structure that will then flexibly interact
with contextual information and task demands to dynami-
cally compute meaning on line for each utterance,whether
metaphoricalor literal. However, this predicationapproach
is a computationalmodel; therefore, it does not provide in-
formation on how these processes occur in the brain.

Event-Related Brain Potentials and
Language Comprehension

Despite a recent upsurge of interest in cognitive neuro-
science, relatively few studies have directly addressed
the issue of how figurative language is processed in the
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healthy brain. The majority of work has focused on clin-
ical populations and has used off-line measures of inter-
pretation. For example, a large number of studies have
shown that patients with right-hemisphere damage may
have difficulty dealing with figurative language, such as
metaphors (Winner & Gardner, 1977), indirect requests
(Hirst, LeDoux, & Stein, 1984), and jokes (Bihrle,
Brownell, & Powelson, 1986). Research on the normal
brain has tended to focus on the relative contribution of
the two hemispheres and has suggested that the right
hemisphere might be somewhat better prepared to deal
with the peripheral meanings often needed in metaphor
processing (Beeman, 1993; Beeman et al., 1994; Burgess
& Chiarello, 1996; Titone, 1998). Recent research in
which PET (Bottini et al., 1994) was used showed greater
right-hemisphere activation, especially in the right pre-
frontal cortex, the middle temporal gyrus, the precuneus,
and the posterior cingulate,when subjects read metaphors,
in comparison with literal sentences.

Event-related brain potentials (ERPs) are a technique
well suited to explore both the time course of the MIE
and potential individual differences. ERPs are time-
locked recordings of voltage changes within the brain
that are recorded from the scalp in response to sensory,
motor, or cognitive events. They provide unsurpassed
temporal resolution, making them ideal for the study of
the time course of sentence processing (Fabiani, Gratton,
& Coles, 2000;Kutas, 1997; Kutas, Federmeier, Coulson,
King, & Münte, 2000). ERPs have the additional advan-
tage of allowing random presentation of stimuli across
conditions. In addition, through the use of multiple scalp
electrode sites, inferences can be made about the local-
ization of the source of activation (R. Johnson, 1993). Al-
though such inferences are limited when compared with
the capabilities of fMRI or PET (because scalp-recorded
potentials are summed from a large populations of neu-
rons), they can provide valuable information about basic
comparisons between right and left hemispheres and dif-
ferential activity in the front and the back of the brain.

ERPs have been shown to be sensitive to individual
differences in IQ (Stelmack & Houlihan, 1995) and read-
ing ability (Lovrich, Cheng, Velting, & Kazmerski, 1997)
and in clinical populations (e.g., Kazmerski & Friedman,
1998). One ERP component that has been widely used in
studies of language processing is the N400 component.
This negative voltage deflection occurs around 400 msec
after stimulus onset and was originally found when sen-
tences with and without semantic anomalies were com-
pared. However, it has also been found to be larger in
cases in which semantic integration is more difficult and,
therefore, is related to cloze probabilities (Coulson, 2001;
Kutas, 1997; Kutas et al., 2000). A second component
that has been identified in language studies is a positive-
going wave that usually begins 500–600 msec after stim-
ulus presentation. This component, the P600, has been
more closely associated with syntactic anomalies (Oster-
hout & Holcomb, 1992) but has also been shown to index
social factors, such as gender stereotypical language use

(Osterhout, Bersick, & McLaughlin, 1997). A late posi-
tivity has also been shown to index successful compre-
hension. For example, subjects who understood the
punch lines of jokes showed larger late positivity than
did those who had not (Coulson, 2001).

An assumption of these techniques is that the subject is
actively evaluating the stimulus and that the correspond-
ing measures are reflecting that evaluation. However,
when looking at the MIE, we must also consider that the
subject must select the response appropriate to the sen-
tence and possibly, in the case of a metaphor, inhibit or
suppress an automatically activated meaning in order to
respond that a statement is not meaningful. ERPs can be
helpful in dissociating such response-related activity. For
example, the lateralized readiness potential is known to
reflect motor preparation for a response (Coles, Smid,
Scheffers, & Otten, 1995).

There has been relatively little attention paid to non-
literal language in the ERP literature. In one exception
(Pynte, Besson, Robichon, & Poli, 1996), ERPs were
recorded as subjects read familiar metaphors (Those fight-
ers are lions), unfamiliar metaphors (Those apprentices
are lions), or literal control sentences (Those animals are
lions). The vehicle of the metaphor showed a larger
N400 component than did the last word of the literal sen-
tences. They also found that supportive context reduced
the magnitudeof the N400 but that there was no evidence
of differences later in processing (1,000–1,400 msec)
and no evidence of laterality differences that could be at-
tributed to metaphorical processing.

The Present Study
There have been a few studies that have shown that the

quality of off-line metaphor interpretationswas correlated
with general cognitive measures (e.g., working memory
for language; verbal SAT scores, Blasko, 1999; mental
capacity, J. Johnson & Pascual-Leone, 1989). However,
there has been little work in which researchers have
looked at potential individual differences at the earliest
and most automatic level of metaphor processing, when
relevant features are first activated and irrelevant ones
inhibited. The MIE provides just such an opportunity.
Therefore, in the present study we investigated individual
differences in the processing of the same set of metaphors
in both an on-line task and an off-line task. In Experi-
ment 1, we used ERPs to map the size and time course of
the MIE in relation to IQ. In Experiment 2, we collected
ratings and interpretationsof the same metaphors, as well
as working memory and IQ scores from our subjects.

One purpose of the present study was to replicate the
MIE and to investigate potential individual differences
by partitioning the sample on the basis of IQ scores from
a standardized test. IQ scores were selected as the mea-
sure of individual differences, since they are widely
used, have well-known psychometric properties, and are
easily administered. To make the task more sensitive to
capacity limitations and more compatible with standard
ERP methodology, we modified the full sentence pre-
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sentation of the typical MIE experiment to a rapid serial
visual presentation (RSVP). We examined processing
between three key conditions: literal, metaphorical, and
scrambled. Subjects were asked to judge whether each
sentence was literally true; thus, in the case of the meta-
phorical condition, if the metaphorical meaning is auto-
matically activated, it would need to be inhibited in order
to make the response. The ERP indices of the metaphor
interference task would be seen in a divergence of the av-
erage waveforms for the metaphorical and the scrambled
conditions. In order to reduce individual differences
based on basic vocabulary or general knowledge, we ex-
tensively normed our stimuli and avoided more difficult
and obtuse literary metaphors, as well as highly conven-
tionalized/lexicalized metaphors, and instead focused on
a set of metaphors with a moderate range of familiarity
and aptness.

Most methods of studying on-line language compre-
hension can look only at a single snapshot in time—that
is, reaction time (RT) differences shown in the MIE tell
us only that, at the point at which the behavioral response
was made, there was some average difference between
conditions. ERPs go beyond this and can provide infor-
mation about processing before and after a response. It
has been argued (Wolff & Gentner, 2000) that the rela-
tively fast RTs of the MIE (in the order of 1,200 msec),
in comparison with the much lengthier times found in in-
terpretation tasks (5 sec or more), reflect a very early
stage of comprehension, before any later interpretation
or reflection can occur. The question is, at what point
does figurative activation occur. To conduct an analysis
of the time course of processing, we examined the three
conditionsacross 200-msec latency bins. We expected to
see a larger N400 to the metaphorical and scrambled
conditions than to the literal condition. One of the most
interesting questions theoretically is the mapping of the
time course of the MIE. If there are differences between
the metaphorical and the scrambled conditions, at what
point will they emerge and for how long will they re-
main? To the extent that the MIE indexes automatic
meaning activation, we should see a difference between
the metaphorical and the scrambled conditions begin to
emerge in the earliest bin, 200–400 msec, which in-
cludes the early part of the N400 component, so that
N400 amplitude should be greater for the scrambled
condition than for the metaphorical condition.

Our final question was whether there would be evi-
dence for individual differences in the MIE. Some re-

search suggests that high-skilled readers have more effi-
cient suppression mechanisms (Gernsbacher & Faust,
1991). If this is the case, the high-IQ group might be bet-
ter at the inhibition task and show less difference be-
tween metaphorical and scrambled conditions.However,
on the basis of the results of work showing that high
comprehenders’ sensitivity to syntactic constraints leads
to a time-consuming garden path (King & Just, 1991), it
is more likely that the high-IQ group will find metaphor
processing both easier and more automatic and, there-
fore, will have more diff iculty ignoring metaphorical
meaning. If so, activation of the metaphorical meaning
may be seen as greater positivity for the high-IQ group.

EXPERIMENT 1

Method
Subjects. Forty-eight (50% female) undergraduates participated

in the study. The majority received class credit for participation; the
others were paid $20 for participating. The mean age was 19.5 years
(SD = 2.8). These subjects were recruited from a larger pool of over
100 students on the basis of their performance on the Kaufman
Brief Intelligence Scale (KBIT; Kaufman & Kaufman, 1990). Each
of the three groups had 16 subjects. The high-IQ group had IQs of
115 or above (M = 120.8, SD = 4.2) . The medium-IQ group had IQs
of 100–114 (M = 105.9, SD = 3.7). The low-IQ group had IQs less
than 100 (M = 95.3, SD = 4.7). The subjects were all right-handed and
were native English speakers. They reported no serious visual or read-
ing disabilities and no psychological or physical health problems.

Materials . Forty metaphors were chosen as the base stimuli for
the experiment. Table 1 shows example sentences. 2 Two lists were
constructed so that 20 of the metaphors were presented in their
complete form in each list—for example, The cigar is a skunk. The
topics and vehicles of the other 20 metaphors were scrambled in
such a way as to attempt to make them less meaningful—for ex-
ample, The cigars are roller coasters . The metaphorical and scram-
bled sentences did not differ on cloze probability.3 Forty literal sen-
tences were developed in order to balance the number of true
responses and were used in both lists. Each sentence contained five
words.

ERP recordings . EEG was recorded from midline (Fz, Cz, and
Pz) and five lateral pairs of scalp sites (F3/4, C3/4, P3/4, T5/6, and
O1/2), employing standard 10–20 placements, all referred to nose
tip, using an Electro-cap. Vertical (supraorbital to infraorbital bipo-
lar recording) and horizontal (outer canthus of each eye) eye move-
ments were also recorded. ERPs were recorded using a 16-channel
amplifier system from Contact Precision Instruments with a 0.01-
to 30-Hz bandpass and were sampled at the rate of 200 Hz. The
EEG was digitized on line and stored as single trials with corre-
sponding behavioral responses, using the PC-EXP program (Grat-
ton, 1997). The ERPs were averaged off line according to condition
and stimulus type. Trials containing eye artifacts were corrected off
line, using the technique described by Gratton, Coles, and Donchin

Table 1
Examples of Metaphorical, Scrambled, and Literal Sentences

Sentence Type

Metaphorical Scrambled Literal

The beaver is a lumberjack. The rumor was a lumberjack. Tulips grow from a bulb.
The ant trails were freeways. The sermon is a freeway. A macaw is a parrot.
Sermons can be sleeping pills. Swimmers can be sleeping pills. The guppy is a fish.
The cigar is a skunk. The cigar is a roller coaster. Cotton is a natural fabric.
The family was a fortress. The ant was a fortress. The hammer is a tool.
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(1983). ERPs were recorded to the final word of each sentence so
that, across lists and conditions (metaphorical or scrambled), aver-
age recordings reflected the same final words. For the metaphors,
this corresponded to the metaphorical vehicle. The reported aver-
ages reflect correct responses.

Individual difference measures. Standardized tests of intelli-
gence and reading skills4 were administered to the subjects as the
basis for grouping and to screen for potential reading difficulties
that may have interfered with the completion of the task. The KBIT
(Kaufman & Kaufman, 1990) is a brief intelligence scale that is in-
dividually administered in approximately 30 min. It includes verbal
and matrices subscales and a composite IQ score. It correlates with
the WAIS–R Full Scale IQ (r = .75, p < .001).

Procedure. The subjects were run in individual sessions lasting
approximately 2 h. The individual difference measures were admin-
istered first, followed by the ERP recording session. The ERPsession
included four blocks of a 50-trial oddball task prior to the metaphor
task.

In the metaphor task, the sentences were presented one word at a
time for a duration of 300 msec, with an interstimulus interval of
500 and 2,000 msec between sentences. The last word of the sen-
tence was followed by a period that indicated to the subject that a
response was required. The subjects were told, “You will be pre-
sented with a series of sentences that will appear one word at a time
on the screen in front of you. When you see the period at the end of
a word you will know that the sentence is over. At that point, decide
as quickly as possible whether the sentence is literally true.” They
were then asked to press either the right or the left shift key on a
computer keyboard, using the corresponding hand. Hand of re-
sponse was counterbalanced across subjects. The subjects f irst
completed a set of 10 practice trials that included metaphorical,
scrambled, and literal sentences. All the subjects reached at least
80% accuracy on the practice trials.

Results
Behavioral analyses. Table 2 shows the means and

standard deviations for mean RTs and accuracies across
groups. Responses less than 100 msec and greater than
1,500 msec were discarded as outliers. This accounted
for less than 3% of the data and was similar across con-
ditions. All data were analyzed with both subject (Fs) and
item (Fi ) analyses.

Because the MIE is seen primarily in judgment time,
accuracies were analyzed primarily to rule out the possi-

bility of a speed–accuracy tradeoff. As can be seen in
Table 2, the subjects were quite accurate at the literal
judgment task, averaging 96% correct across conditions.
Accuracies were slightly higher in the metaphorical and
scrambled conditions, which did not differ from each
other, than in the literal condition. This resulted in a
main effect of sentence type that was significant in the
subject analysis, but not in the item analysis [Fs(2,90) =
6.54, MSe = 18.91, p = .002; Fi (2,234) = 0.524, MSe =
175.75, p = .59]. Neither the effect of IQ group nor the
interactionof sentence type with IQ group was significant
[IQ, Fs(2,45) = 1.58, MSe = 36.35,p = .22, and Fi (2,117)=
0.61, MSe = 299.79, p = .55; interaction, Fs(4,90) = 0.82,
MSe = 18.96, p = .51, and Fi (4,234) = 0.23, MSe = 175.75,
p = .92].

Correct RTs were analyzed with 3 3 3 (sentence type
[metaphorical, scrambled, or literal] 3 IQ group [low,
medium, or high]) mixed analyses of variance (ANOVAs),
with sentence type as a within-subjects variable and IQ
as a between-subjects variable. The results showed a sig-
nificant main effect of sentence type in both subject and
item analyses [Fs(2,90) = 37.06, MSe = 2,010.32, p <
.001; Fi (2,234) = 23.46, MSe = 6,934, p < .001]. The
main effect of IQ group was significant in the item analy-
sis and approached significance in the subject analysis
[Fs(2,45) = 3.02, MSe = 37,746.78, p = .059; Fi (2,117) =
41.55, MSe = 6,814.95, p < .001]. The interaction did not
reach significance in either analysis [Fs(4,90) = 0.97,
MSe = 2,010.32, p = .42; Fi (4,234) = 0.699, MSe =
6,934.00,p = .60]. These results tell us primarily that the
true decision was faster than the false one and that IQ
moderated speed of processing.

The more interesting question was whether there was
an MIE (metaphor 2 scrambled) evident for each of the
three individual groups. Therefore, a second series of
ANOVAs was conducted in which only the interaction of
the critical sentence types (metaphorical or scrambled)
with IQ group (low, medium, or high) was examined. The
results showed that even when only sentences that were
judged as being not literally true were examined, there
was still a significant effect of sentence type in both the
subject and the item analyses [Fs(1,45) = 8.26, MSe =
1,625, p < .01; Fi (1,117) = 4.48, MSe = 5,597, p < .05].
This replicates the basic MIE—that is, when collapsed
across IQ group, the metaphors were rejected signifi-
cantly more slowly than the scrambled sentences. The
main effect of IQ group was also significant in both sub-
ject and item analyses, with high-IQ subjects tending to
be faster [Fs(2,45) = 3.32, MSe = 23,696, p < .05;
Fi (1,117) = 31.03, MSe = 5,653, p < .001]. This finding
was followed up by a series of planned comparisons in
which the MIE (metaphor 2 scrambled) was examined
separately for the three groups. Family-wise error was
controlled using the Fisher LSD procedure. Inspection
of the group means shows a linear increase in the size of
the effect across groups. The degree of interference was
only 11 msec for the low-IQ group, 27 msec for the
medium-IQ group, and 35 msec for the high-IQ group.

Table 2
Mean Reaction Time (in Milliseconds) and

Accuracy of the Sentences by IQ Group

Reaction Time Accuracy

Sentence Type M SD M SD

High-IQ Group
Metaphorical 747 112 97.5 4.1
Scrambled 712 117 96.7 5.7
Literal 660 133 95.2 5.1

Medium-IQ Group
Metaphorical 796 102 97.0 3.9
Scrambled 769 103 97.4 4.7
Literal 735 123 94.8 4.9

Low-IQ Group
Metaphorical 834 117 94.7 5.4
Scrambled 823 121 97.0 4.2
Literal 751 129 92.0 6.1
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Paired t tests revealed that the high-IQ group showed sta-
tistically reliable differences between the metaphorical
and the scrambled sentences in both subject and item
analyses [ts(15) = 2.27, p < .05; ti(39) = 2.51, p < .05],
whereas the difference did not reach statistical signifi-
cance for either the medium-IQ group [ts(15) = 1.68, p =
.12; ti(39) = 1.09, p = .28] or the low-IQ group [ts(15) =
0.88, p = .39; ti(39) = 0.40, p = .69]. This result provides
good evidence that automaticity of metaphor activation
is not an all-or-none phenomenon. Rather, the higher the
IQ of the reader, the more likely that metaphorical mean-
ing is activated, which in turn creates interference in
judging the metaphor to be literally untrue. Interestingly,
as can be seen by the standard deviations reported in
Table 2, the variability within groups was very similar.
This suggests that the lack of significant differences for
the low-IQ group was not due to increased variability as
IQ decreased. Rather, the mean MIE decreased linearly
across the groups.

ERP stimulus-locked analysis. Our next analysis fo-
cused on the stimulus-locked ERP data, which allowed
us to explore the time course of the MIE and also to ex-
amine whether the individual differences seen in the be-
havioral data were reflected in the ERPs. Figure 1 shows
the grand average ERPs for all 48 subjects to the three
sentence conditions at midline. The ERPs elicited by the
scrambled sentences clearly were more negative than
those to literal sentences beginning at about 250 msec
and lasting until about 600 msec, with the responses to the
metaphors falling in between. The three conditions ap-
pear to overlap to a large extent from 600 to 1,000 msec.
Beginningat about 1,000 msec, the ERPs to the metaphors
show a positive enhancement that extends to the end of
the recording epoch and is more visible at Pz than at Fz.

The critical difference between the metaphorical and
the scrambled conditions was apparent in the earliest
recording region, 200–400 msec. However, this effect
varied among the groups, as can be seen in Figure 2. The
ERPs to metaphors were more positive than those to the
scrambled sentences for the high- (Figure 3) and medium-
IQ groups. This was particularly clear at the posterior
sites. In contrast, the low-IQ group (Figure 4) showed lit-
tle difference between the metaphorical and the scram-
bled sentence conditions in the regions associated with
the N400 component and, in contrast to the high- and
medium-IQ groups, showed greater positivity to the
scrambled than to the metaphorical condition for the
later positivity (Figure 3).

To confirm these observations, a series of statistical
analyses was computed to compare the sentence condi-
tions, with both subjects and items as random factors.
Although item analysis is a standard procedure within
psycholinguistics, ERP researchers working with natural
language stimuli have typically conducted only subject
analyses. However, this limits the potential generaliz-
ability of the results to other linguistic utterances of the
same type (Clark, 1973). The use of this procedure is
particularly useful when the pool of linguistic stimuli is

limited, and so we conducted an item analysis on the
ERPs.5 To quantify changes over the time course of pro-
cessing, measurements were made for mean amplitude
in 200-msec latency bins beginning at 200 msec. A se-
ries of ANOVAs was conducted to compare the sentence
conditions, with Greenhouse–Geisser correction factors
being used as necessary. Analyses were conducted first
at midline sites; hemispheric comparisons were then
conducted in separate analyses. For midline, a 2 3 3 3
3 (sentence type 3 front /back electrode site 3 IQ group)
mixed ANOVA was computed separately for each bin.
Sentence type (metaphorical or scrambled) and front/back
(Fz, Cz, or Pz) were repeated measures, and IQ group
(high, medium, or low) was a between-subjects variable.
To better characterize the differences across the scalp be-
tween ERPs to scrambled and metaphorical sentences, a
2 3 5 3 2 3 3 mixed ANOVA was computed for each
latency bin, where sentence type (metaphorical or
scrambled), front /back (frontal, central, parietal, tempo-
ral, or occipital), and laterality (left or right) were re-

Figure 1. Grand average (n = 48) event-related potentials
recorded from the three midline sites, elicited by the final word of
literal, metaphorical, and scrambled sentences. Positive is plotted
up in this and subsequent figures. The top of the figure corre-
sponds to the front-central site, indicated by Fz. Cz refers to the
mid-central site, and Pz refers to the parietal-central site. Onset
of the final word of the sentence is indicated as 0 on the time line.
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peated measures and IQ group (high, medium, or low)
was a between-subjects measure. The critical effects
were those that focused on differences in sentence type
(metaphorical or scrambled), and higher order interac-
tions with sentence type were evident at most bins. These
interactions were then explored with a series of planned
comparisons, using paired t tests to compare metaphor-
ical with scrambled conditions (the comparison that re-
flected the MIE) for each IQ group. All the differences
described were significant ( p < .05, two-tailed) for sub-
ject and item analyses, unless otherwise specified.

Early effects: 200–400 msec. ERPs were more nega-
tive to scrambled than to metaphorical sentences in this
latency window. This main effect of sentence type was
reliable both at midline [Fs(1,45) = 6.35, MSe = 36.89,
p = .015; Fi (1,114) = 4.11, MSe = 96.41, p = .045] and in
the laterality analysis [Fs(1,45) = 6.54, MSe = 101.36, p =
.01; Fi (1,114) = 5.18, MSe = 253.89, p = .025]. At mid-
line, the three-way interaction among sentence type,
front /back, and group was significant for both subject
and item analyses [Fs(4,90) = 3.16, MSe = 1.44, p = .025;
Fi (4,228) = 2.67, MSe = 1.72, p = .039].

Planned comparisons showed that this interaction was
a result of a significant difference in the subject analysis

between the metaphorical and the scrambled conditions
that was reliable for the high-IQ group at central and
posterior sites (C3, C4, Pz, P3, P4, O1, O2, T5, and T6).
For the medium-IQ group, the metaphorical–scrambled
difference was reliable at all frontal, central, and parietal
sites (for the subject analysis, p < .05 at all sites; for the
item analysis, only at Pz). For the low-IQ group, the dif-
ference between the metaphorical and the scrambled
conditions was not significant at any electrode site for
either the subject or the item analysis.

Early effects: 400–600 msec. Similar to the results
for 200–400 msec, mean amplitude for ERPs to scram-
bled stimuli was more negative than that for ERPs to
metaphors, as can be seen in the main effect for sentence
type at midline [Fs(1,45) = 4.26, MSe = 61.45, p = .045;
Fi (1,114) = 3.13, MSe = 154.75, p = .08]. This was also
true in the laterality analysis [Fs(1,45) = 3.91, MSe =
171.94,p = .05; Fi (1,114) = 3.15, MSe = 421.06, p = .08].
The main effect of group was significant in both midline
[Fs(2,45) = 3.69, MSe = 142.92,p = .03; Fi (2,114) = 7.22,
MSe = 156.26, p = .001] and laterality [Fs(2,45) = 3.73,
MSe = 397.04, p = .03; Fi (2,114) = 6.33, MSe = 477.28,
p = .002] analyses. These main effects were moderated
by the three-way front /back 3 sentence type 3 group

Figure 2. Grand average waveforms elicited by the final word of the
literal (light dashed line), metaphorical (solid line), and scrambled (bold
dashed line) sentences at the Pz electrode site for each IQ group.
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interaction in both the midline [Fs(4,90) = 2.77, MSe =
2.41, p = .04; Fi (4,228) = 3.13, MSe = 7.51, p = .02] and
the laterality [Fs(8,180) = 2.58, MSe = 11.80, p = .04;
Fi (8,456) = 2.26, MSe = 20.40, p = .08] analyses.

Planned comparisons were performed as for the earlier
latency bin. For the high-IQ group, ERPs to the scram-
bled sentences were more negative than those to the
metaphors. These differences approached significance

Figure 3. Grand average waveforms for the high-IQ group (n = 16) at 13 electrode
sites, elicited by the final word of the metaphorical and scrambled sentences. The left
column represents recordings from the left hemisphere, the center column from the
midline, and the right column from the right hemisphere. Frontal sites are indicated
by “F,” central sites by “C,” parietal sites by “P,” temporal sites by “T,” and occipital
sites by “O.”

Figure 4. Grand average waveforms for the low-IQ group (n = 16) at 13 electrode
sites, elicited by the final word of the metaphorical and scrambled sentences. Frontal
sites are indicated by “F,” central sites by “C,” parietal sites by “P,” temporal sites by
“T,” and occipital sites by “O.”
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( p < .10) for the high-IQ group at P3, O1, and O2. The
medium- and low-IQ groups showed no reliable differ-
ences between sentence types at any electrode site.

Middle effects: 600–800, 800–1,000, and 1,000–
1,200 msec. In these middle latencybins that comprise the
late positivity, the only reliable effect of sentence type was
a two-way interactionof sentence type and laterality for the
800- to 1,000-msec bin in the subject analysis [Fs(1,45) =
4.68, MSe = 2.91, p = .036; Fi (1,114) = 2.99, MSe = 12.33,
p = .087]. Overall, the metaphors showed more equal acti-
vation in both hemispheres (left = 3.2 mV, right = 3.8 mV)
relative to the scrambled (left = 1.5 mV, right = 2.6 mV).
This means that the left–right difference was greater for
scrambled sentences than for metaphorical sentences.
No other effects of sentence type or group were reliable
in these latency windows. The planned comparisons re-
vealed that the metaphorical–scrambled difference was
reliable only for the high-IQ group (1,000–1,200 msec at
Pz, P3, and O1; it approached significance at C3).

Late effects: 1,200–1,400 and 1,400–1,600 msec. In
the midline analysis for 1,200–1,400 msec, the three-way
sentence type 3 front /back 3 IQ group interaction was
reliable for the subject analysis [Fs(4,90) = 2.84, MSe =
3.97, p = .001], but not for the item analysis [Fi (2,228) =
1.28, MSe = 12.81, p = .283]. A four-way sentence type
3 front /back 3 laterality 3 IQ group interaction was re-
liable in the laterality–subject analysis [Fs(8,180) = 2.28,
MSe = 1.01, p = .03], but not in the item analysis
[Fi (8,456) = 1.29, MSe = 5.03, p = .27]. For the 1,400–
1,600 msec bin, in contrast to the previous bin, the three-
way interactionwas not reliable at midline.However, sim-
ilar to the 1,200–1,400 msec bin, the four-way sentence
type 3 laterality3 front /back 3 IQ group interaction ap-
proached significance in the subject analysis [Fs(8,180) =
2.06, MSe = 1.28, p = .06; Fi (8,456) = 1.28, MSe =
283.39, p = .27]. Planned comparisons showed that the
high-IQ group showed a significant difference between
metaphorical and scrambled conditionsat primarily poste-
rior sites (1,200–1,400 msec, Pz, P3, with a trend evident
at O1 and T6; 1,400–1,600 msec at C4, Pz, P3, P4, O1,
O2, T5, and T6). Neither the medium-IQ nor the low-IQ
group showed a reliable difference between sentence types
at any electrode site in either subject or item analysis.

In summary, the appearance of an MIE, indexed by a
distinct difference between ERP amplitudes in the meta-
phorical and the scrambled conditions, began around
200 msec, the region associated with the emergence of
the N400 component.This difference was reliable for the
medium- and high-IQ groups from 200 to 400 msec but,
by 400 msec, was reliable only for the high-IQ group.
There were no differences between the metaphorical and
the scrambled conditions in the middle latency bins
(600–1,200 msec, roughly comprising the late positive
component); however, differences reemerged in the later
bins (1,200–1,600 msec). The waveforms in Figure 1
show greater positivity of the metaphorical condition
with respect to to the scrambled condition that is larger
in posterior regions. This pattern was most clearly evi-

dent in the high-IQ group. In the 1,400–1,600 msec bin,
the subject analysis showed a broad difference that en-
compassed both posterior regions in both hemispheres.

ERP response-locked analysis. As was shown in the
behavioral analysis, the three groups differed in their
overall RTs, with high-IQ subjects tending to be faster;
therefore, the ERPs were reaveraged locked to RT. The
response-locked ERPs align the waveforms on the basis
of each subject’s response and so should be a more sen-
sitive measure of whether differences between the two
sentence conditions continue to exist after response
(Coles et al., 1995). Measurements were made of average
amplitude in 100-msec bins for the 400 msec prior to re-
sponse (indicated with a negative latency) and for the
600 msec after response. Separate ANOVAs were con-
ducted for each latency bin, as was done for the stimulus-
based analyses. The F, df, MSe, and p values of the sig-
nificant effects of or interactions with IQ group or
sentence type are reported in Table 3. Results of t tests
( p < .05, two-tailed) that compared the pairs of sentence
types were conducted at each electrode site separately
for each group. Maps displaying the sites of significant
metaphorical–scrambled differences are shown in Fig-
ure 5 for the comparisons.

Preresponse bins: 400 to 300 and 300 to
200 msec. The ERPs in the two earliest bins showed

similar results. The main effect of sentence type was sig-
nificant at midline and in the laterality analyses. Post hoc
tests showed that all pairwise comparisons were reliable,
with amplitude being greatest for the literal condition
and most negative for the scrambled condition. The sen-
tence type 3 front /back interaction was significant for
the midline and laterality analyses. The IQ group 3 sen-
tence type interaction was significant for the 2300- to
2200-msec bin. These effects were moderated by the
significant sentence type 3 laterality 3 IQ group inter-
action in the laterality analyses for both bins.

Planned comparisons using paired t tests were con-
ducted separately for each IQ group. The ERPs to scram-
bled sentences showed the most negative waveforms.
The analyses conducted separately for the 2400- to
2300-msec and 2300- to 2200-msec bins showed simi-
lar result patterns. The sentence conditions differed for
nearly all the sites for the high-IQ group. The low-IQ
group showed no reliable differences for the metaphorical–
scrambled comparison. The difference approached sig-
nificance at Cz, F3, and T5 in the 2400- to 2300-msec
bin for the medium group.

200 to 0 msec. The main effect of sentence type
continued to be significant from 2200 to 2100 msec,
but only approached significance for the 100 msec just
prior to response. The distribution of the ERPs across the
scalp varied between the sentence types for the two bins
(sentence type 3 front /back and sentence type 3 lateral-
ity). The group 3 sentence type interaction approached
significance for the 2200- to 2100-msec bin but disap-
peared just prior to response. The planned comparisons
showed that the high-IQ group continued to show more



682 KAZMERSKI, BLASKO, AND DESSALEGN

positiveERPs to metaphorical than to scrambled sentences
prior to response but that this difference was reliable
only at F4 in the 2200- to 2100-msec bin.

Postresponse differences. The main effect of sentence
type was not reliable for any of the postresponseanalyses.
The sentence type 3 front /back 3 IQ group interaction
approached significance in the 100 msec immediately
following response and was significant at midline for
100–200 msec and, in the laterality analysis, for
100–200 msec and 200–300 msec (see Table 3).

The planned comparisons revealed a reemergence of a
metaphorical–scrambled difference, in the high-IQ group,
as a greater positivity to metaphorical than to scrambled
sentences at C4 and T6 in the 300- to 400-msec bin. The
difference between the metaphorical and the scrambled
conditionswas not reliable at any postresponse bin for ei-
ther the medium- or low-IQ group.

The response-locked analyses revealed that the MIE
varied for the IQ groups and that this effect varied across
time. The high-IQ group showed strong bilateral differ-
ences between the metaphorical and the scrambled con-
ditions across the scalp from 2400 to 2300 msec pre-
response, then no differences at the point of response, and
a reemergence of the MIE that was strongest in the right
hemisphere from 300 to 400 msec. In contrast, the low-IQ
group showed no reliable differences between the meta-
phorical and the scrambled conditions at any of the bins
at any of the electrode sites, with the medium-IQ group
showing a trend toward a difference prior to response.

Regression Analysis
Consistent with other research (Holcomb & Neville,

1990), N400 amplitude tended to be largest toward the

back of the head over medial sites. Therefore, in order to
get a single measure of the MIE, the mean amplitudes for
Pz, P3, and P4 were averaged separately for the meta-
phorical and the scrambled conditions in the bin that in-
cluded the onset of N400 (200–400 msec in the stimu-
lus-based analysis). The average score for the scrambled
conditionwas then subtracted from the average score for
the metaphorical condition to provide a measure of the
MIE. Correlations with the individual difference vari-
ables showed that the MIE correlated with overall IQ (r =
.34, p = .02) and was slightly higher with KBIT Verbal
IQ (r = .39, p = .006), but not with the KBIT Matrices
score (r = .22, p = .14). There was also no significant
correlation between the Reading subtest of the Wide
Range Achievement Test (WRAT; r = .18, p = .26) or the
Word Attack subtest of the Woodcock Reading Mastery
Test–Revised (r = .20, p = .21), where subjects had been
asked to decode phonetically legal nonsense words. The
reading tests were correlated with each other (r = .66, p <
.001). A linear regression was conducted to investigate
whether IQ could predict the ERP MIE. This revealed
that the subjects’ scores on the IQ test were a significant
predictor of the size of their ERP MIE [F(1,46) = 5.90,
p = .01]. IQ accounted for approximately 11% of the
variance. The verbal IQ score explained approximately
15% of the variance [F(1,46) = 8.26, p < .01]. None of
the other individual difference variables, such as age,
sex, handedness, WRAT, or the Word Attack test of the
Woodcock, added significant variance to the equation.

To summarize the key ERP findings,when we compare
the two sets of analyses, we see very similar patterns. The
MIE emerged very early in the waveform, disappeared in
the middle bins, and then reemerged in the later bins. Even

Table 3
Results of Analyses of Variance for the Response-Based ERP Analyses for the
Sentence Type Main Effect and Significant Interactions With Sentence Type

Latency Bin Analysis Effect F df Sig. MSe

2300 to 2400 midline sentence type 4.32 1,45 .043 42.26
lateral sentence type 8.01 1,45 .007 123.55

sentence type 3 front/back 5.43 4,180 .008 6.99
sentence type 3 lateral 3 IQ group 4.42 2,45 .018 3.93
sentence type 3 front/back 3 lateral 2.91 4,180 .039 0.94

2200 to 2300 midline sentence type 2.93 1,45 .094 53.82
lateral sentence type 2.87 1,45 .097 169.31

2200 to 2100 midline sentence type 2.96 1,45 .092 61.99
lateral sentence type 2.45 1,45 .125 188.50

sentence type 3 lateral 3 IQ group 2.34 2,45 .108 3.00
2100 to 0 midline sentence type 2.48 1,45 .122 61.44

lateral sentence type 1.44 1,45 .236 198.36
0 to 100 midline sentence type 0.26 1,45 .613 85.20

lateral sentence type 0.25 1,45 .617 247.01
100 to 200 midline sentence type 0.09 1,45 .769 117.83

sentence type 3 midline 3 IQ group 1.85 4,90 .151 5.20
lateral sentence type 0.03 1,45 .872 332.51

sentence type 3 front/back 3 IQ group 2.59 8,180 .011 10.18
200 to 300 midline sentence type 0.41 1,45 .525 110.44

lateral sentence type 0.43 1,45 .518 301.30
300 to 400 midline sentence type 0.77 1,45 .386 106.95

lateral sentence type 0.99 1,45 .326 301.42

Note—F, significance (Sig.), and MSe values are reported with Greenhouse–Geisser correction factors where appropriate.
The df values are reported uncorrected.
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when aligned to each individual’s behavioral response, the
differences between the metaphorical and the scrambled
conditionsremained robust for the high-IQ group but un-
reliable for the low-IQ group. It is interesting that the
late effects continued to be reliable for the high-IQ group
even when aligned for RT. These late effects might be ten-
tatively related to working memory operations at sentence
wrap-up that are more effortful for low- than for high-IQ
readers (Kutas, Federmeier, & Sereno, 1999).

EXPERIMENT 2

Experiment 1 successfully replicated the basic MIE
and then showed that the effect was stronger in subjects
with higher IQs. There are several possible explanations
for why the understanding of metaphors is less automatic
in those with lower IQs. It is possible that the low-IQ
subjects are less verbal, read less, and so have had less
exposure to these particular metaphors. If so, we might
see a difference when we ask high- and low-IQ subjects
to rate the metaphors for familiarity. Low-IQ subjects
might also have poorer basic vocabularies and, perhaps,
less rich semantic networks. Most IQ tests, including
those used here, have a vocabulary component.

It is also possible that those with lower IQs have ca-
pacity limitations that impair comprehension. Working

memory has been shown to correlate with measures of
general intelligence (Engle, Kane, & Tuholski, 1999).
Our lower IQ subjects might have required more of their
available resources for the word-by-word reading task,
which, in turn, limited the resources available for linking
the more peripheral semantic features of topic and vehi-
cle often required for understanding of metaphors. If this
is true, lower IQ subjects might be more successful at the
comprehension of metaphors in an untimed task.

In Experiment 2, we examined these possibilities in an
off-line judgment and rating task. We presented the same
set of 40 metaphors and asked the subjects to rate them
for familiarity and ease of comprehension, as well as to
supply a written interpretation. We also collected a set
of individual difference variables, including spatial and
language working memory span and separate vocabulary
and comprehension scores, to begin to identify some of
the component processes that might account for the in-
dividual differences seen in Experiment 1.

Method
Subjects. Thirty-four undergraduate college students partici-

pated in the study (60% female). All were native speakers of En-
glish and reported no reading disabilities. They received either
course credit or a $5 payment for their participation.

Materials and Stimuli. The stimuli were the same set of 40
metaphors as that used in Experiment 1. The metaphors were pre-

–400 to –300 msec –100 to 0 msec 100 to 200 msec 300 to 400 msec

High IQ

Low IQ

Metaphor > Scrambled, p < .05
Metaphor > Scrambled, .10 < p < .05

Figure 5. Planned comparison t tests of the response-related event-related potential (ERP) averages to
metaphorical and scrambled sentences for the high- and low-IQ groups. Electrode sites at which the
planned comparison showed greater (more positive) amplitude to metaphorical than to scrambled ERPs
are indicated with a circle. Black circles indicate a difference at the p < .05 level; gray circles indicate a dif-
ference at the .10 < p < .05 level.
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sented in written form in the same random order for each subject.
The subjects read each metaphor and rated (1) how easy it was to
comprehend (1 = low to 7 = high), and (2) how familiar is was (1 =
not familiar to 7 = very familiar). Finally, they were asked to write
out their interpretation of each metaphor. They were also told that
if they did not understand a metaphor, they could leave it blank.

The subjects completed the verbal IQ section of the Multidi-
mensional Aptitude Battery, Version II (MAB; Jackson, 1998). The
MAB was used instead of the KBIT for two reasons: The MAB can
be administered to groups, and it allows the calculation of separate
vocabulary and comprehension scores. Although both IQ tests cor-
relate highly with the WAIS, we wanted to be sure that the scores
from Experiments 1 and 2 were comparable; therefore, 18 of the 34
subjects in Experiment 2 were also individually administered the
KBIT. The correlations between KBIT scores and MAB verbal IQ
scores were high (r = .69, p < .001). Thus, we grouped our subjects
on the basis of the same criteria as those used in Experiment 1: 115
and above, high IQ; 114 to 100, medium IQ; and 99 and below, low
IQ. In the analyses reported below we will report the MAB com-
prehension scale and the MAB vocabulary scale separately.

All the subjects also completed measures of verbal and spatial
working memory. Some research (e.g., Shah & Miyake, 1996) sug-
gests that these two forms of working memory may rely on separate
pools of resources. Therefore, we would expect working memory
for language to be a better predictor of metaphor comprehension
than spatial working memory would be. By including the spatial
working memory task, we could look for problems of common
method variance, in the event that all the measures were highly in-
tercorrelated. Verbal working memory was assessed using a listen-
ing span task developed by Tompkins, Bloise, Timko, and Baum-
gaertner (1994) and based on Daneman and Carpenter (1980). The
subjects listened to a series of sentences and judged whether they
were true or false. At the end of each trial, they were asked to recall
the last word of all the sentences in the set. The set size increased
from two to five sentences per set. Each set had three trials. Work-
ing memory span was scored as the largest set size for which the lis-
tener remembered all of the last words in at least two of the three
trials for the set. A half point was added for one of the three. For ex-
ample, if a subject remembered all of the words in all three trials at
set size 3 and, then, one of the trials in set size 4, their working
memory span would be 3.5. The task was presented on a Macintosh
computer using the PsyScope experimental program (Cohen,
MacWhinney, Flatt, & Provost, 1993). The spatial working memory
test, developed by Shah and Miyake (1996), has similar logic. Sub-
jects judge whether a rotated letter is normal or backward. At the
end of the set, the subjects must recall the locations of the top of
each letter by pointing to a grid. The set size increases from two to
five letters per trial. There are five trials per set, and the spatial span
is scored as the highest set for which at least three trials had all of
the letter locations recalled correctly. The task was programmed
using E-prime (Schneider, Eshman, & Zuccolotto, 2002) and was
run on a 500-mHz computer with Win98.

Procedure. All the subjects provided informed consent. They were
then run in small groups of 5 to 10 individuals. They first completed
the two working memory tasks and the MAB verbal test. They then
rated and interpreted the metaphors.The whole experiment took
about 60 min. Eighteen of the 34 subjects also were individually
administered the KBIT IQ test in a separate 40-min session.

Scoring. The metaphor interpretations were judged for quality
by two trained undergraduate research assistants who were unaware
of the hypotheses and blind to the writers’ identities and scores.
Each rater was trained on the scoring criterion by the authors until
they reached high levels of interrater reliability (percentage of
agreement, 83%; r = .79, p < .001). The quality scale that was used
ranged from 1 (no interpretation or very poor quality interpreta-
tion) to 5 (very high quality interpretation ). Each rater was trained
on the average interpretatio ns of each metaphor (scored as 3).

Higher scores were given for more in-depth or multiple interpreta-
tions. Take, for example, the metaphor, the puppies were a tornado .
The interpretation “they destroyed everything” was given a score of
3, but the interpretation “they rushed about in circles and made a
huge mess of the place” was scored a 4, because more features of
the metaphor were discussed. The quality ratings of the two judges
were then averaged for all the analyses.

Results
Pearson r correlations were used to examine the rela-

tionships between the individual difference variables,
metaphor ratings and metaphor interpretations. One im-
portant question was whether the IQ measure used in Ex-
periment 1 would correlate with working memory for
language. The results of the 18 subjects who completed
both the KBIT and the working memory measures con-
firmed that there was a positive relationship between the
measures (r = .69, p < .001).

One-way ANOVAs were conducted to assess differ-
ences between the IQ groups. There were no statistically
significant between-group differences on ratings of
metaphor comprehensibility [F(2,30) = 2.17, p = .13] or
subjective familiarity [F(2,31) = 2.92, p = .07]. However,
the IQ groups differed on the rated quality of their inter-
pretations [F(2,31) = 4.01, p = .02]. In addition, the
high-IQ group had significantly fewer very poor quality
or missing interpretations (3.5%) than did the medium-
(8.6%) or the low-IQ (9.5%) groups.

Table 4 shows the correlations between the ratings and
the individual difference variables. Consistent with the
previous analysis, the ratings of comprehension and fa-
miliarity did not correlate significantly with the individ-
ual difference measures. However, the independent rat-
ings of interpretation quality were related to MAB
vocabulary (r = .58, p < .01) and MAB comprehension
(r = .40, p < .05). There was also a significant positive
relationship between the verbal working memory mea-
sure and the MAB comprehension measure (r = .41, p <
.05). As was expected, the measure of spatial working
memory was not correlated with the verbal IQ measures
or metaphor interpretations.

Discussion
The data clearly show that low-IQ subjects similar to

those who participated in Experiment 1 were capable,
given enough time, of understanding the metaphors. The
low-IQ subjects did not differ on their self-reported rat-
ings of familiarity or ease of comprehension, and they
provided adequate interpretations for over 90% of the
metaphors. However, they did differ on the quality of
their interpretations.This fits well with previous research
suggesting that task demands interact with subject char-
acteristics to determine performance on metaphor com-
prehension (Blasko, 1999).

One possible explanation for the reduction of the MIE
in the low-IQ subjectsof Experiment 1 was that they might
have smaller vocabularies and, therefore, potentially less
rich semantic networks, leading to less automatic activa-
tion of the metaphor. There was some support for this
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view. Although the vocabulary scale of the MAB was not
significantly correlated with self-reported ratings of either
familiarity or ease of comprehension, it did correlate with
independent ratings of the quality of the interpretations.

Overall, the results suggest that both vocabulary and
working memory capacity may have played a role in con-
straining comprehension in both experiments. They may
have played a role in the lack of an MIE for the low-IQ
group, if, as we suspect, the word-by-word reading task
used more of the subjects’ available capacity, whereas in
Experiment 2, the rating and interpretation task provided
more time to consider the meaning of the metaphor. The
comprehension rating task required only that the reader
be aware that the metaphor had some meaning, but the
interpretation task also required them to explain exactly
how it was meaningful.

Although the MAB vocabulary scale did not relate di-
rectly to the verbal working memory measure, the MAB
comprehension scale was related to both quality of in-
terpretation and verbal working memory. This suggests
that vocabulary skill alone is not enough to explain the
individualdifferences seen here. The comprehension test
items asked the subjects to integrate the meanings of var-
ious sentences and to draw inferences about the intent of
the author, processes that may require more working
memory. Therefore, it is plausible that some of the indi-
vidual differences seen in Experiment 1 may have been
due to vocabulary differences, but comprehension and
working memory capacity are likely to have played roles
as well.

GENERAL DISCUSSION

There were three major goals of the present work. First,
we wished to replicate the MIE and used ERP recordings
to map its time course and pattern of activity across the
scalp. Second, we wanted to determine whether the MIE
was sensitive to individual differences in IQ. Finally, in
Experiment 2, we used a rating and interpretation task to
investigate some of the potential reasons for these indi-
vidual differences.

Experiment 1 did replicate the MIE; overall, the
metaphors were more difficult to reject as literally un-
true than were the scrambled controls consisting of the
same topic and vehicle terms. This result was reflected
in the ERP analysis by a divergence in the averaged wave-

forms of the metaphorical and scrambled conditions
such that the scrambled condition showed a larger N400
component. If the size of the N400 reflected response
difficulty,we would have seen larger N400 amplitude for
metaphorical than for scrambled sentences. But these
data fit better with the interpretation of N400 as reflect-
ing semantic integration. Consistent with this idea, it
may be that the smaller N400 for the metaphorical sen-
tences reflects an automatic semantic activation of the
meaning of the metaphor that is not present for the
scrambled items. The ERPs also showed that activation
of the metaphor was almost immediately dampened so
that, by the 400- to 600-msec bin, the effects were already
statistically marginal. This could reflect the categoriza-
tion of metaphors as “not literally true.” Importantly, al-
though the behavioral responses took approximately
800 msec, the ERPs showed that the metaphorical and
scrambled waveforms began to diverge very early, only
200 msec after presentation of the last word of the sen-
tence. This result is strongly supportive of a direct model
of metaphor processing, in which figurative meaning is
extracted automatically from interaction of the topic and
the vehicle. However, much later in the time course, be-
ginning around 1,200 msec, the waveforms for the meta-
phorical and the scrambled conditions began to diverge
again in what we might call a metaphor rebound effect.

There are at least two possible explanations for this
pattern. It is possible that the metaphorical meaning is
inhibited in order to make the no response but that this
inhibitory process is limited either by time or by neces-
sity, since resources are required for other tasks. Once
the decision has been made, inhibition might be re-
leased, and residual activation might reemerge. This
seems to have at least anecdotal support. In several
cases, the subjects mentioned that the meaning of a
metaphor seemed to “pop” into consciousness after the
decision was made. The second possibility is that the
overall waveforms are the result of two different neuro-
linguisticsystems working in parallel. One system leads to
a quick activationand inhibition,and the second leads to a
slower, more gradual activation of peripheral meaning
(e.g., Beeman, 1993; Titone, 1998). These two possibil-
ities are impossible to distinguish here but could be the
focus of future work.

The second major goal was to investigate the possi-
bility of individual differences in the MIE. Higher IQ

Table 4
Experiment 2: Pearson r Correlations Between

Individual Difference and Rating Variables

1 2 3 4 5 6

1. MAB vocabulary
2. MAB comprehension 2.48**
3. Verbal working memory 2.29** 2.41*
4. Spatial working memory 2.07** 2.11* 2.32
5. Familiarity 2.19** 2.13* 2.13 2.12
6. Comprehension ease 2.27** 2.34* 2.00 2.06 .32
7. Interpretation quality 2.58** 2.40* 2.23 2.03 .17 .32

*p < .05. **p < .01.
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subjects were much more likely to show interference. For
them, the metaphorical meaning appeared to be auto-
matically activated, thereby making the decision to re-
ject a metaphorically true sentence all the more difficult.
Low-IQ subjects, on the other hand, had no trouble with
the task; they acted as if both metaphors and scrambled
sentences were equally untrue. This second f inding
seems more consistent with indirect models, in which
figurative language processing is seen as a secondary
and optional process that is more processing intensive
than is literal language understanding.

There are several possible reasons for these differ-
ences. First, the results may be due, in part, to task de-
mands. Although often used in ERP studies, the RSVP
procedure used here may have made processing more
difficult for low-IQ readers, because they had to re-
member each word long enough to make a decision.
Lower IQ readers may simply have been using their more
limited resources in the most efficient way possible. In
their case, the metaphorical meaning was not highly ac-
tivated, because they were using the available resources
to accomplish the task at hand—reading the sentences
and judging literal truth. It is possible that the high-IQ
subjects had more available resources that allowed early
activation of the appropriate features for metaphor inter-
pretation, followed by efficient suppression of this un-
needed information (Gernsbacher & Faust, 1991). Al-
though metaphors and scrambled sentences clearly
differed on their degree of meaningfulness, the task re-
quired that they be grouped into the literally untrue,
therefore, respond no category. The response-locked
ERPs seem to reflect this shift. For high-IQ individuals,
there were clear differences across the entire scalp be-
tween both metaphorical and scrambled conditions of
2400 to 2300 msec. However, by the point of response,
the metaphorical and scrambled sentences no longer dif-
fered; both were ready to be judged as literally untrue.
The MIE then reemerged in the metaphor rebound effect
300–400 msec after the response.

Things are very different for the low-IQ readers. Just
as beginning and very poor readers show little or no in-
terference in a Stroop color–word task (e.g., Stanovich,
Cunningham, & West, 1981), metaphor processing for
low-IQ/low–working-memory readers may be optional
in cases in which resources are needed elsewhere. This
does not mean that these readers are incapable of under-
standing the metaphors used here. As was shown in Ex-
periment 2, over 90% of the same metaphors as those
used in Experiment 1 were interpreted by low-IQ sub-
jects in an off-line task, and the IQ groups did not differ
in their self-reported ratings of comprehensibility. But,
when presented word-by-word and when strategically fo-
cused away from the processing of metaphorical mean-
ing, the low-IQ group showed little or no activation. An
important issue for future research is whether this lack of
activation for the lower IQ group was the result of ca-
pacity constraints alone or whether the underlying se-
mantic representations that are called upon in the pro-

cessing of metaphors also differ. In the latter case, the
central meanings of the topic and vehicle terms them-
selves may be activated, but the conceptual representa-
tions may be relatively impoverished. In contrast, the
representations may be similar, but the degree of spread-
ing activation needed to uncover the peripheral charac-
teristics of the terms that are appropriate to the figurative
meaning may be sensitive to resource limitations. These
two possibilities are not mutually exclusive. We know
from the results of Experiment 2 that even when given
unlimited time to deliberately interpret the metaphors, the
low-IQ group produced poorer quality interpretations.

Neither direct nor indirect models of metaphor com-
prehension can completely explain the findings. There-
fore, we propose abandoning this distinction and, in-
stead, developing a new approach based on the concept
of constraint satisfaction. Constraint satisfaction is the
assumption that, in natural language understanding, all
of the information in the discourse and the social setting
(including the demands of the task) will provide con-
straints on understanding. These different sources of in-
formation may conflict, and if so, the alternative mean-
ings will compete for activation over time, with those
constraints providing probabilistic evidence in support
of various alternative interpretations. Competition ends
when one alternative is the best f it (Katz & Ferretti,
2001). We would like to add a seemingly obvious point,
that comprehension also depends very much on the par-
ticular mental representations of the comprehender that
have been built over time by social/cultural experiences.
In addition, processing a particular utterance, whether
literal or nonliteral, requires varying degrees of mental
effort, as implemented in the underlying neural re-
sources. Consistent with capacity theory, individualsdif-
fer in the amount and efficiency of working memory ca-
pacity, so comprehension of a particular sentence may
be constrained if the capacity limitations induced by the
situation exceed the resources of the individual. This, of
course, provides a much more complex, if more realistic,
account of comprehension.

Theoretical efforts in this direction have already been
made. For example, Katz and Ferretti (2001) have taken
a constraint satisfaction approach to the understanding
of how literal and figurative context influences the in-
terpretation of proverbs. Similarly, Kintsch (1998, 2000,
2001) has taken a basic constraint satisfaction approach
in his recent model of language comprehension, the
predication model. The predication model may provide
an explanatory framework for our findings, so it is worth
explaining its basic characteristics. The model has two
basic components, with the first being a model of human
knowledge representation based on latent semantic
analysis (LSA). In LSA, the co-occurrences of words in
context, taken from large quantitiesof written text corpora,
are automatically constructed into a high-dimensional
semantic space. The structure of the semantic space is
constantly changing as a function of the input. This
model nicely captures semantic relationships, but not the
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asymmetry of metaphors—for example, the surgeon is a
butcher has a different meaning from the butcher is a
surgeon. The second part of the theory, the construction
integration (CI) model (Kintsch, 1998), accounts for this
asymmetry. The CI model suggests that meaning activa-
tion spreads in time across a self-inhibitory conceptual
network. For example, when one encounters the metaphor,
the lawyers are sharks, the semantic neighborhoods of
lawyers and sharks are activated. The semantic neigh-
borhood of the topic constrains (or predicates) which se-
mantic features of the vehicle (i.e., the predicate) will be
relevant for interpretation of the metaphor. Concepts
strongly related to sharks (e.g., fins) that cannot be inte-
grated with those of lawyers will be inhibited by the se-
mantic neighbors of sharks that are relevant to lawyers
(e.g., vicious).

Although not discussed as such, the model may pro-
vide the theoretical mechanism for two types of individ-
ual differences in metaphor understanding. The first is
provided by LSA itself. The corpus consists of the writ-
ten text that, typically, is read by a student who has com-
pleted high school. However, unlike a computer model,
individuals will vary widely in the amount and type of
reading they have done, not to mention their verbal con-
versations. Therefore, one would expect that people
would vary widely in the richness and development of
their semantic networks. If the conceptual representa-
tions of either topic or vehicle are missing or impover-
ished, comprehension will suffer. This may explain pro-
cessing differences between metaphors that are very
novel, but for the relatively familiar metaphors used
here, this would be less likely, because every college stu-
dent would be expected to have had some exposure to the
concepts. However, there is also a processing parameter
that might be involved.For every application of the pred-
ication model, the size of the semantic neighborhood (m)
to be searched must be set. The set size for literal predi-
cation is usually the 50 nearest neighbors; however, for
metaphor processing, it must be set much higher (usually
m = 500), before relevant concepts are found. This is be-
cause understanding a metaphor often requires identify-
ing concepts that are much more semantically distant. If
the size of the semantic neighborhood that must be
searched is 10 times larger, it is conceivable that more
resources would be required. If these are analogous to
working memory, individualdifferences in the size of the
resource pool or the efficiency of the processes might
constrain comprehension. To take this one step further,
low working memory individuals may deal with pro-
cessing constraints either by strategically setting a
smaller search space or by simply running out of the
available resources regardless of whether the search is
successful. In either case, they might be less likely to
show automatic activation if the task is demanding, as in
Experiment 1, and may be less likely to complete an ad-
equate interpretation in off-line tasks, as in Experi-
ment 2. Admittedly, this is going well beyond the theory
as stated, but it does seem to fit both the present data and

a large body of other, seemingly conflicting findings in
the literature.

Future work should examine whether the constraint
satisfactionapproach is indeed the hybrid model needed to
explain conflicting results in the literature that sometimes
support direct processing approaches and sometimes in-
direct approaches. If the predication model can be elab-
orated to handle both the influence of social/cultural
influences and individual differences in language com-
prehension, it might provide the computational frame-
work for significant theoretical and empirical advances.
However, to provide a comprehensive framework, it will
also need to be neurologically informed, so additional
research into the neural mechanisms underlying figura-
tive language is needed.
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NOTES

1. This example come from the beginning of the play, where Norfolk
discloses the scheming of the Cardinal of York to Buckingham:

Norfolk: All this was order’d by the good discretion
Of the right reverend Cardinal of York.

Buckingham: The devil speed him! no man’s pie is freed
From his ambitious finger. What had he
To do in these fierce vanities? I wonder
That such a keech can with his very bulk
Take up the rays o’ the beneficial sun
And keep it from the earth.

2. Metaphors were chosen on the basis of an earlier normative study
in which 20 different subjects rated 68 metaphors for aptness (metaphor
goodness) and comprehension (ease of understanding), using a rating
scale of 1 (low) to 7 (high). The stimuli averaged 5.07 for aptness and
5.21 for familiarity. In a second normative study, the metaphorical,
scrambled, and literal sentences were judged for meaningfulness by 10
additional subjects on a scale of 1 (low) to 7 (high). The literal sentences
(M = 6.74) and the metaphorical sentences (M = 4.19) were both judged
as being more meaningful than were the scrambled sentences (M = 1.60).

3. Because N400 has been shown to be related to the predictability of
the words in a sentence, we conducted a cloze probability study on the
stimuli. Twenty-two subjects were presented with the beginningof each
sentence and then were asked to complete the sentence. The literal sen-
tences had a cloze probability of .56. Importantly, both the metaphor-
ical and the scrambled sentences had essentially no predictability (meta-
phorical = .0056, scrambled = .0011). Therefore, any differences that
might be found between these conditions was not due to the pre-
dictability of the stimuli.

4. The Reading subtest of the Wide Range Achievement Test–Revised
(Jastak & Wilkinson, 1984) requires subjects to read single words
aloud. This test takes about 5 min to complete and is administered in-
dividually. A grade equivalent score is obtained. In the Word Attack

subtest of the Woodcock Reading Mastery Test–Revised (Woodcock,
1987), subjects decode phonetically legal nonsense words. These tests
were used to ensure that none of the subjects had a significant reading
disability.

5. The reasons given for the lack of item analyses are usually practi-
cal ones. The most serious is that in order to obtain an adequate signal-
to-noise ratio, ERPs must be averaged over a large number of trials and,
therefore, a larger number of subjects than is typically run in a condi-
tion would be needed (Osterhout, 1994). Yet many studies have been
published with averages based on approximately 20 items, and the re-
sults have been found to be both replicable and stable. In the present
work, we considered this an empirical issue and conducted item analy-
ses in an exploratory manner on the stimulus-based analysis. If the item
analyses lead to unstable averages, we should see consistently non-
significant effects in the item analyses even in cases in which subject
analyses are clearly significant. If the effects are significant in the item
analyses, it provides an indication of stability across items. If both sub-
ject and item analyses are significant, it should provide confidence that
the effect is stable across individuals and stimuli. Other major disad-
vantages to using item analyses in ERP language studies have included
the need for tremendous amounts of disk space and computer memory
(Osterhout, 1994). These are issues that are well known to behavioral
and eye-tracking researchers but are now much less of a problem with
the advent of newer, more powerful computers and higher capacity hard
drives. It is true that item analysis is highly time consuming and, there-
fore, costly in and of itself, but we would like to disagree with the sug-
gestion that it can be eliminated in favor of multiple replications across
different sets of items (Osterhout, 1994). In fact, replication of an en-
tire experiment with different stimuli is rarely found in the published lit-
erature and is even more time consuming than conducting an item
analysis in the first place.

(Manuscript received October 6, 2000;
revision accepted for publication March 14, 2003.)
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