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In a fairly large number of studies, researchers have ex-
amined the effects of extinctionon conditionedresponding
in classical and operant conditioningprocedures.Neuringer,
Kornell, and Olufs (2001) found evidence in this literature,
which will not be reviewed here again, of two opposing ef-
fects: response stability and response variability. An ex-
ample of each of these effects can be found in the experi-
ments reported by Neuringer et al. (2001). In their first
experiment, rats were food-reinforced for emitting vari-
able sequencesof responses, usingone, two,or three of three
different operanda: two levers (L and R) and a key (K).
Each response sequence that could be reinforced consisted
of three responses. There are a total of 27 possible three-
response sequences involvingone, two, or three operand(a)
(e.g., LLL, LLR, or LRK). Reinforcement was given for a
sequence only if its relative frequency was less than or
equal to .05. The purpose of this reinforcement schedule
was to induce behavioral variability, and the question of
major interest was whether, and how, response variability
would change in a subsequent phase without reinforce-
ment (extinction). The authors found evidence of behav-
ioral stability, in that the ordering of the probabilities of
the 27 possible sequences during extinction did not differ
much from the ordering observed during reinforcement.
The most preferred sequences during reinforcement were
still preferred the most during extinction; the same was

true for the least preferred sequences. However, interest-
ingly, at the same time, the relative frequencies, expressed
as a ratio that was computed by dividing the probability
during extinctionby the probabilityduring reinforcement,
of the least preferred sequences increased. This is indica-
tive of increased response variability. This mix of stability
and variability was also obtained in two further experi-
ments in which extinctionwas preceded either by response-
independentnoncontingentreinforcement or by consistent
reinforcement of only one single sequence.

Neuringer et al. (2001) argued that the mix of stability
and variability makes sense from an evolutionary perspec-
tive. On the one hand, stability implies continuationof be-
havior that was successful in the past; on the other hand,
variability ensures the occurrence of (relatively) new be-
havior that, potentially, may be more successful than pre-
vious behavior.

The aim of the present experiments was to evaluate the
balance between response stability and variability in hu-
mans, rather than in rats, and to examine more than one type
of contingencychange.As will be outlinedbelow, the type
of contingency transition may be expected to be important
with respect to the extent of behavioral stability and vari-
ability. More generally, data on the conditions that are or
are not conducive to the occurrence of behavioral stability
and variability (adaptiveor not) may be relevant to applied
settings, such as educational and therapeutic contexts.

In the present experiments, I used a task that was mod-
eled after that employedby Neuringer et al. (2001). Specif-
ically, subjects were asked to repeatedly press a sequence
of three keys on a computerkeyboard.There were two con-
ditions in the first experiment. In the first phase of the first
condition, the subjects received positive feedback for a
just-emitted sequence if its relative frequency did not ex-
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In two experiments, the behavioral effects of different response–feedback contingencies were exam-
ined with a task requiring human subjects to repeatedly type three-key sequences on a computer key-
board. In Experiment 1, the subjects first received positive feedback for response variability, followed
by no feedback, or vice versa. In Experiment 2, the subjects first receivedpositive feedback for response
variability, followed by response-independent positive feedback, or vice versa. Response stability and
variability were examined using different measures, such as percentage of trials meeting the variabil-
ity criteria, frequency of use of the different response alternatives,and autocorrelations as an index of
response randomness. The subjects’ behavior in the first phase in eachcondition came to reflect the cur-
rent feedback contingency. Depending on the measure examined, responding after each contingency
change was characterizedby both response stability and decreases or increases in response variabil-
ity. The collective results are discussed in the framework of previous animal and human studies on be-
havioral stability and variability.
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ceed variability criteria similar to those adopted by Neu-
ringer et al. (2001). In the second phase, feedback was no
longer presented (extinction). The reverse order of con-
tingencies was in effect in the second condition:No feed-
back was followed by positive feedback for response vari-
ability. The second experiment was identical to the first,
except that the extinction phase in each condition was re-
placed by a noncontingent feedback phase, in which posi-
tive feedback was provided independentlyof the subject’s
response. The experiments permitted both between- and
within-group comparisons.

In principle, the variability criteria used in the experi-
ments of Neuringer et al. (2001) and those used in the
present experiments can be satisfied using different strate-
gies (see also, e.g., Stokes, Mechner, & Balsam, 1999).
One possibility is to behave (quasi-) randomly, as indeed
was observed in rats in a similar task (Page & Neuringer,
1985). Another one is to behave systematically (nonran-
domly)—for example, by orderly emitting all possible se-
quences in a fixed, long response sequence (e.g., repetition
of the sequence 111, 112, 113, 121, 122, 123, . . . etc.; see
Machado, 1992, for arguments that patterns of sequences
may be targets of selection by reinforcement). Therefore,
in the present experiments, different feedback contingen-
cies might have a different effect on the number of trials
on which specific variability criteria are met, on the be-
havioral strategy used, or on both. A change of strategy
might or might not also imply a change in the number of
instances in which variabilitycriteria are satisfied. For this
reason, both types of indices of behavioralvariabilitywere
jointly evaluated.

EXPERIMENT 1

The first condition in Experiment 1 was similar to that
in the rat experiments reported by Neuringer et al. (2001):
A phase with variability-contingentpositive feedback was
followed by extinction. The questions of major interest
were whether the subjects would learn to adapt their be-
havior to the variability contingency and whether evi-
dence of response stability and variability similar to that
observed in rats would appear as a consequenceof extinc-
tion. A second condition was included to assess response
stability and variabilitywhen the contingencychange con-
stitutes a transition from consistent absence of feedback to
consistent positive feedback for variability. Various lines
of research have indicated that a history of consistent neg-
ative or no feedback or reinforcement can have a negative
effect on subsequent learning. For example, a consistent
failure to solve a complicated problem can dramatically
impair the ability to subsequently solve a simple problem
(e.g., Levine, 1971). Similarly, the consistent failure to es-
cape from an aversive event can result in a subsequent fail-
ure to learn to escape from that event even when the ex-
perimental situation now allows for an easy escape (a
phenomenon well known as learned helplessness; Selig-
man, 1975). Applied to the present experiment, the con-
sistent absence of positive feedback may have a detrimen-

tal effect on learning to adapt responding to the variability
contingency in a subsequent phase.

The following indices of response variability were ex-
amined. First, the number of trials on which the variabil-
ity criteria were met quantified the extent to which each
subject fulfilled variability criteria that were similar to
those used by Neuringer et al. (2001). This measure re-
flects the extent to which the subjects learned to adapt
their behavior to the feedback contingencies. Second, the
relative frequency of the different response options (se-
quences) was determined for each of the two phases of the
experiment, and a U (uncertainty) value was computed
(Miller & Frick, 1949). The U value reflects the relative
likelihood of each of the different response options. A
high U value (high uncertainty) reflects a relatively equal
use of a large set of different response options; a low value
reflects an uneven use of the different response options.
Third, a ratio was computed for each response option by
dividingits frequency during Phase 2 of the experiment by
its frequency during Phase 1. A high ratio reflects a large
relative increase in the use of the response option, a value
of 1 signifies an equal use, and a value of <1 reflects a de-
creased use. As in the animal data reported by Neuringer
et al. (2001), this ratio may uncover large changes in the
relative use of specific response options, despite the fact
that the absolute response frequencies are very small.
Fourth, autocorrelations were computed to quantify the
extent to which the subjects were responding systemati-
cally, using some nonrandom response strategy. The U
statistic gives information about the relative uncertainty
of the use of each of the 27 single behavioral elements
(three-key sequences). Lag 1 to lag 27 autocorrelations
were computed to assess whether the behavioral elements,
for example, were used in fixed sequences (e.g., simple
repetitions of one response alternative, followed by repe-
titionsof another one, or the repetitionof a fixed sequence
of different behavioral elements) or whether they were
used in a random sequence. This refers to variabilityat the
level of the organizationof response sequences. Each pos-
sible response sequencewas given a uniquecode, and auto-
correlations were computed for lag 1 through lag 27. The
lag 1 autocorrelation refers to the correlation between the
response sequence on the current trial and that on the im-
mediately preceding trial, the lag 2 autocorrelation is the
correlation between the response sequence on the current
trial and that on two trials back, and so on. Figure 1 shows
examples of different patterns of autocorrelations that are
associated with different response strategies. Also shown
for each pattern is the corresponding percentage of trials
on which the variability criteria, as used in the present ex-
periments in the first block of each novel phase, would
have beenmet (MetVar; see the Results and Discussion sec-
tion below).

The first five panels of Figure 1 (Simulations 1–5) de-
pict the lag 1 to lag 27 autocorrelations(from left to right),
using data that were generated by a random number gen-
erator. Each of these simulations was based on a sequence
of 60 integers, with each integer falling within the range



334 MAES

of 1–27 (corresponding to the 27 response options in the
experiments). It can be seen that none of the autocorrela-
tions attained a high value, whereas the MetVar value was
intermediate. Alternating the numbers 1 and 2 in a se-
quence of 60 integers generated the pattern shown in Sim-
ulation 6. The autocorrelations alternate between highly
positive and highly negative, whereas MetVar is very low.
A similar pattern is observed in the case of the consistent
repetition of a cycle consisting of the numbers 1, 2, 3, 4,
and 5, for a total of 12 times (Simulation 7). Simulation 8
displays the pattern corresponding to the consistent repe-
tition of a cycle consisting of the integers 1, 2, 3, . . .27,
for a sequence of a total of 60 numbers. The autocorrela-
tions show a sinus-like shape, whereas MetVar has a rela-
tively high value (in fact, in the actual experiment, this
value would be 100% in the 60-trial blocks after the very
first one; see below). Finally, Simulation 9 shows the pat-
tern corresponding with the consistent repetition of one
integer for 10 times, followed by the repetition of another
integer for 10 times, and so on, for a totalof 60 numbers. As
in Simulation8, the pattern is sinus-like,albeit with a sorter
period and a much lower MetVar. Simulations 6–9 are all
examplesof systematicor nonrandombehavior. These sim-
ulations illustrate that systematic behavior can be either
beneficial for satisfyingparticularvariabilitycriteria or not.

When it is favorable, it might even result in a higher Met-
Var value than is the case with (quasi-) randomresponding.

Method
Subjects. Twenty-four undergraduate biology students from the Uni-

versity of Nijmegen, 13 males and 11 females, volunteered to par-
ticipate. Their mean age was 22.2 years (range, 19–25 years).

Apparatus. A notebook PC was located on a table in a quiet lab-
oratory room. The J, K, and L keys were numbered 1, 2, and 3, re-
spectively, using stickers that covered the original letters.

Procedure. The subjects were tested individually. They first re-
ceived an instruction screen informing them that they would be
repeatedly asked to type a sequence consisting of three digits, using
only the keys numbered 1, 2, and 3. The following examples of pos-
sible sequences were given: 123, 112, 111, and 322. They were fur-
ther instructed that each time, after having typed a sequence and sub-
sequently having pressed the Enter key, they would receive feedback
as to whether the just-typed sequence would be correct or not. Pos-
itive feedback would consist of the word “Correct.” No feedback
would be given in the case of an incorrect sequence. They were told
that the purpose of the experiment was to “earn” as much positive
feedback as possible. They were further informed that they would be
asked to type in a total of 600 sequences and that they would be able
to continuously keep track of the total number of sequences already
typed. Finally, the subjects were invited, in view of the large number
of trials, to work at a steady pace.

The subjects were randomly assigned to one of two experimental
conditions: 7 male and 5 female subjects in Condition C–E (variability-

Figure 1. Lag 1 to lag 27 autocorrelations on the basis of simulated data. Each simulation is based on a sequence of 60 inte-
gers. Simulations 1–5 are computer-generated random sequences using the integers between 1 and 27. Simulation 6 is based on
the consistent alternation of the integers 1 and 2, and Simulation 7 is based on the consistent repetition of a cycle of integers 1,
2, 3, 4, and 5. Simulation 8 is based on cycling the sequence 1, 2, . . . 27, and Simulation 9 is based on six cycles of a repetition
of 10 identical integers, with each cycle containing a different integer.
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contingent feedback followed by no feedback [extinction]) and 6
male and 6 female subjects in Condition E–C (extinction followed
by variability-contingent feedback). At the start of each trial in each
condition, the expression “Sequence [x]:” appeared in white letters
on the center of the screen against a black background. The term “x”
designated the trial number, which was increased by one after each
allowable response. This response prompt remained on the screen
until the subject had entered an acceptable three-digit sequence and
had pressed the Enter key.

The subjects in Condition C–E first received 300 trials in which
a sequence was followed by positive feedback if it satisfied two vari-
ability criteria (Phase 1). Positive feedback consisted of a blue
screen with “Correct” written in white on the center of the screen.
One criterion was that the current sequence had to differ from each
of the preceding two sequences. The purpose of this criterion was to
prevent simple response repetition. The second criterion was that the
relative frequency of the current sequence had to be less than or
equal to a certain threshold. The relative frequency was computed by
dividing the total number of occurrences of the current sequence by
the total number of completed sequences (trials). The criterion
threshold was set at 0.5 at the outset of the session and was reduced
each time the two variability criteria had been satisfied: from 0.5 to
0.05 (steps: 0.5, 0.25, 0.10, 0.075, 0.05). After reaching the 0.05
threshold (typically after no more than about 16 trials), this value
was maintained for the remainder of the first phase. The gradual de-
crease of the threshold was introduced to shape response variability.
During the second 300 trials (Phase 2), the subjects in Condition C– E
no longer received any feedback. However, for each sequence, the
computer registered whether or not the current sequence had met the
same variability criteria as those used in Phase 1. To enable a direct
comparison between phases, the (dummy) threshold values em-
ployed in Phase 2 were exactly the same as those used in Phase 1.
Thus, the threshold value was 0.5 at trial 301 and was gradually re-
duced to 0.05.

The subjects in Condition E–C received the same treatment as did
those in Condition C–E, except that the order of phases was switched:
No feedback was given in Phase 1, whereas positive feedback was
provided in Phase 2 each time the two variability criteria had been met.

Results and Discussion
Depending on the measure examined, evidencewas ob-

tained of both response stability and variability as a result
of the feedback contingency, and change thereof, in each
condition.The subjects in ConditionE–C were impaired in
adapting their behavior to the contingency in Phase 2.

MetVar. Figure 2 shows the MetVar values for each of
the first and last 60-trial blocks of each phase. MetVar was
computed according to the following formula: (number of
correct trials/maximum number of correct trials that could
be earned) * 100. A percentagemeasure was used because
of unequal maximum correct trials for different trial
blocks. Specifically, because of the use of a ratio measure
to assess fulfillment of one of the variability criteria and
the use of a shaping procedure, the maximum was 45 on
each of Blocks 1 and 6 (initial blocks of the two phases on
which the counters were reset to zero). In contrast, the
maximum was 60 on each of the remaining blocks.

The corresponding data for the individual subjects are
shown in Figures 3 and 4 (see MetVar values in each panel).
The individualsubjects’ data indicate that all but one sub-
ject (Subject 5) in Condition C–E showed an increase in
MetVar from Block 1 to Block 5; in Condition E–C, this
was the case for only half the subjects. In Phase 2 (Blocks

6 and 10), 7 subjects in ConditionC–E showed an increase
in MetVar, whereas 5 subjectsdisplayeda decrease. In Con-
dition E–C, the correspondingnumbers were 9 and 3 sub-
jects, respectively.

A condition3 block 3 phase repeated measures analy-
sis of variance (ANOVA) was performed, using the data in
Figure 2 in order to be able to draw conclusionsat the group
level. This analysis revealed significant effects for block
[F(1,22) 5 5.90, p , .05] and phase [F(1,22) 5 4.52, p ,
.05] and a significant condition 3 block 3 phase inter-
action [F(1,22) 5 7.80, p , .05; other ps . .05]. To exam-
ine the source of the three-term interaction, a separate
condition 3 block ANOVA was performed on the data
from Phase 1 and Phase 2. For the Phase 1 data, the
ANOVA revealed a significant main effect of condition
[F(1,22) 5 5.40, p , .05] and a significant condition 3
block interaction [F(1,22) 5 6.62, p , .05]. The latter re-
flected the fact that the subjects in Condition C–E had a
significantly higher MetVar value than did those in Con-
dition E–C on Block 5 [F(1,22) 5 7.76, p , .05], but not
on Block 1 (F , 1). Moreover, during Phase 1, there was
a significant difference (increase) between blocks for the
subjects in ConditionC–E [F(1,22) 5 20.82,p , .01], but
not for those in Condition E–C (F , 1). The condition 3
block ANOVA using the Phase 2 data did not reveal any
significant effects [Fs(1,22) , 1]. The individual and
group data indicate that the contingency between feed-
back and variability that was in effect in Phase 1 for Con-
dition C–E resulted in a reliable adaptation of responding
to that contingency. Moreover, the subjects in Condi-
tion E–C failed to show such reliable adaptation in their
corresponding variability-contingent phase (Phase 2).

Further simple main effect analyses of block were per-
formed to evaluate the statistical significance of the de-

Figure 2. Mean percentage (6SEM ) of the trials in Experi-
ment 1 that satisfied the variability criteria of the maximum
number of trials on which a positive feedback could be presented.
The subjects in Condition C–E received variability-contingent
positive feedback during Blocks 1 and 5 and no feedback during
Blocks 6 and 10. The order of feedback contingencies was re-
versed in Condition E–C.
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Figure 3. Lag 1 to lag 27 autocorrelations computed on the basis of the responses emitted on Trial
Blocks 1, 5, 6, and 10, for the subjects in Condition C–E in Experiment 1. The lag 1 autocorrelation
is depicted on the x-axis in the leftmost bar of each block; the lag 27 autocorrelation is shown in the
rightmost bar of each block.
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Figure 4. Lag 1 to lag 27 autocorrelations computed on the basis of the responses emitted on Trial
Blocks 1, 5, 6, and 10, for the subjects in Condition E–C in Experiment 1. The lag 1 autocorrelation
is depicted on the x-axis in the leftmost bar of each block; the lag 27 autocorrelation is shown in the
rightmost bar of each block.
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crease of MetVar that was observed in each group on the
transitionfrom one phase to the other (Block 5 vs. Block 6).
These analyses revealed a highly significant decrease for
Condition C–E [F(1,11) 5 37.97, p , .001], but no sig-
nificant change for Condition E–C [F(1,11) 5 1.66, p .
.2]. The significant decrease in ConditionC–E on Block 6
suggests vulnerability to the changed contingency.

A final analysis was performed to evaluate the extent to
which the prior nonreinforced Phase 1 in Condition E–C
had a detrimental effect on earning positive feedback in
Phase 2. To this end, a condition 3 block ANOVA was
performed using the data from Blocks 1 and 5 for Condi-
tion C–E and from Blocks 6 and 10 for Condition E–C.
These blocks correspond to each condition’s variability-
contingent feedback phase. This analysis revealed signif-
icant effects for condition [F(1,22) 5 12.73, p , .01] and

block [F(1,22) 5 25.24, p , .001], but no significant con-
dition 3 block interaction (F , 1). The overall higher
MetVar value for Condition C–E than for Condition E–C
suggests a detrimental effect of no prior exposure to feed-
back on subsequent learning on the basis of variability-
contingent feedback, at least at the beginning of training.

Frequency of response sequences. For each subject,
the ordering of the frequency of response sequences was
determinedas they were emitted in Phase 1, from the most
preferred to the least preferred. For each subject and or-
dered sequence, the frequency was then determined as ob-
served in Phase 2. The frequency of the so-ordered se-
quences is shown in Figures 5 and 6, separately for each
condition. Also shown for each individual is Pearson’s
correlation coefficient (r) between the frequencies ob-
served in the two phases. This coefficient was used as an

Figure 5. Frequency of the different response sequences in Phase 1 (first 300 trials, filled circles) and Phase 2
(second 300 trials, open circles) for each subject in Condition C–E in Experiment 1. The frequencies are ordered
from the most preferred (Preference Order 1) to the least preferred (Preference Order 27) as emitted during
Phase 1. The subjects received variability-contingent positive feedback in Phase 1 and no feedback in Phase 2. U1
and U2 refer to the U values (see the text) associated with Phases 1 and 2, respectively. The r value signifies Pear-
son’s correlation between the Phase 1 and the Phase 2 frequencies.
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index of response stability. The minimum r value for sig-
nificance at the p , .05 level is .38.

The figures further show each individual’s U value asso-
ciated with Phases 1 (U1) and 2 (U2 ). The U value for each
phase and subject was computed according to the formula

for i 5 1 to n, with n designating the number of possible
sequences (27) and RF signifying the relative frequency of
each sequence. A value of 1 implies maximal uncertainty,
and a value of 0 indicates minimal uncertainty.

For all the subjects in ConditionC–E except Subjects 3,
6, and 7, the absolute difference in the frequency of use of
the different response options was very low and/or r was

significant, implying a strong stability in the use of the
different response options across the two phases. More-
over, all the subjects displayed a relatively large U value
in each phase, suggesting an even use of the different re-
sponse sequences in each of the two phases. Similar re-
sults were obtained for Condition E–C: Only 3 subjects
failed to display both a significant r value and a small ab-
solute difference in frequency of use of the different re-
sponse alternatives (Subjects 2, 8, and 12). Moreover, the
U values again were about equally high for each phase
(except perhaps for Subject 7, who had a relatively low U2
value).

I also computed ratios by dividing the mean frequency
during Phase 2 by the mean frequency during Phase 1 for
each preference-ordered sequence and condition.For a few
subjects on a few occasions,a Phase 1 frequency had a zero

- ´ ( )[ ] ( )[ ]{ }
( )[ ] ( )[ ]

å RF RF

n

i ilog log

log log

2

2

Figure 6. Frequency of the different response sequences in Phase 1 (first 300 trials, open circles) and Phase 2
(second 300 trials, filled circles) for each subject in Condition E–C in Experiment 1. The frequencies are ordered
from the most preferred (Order 1) to the least preferred, as emitted during Phase 1. The subjects received no feed-
back in Phase 1 and variability-contingent positive feedback in Phase 2. U1 and U2 refer to the U value (see the
text) associated with Phases 1 and 2, respectively. The r value signifies Pearson’s correlation between the Phase 1
and the Phase 2 frequencies.
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value. In these cases, this value was substitutedby 1 to en-
able the computationof a ratio value; the same held for the
corresponding data in Experiment 2. A ratio of 1 reflects
no difference in the Phase 2 frequency, relative to the base-
line frequency in Phase 1. For all but 3 subjects (Subjects
2, 8, and 10) in Condition C–E, the ratio value gradually
increased with increasing preference order (decreasing
preference), reflecting an increased use of sequences that
had been relatively rare or nonpreferred in Phase 1. The
mean ratios based on all 12 subjects in this conditionwere
1.0, 0.9, and 1.0, for the three most preferred sequences
(Preference Orders 1, 2, and 3), respectively. The corre-
sponding ratios for the three least preferred sequences
(Preference Orders 25, 26, and 27) were 1.9, 3.2, and 3.0,
respectively. A trend analysis using the mean ratio based
on the 12 subjects for each preference order revealed a sig-
nificant linear trend toward increasing ratios with in-
creasing preference order [F(1,11) 5 12.02, ps , .01]. In
Condition E–C, except for Subjects 3, 7, 9, and 11, all the
subjects tended also to show an increasing use of rela-
tively rare sequences. The mean ratios for the three most
preferred sequences were 0.7, 0.6, and 1.1; the mean ra-
tios for the three least preferred sequences were 1.7, 1.8,
and 2.1. A trend analysis on the pooleddata again revealed
a significant linear trend [F(1,11) 5 6.84, p , .05]. These
findings suggest that, generally, the contingency shift in-
duced an increased use of relatively rare sequences in each
condition, implying behavioral variability.

Response strategy: Autocorrelations. Figures 3 and
4 depict, for each condition, the individual subjects’ pat-
tern of lag 1 to lag 27 autocorrelations for Trial Blocks 1,
5, 6, and 10.

As can be seen, there were very large differences among
the subjects in the extent to which they used a nonrandom,
systematic response strategy in the various phases of the
experiment. In Condition C–E, some of the subjects used
a relatively random response pattern throughout all trial
blocks (e.g., Subjects 3, 6, 9, and 11), whereas others
showed a random pattern at the initial trial block of each
phase, followed by more systematic responding on the last
block of each phase (e.g., Subjects 2 and 10). Yet other
subjects showed strong systematic responding only on the
very last trial block (Subject 1), weak-to-strong systematic
responding throughout all the phases (e.g., Subjects 4 and
12), or some other pattern of random and systematic re-
sponding.There were also strong individualdifferences in
the nature of systematic responding, if displayed. This
could take the form of consistently emitting (very) long
sequences of response options (e.g., Subject 1, Block 10;
Subject 4, Block 5; and Subject 12, Block 10), yielding a
high MetVar. On other occasions, it reflected the repeti-
tion of relatively short sequences of response alternatives
(e.g., Subject 2, Block 5, and Subject 7, Block 5), which
also yielded relativelyhigh MetVar values. A final notable
response pattern was the very frequent repetition of a sin-
gle response alternative (e.g., Subject 2, Block 10; Sub-
ject 8, Block 10; and Subject 10, Block 10), yielding a
very low MetVar. Similar mixed behavioral patterns were

observed for the subjects in ConditionE–C. A few notable
patterns in this conditionwere a very consistent repetition
of a long sequence of response options for Subject 3, es-
pecially on Block 5 (yielding a 100% MetVar), and many
repetitions of single or very short sequences of response
options for Subjects 5 (Block 5) and 7 (Blocks 5 and 10),
yielding a low MetVar.

To be able to draw a more general conclusion about the
(non-) randomness of response patterns, despite the large
individual differences, a summary statistic was used for
each subject: the MaxAut value. This measure refers to the
maximum of the 27 autocorrelations computed for each
subject for each trial block. The larger the MaxAut, the
more the response pattern can be characterized as system-
atic. The mean MaxAutvalues for ConditionC–E were .33,
.55, .38, and .56, for Blocks 1, 5, 6, and 10, respectively.
The corresponding means for Condition E–C were .39,
.44, .45, and .40. The data for each condition and phase
(12 subjects)were comparedwith 12 MaxAutvalues (mean
MaxAut, .26) that were randomly drawn from a pool of 50
computer-generated MaxAut values (mean MaxAut, also
.26). The latter values were based on sequences of 60 in-
tegers ranging from 1 to 27 (corresponding to the 27 re-
sponse alternatives) that were generated by a random-
number generator (see also the first 5 simulationsdepicted
in Figure 1, which were included in the pool of 50 simu-
lations). ANOVAs with data set (empirical vs. simulated)
as a factor revealed a significantly higher empirical than
simulated MaxAut value for all conditions and blocks
[Fs(1,22) . 5.08, ps , .05], except for Condition C–E in
the very first block [F(1,22) 5 2.69, p . .1].

The collectivedata and analyses suggest that, as a result
of variability-contingentpositive feedback, the subjects in
Condition C–E increasingly responded in a manner that
was favorable for meeting the variability criteria. This re-
sult is consistentwith previous research with pigeons, rats,
and humans, showing that behavioral variability is sensi-
tive to contingent reinforcement or positive feedback
(e.g., Machado, 1989; Neuringer, 1986;Neuringer, Deiss,
& Imig, 2000;Page & Neuringer, 1985;Ross & Neuringer,
2002; Stokes et al., 1999). As in previous studies, the high
MetVar values were achievedat least partly by a relatively
even use of the various response alternatives, as reflected
in a high U value. However, in the present experiment, the
increase in MetVar was also achieved at least partly by an
increase in systematic responding.As indexed by the Max-
Aut statistic, the subjects started with a response pattern
that was indistinguishablefrom a computer-generatedran-
dom pattern in the first block. However, there was a pro-
nounced increase in nonrandom, strategic responding
from Block 1 to Block 5. Inspection of the individualdata,
however, shows that this was due mainly to a changed re-
sponse pattern in only about one half of the subjects.

The behavioral pattern observed in Condition C–E in
Phase 2 suggests a rapid adaptation to the consistent ab-
sence of feedback. There was a decrease in MetVar, which
was due to the subjects’ showing overall a less “MetVar fa-
vorable” random or systematic response pattern, either at
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the beginning or at the end of this phase. Importantly, al-
though for most subjects there were no large differences
in the absolute frequency of the different response alter-
natives between phases (response stability), in Phase 2
there was a consistent increase in the use of sequences that
had been nonpreferred in Phase 1. A similar result was ob-
tained in previous studies with rats (Neuringer et al.,
2001). This is indicativeof behavioral variability induced
by changed response–outcome contingencies at the level
of the use of behavioral elements.

In Phase 1 without feedback, the subjects in Condi-
tion E–C did not display a significant change in MetVar.
Although the mean MaxAut statistic revealed that, over-
all, the subjects in this condition responded nonrandomly
on Block 5, 8 of the 12 subjects showed a rather random
response pattern on this trial block (visual inspection of
the autocorrelation patterns). More important, in Phase 2,
the subjects in this condition had an overall lower MetVar
level than that observed for the subjects in ConditionC–E
under an identical contingency. On Block 10, 10 of the 12
subjects in Condition E–C tended to respond either rather
randomly (yielding low-to-intermediate MetVar values)
or systematically, but in a manner that was highly unfa-
vorable for attaining a high MetVar. Notably, analysis of
the ratio measure suggested that the lack of learning in this
condition could not be accounted for completely in terms
of the subjects’ simply having lost the motivation to try
novel behavior, because the ratio measure suggestedan in-
creased use of sequences in Phase 2 that had been rare
during Phase 1 for the majority of subjects, which is in-
dicative of behavioral variability.

EXPERIMENT 2

Experiment 2 assessed the effects of contingent and
noncontingent feedback and of a transition from the one
type of contingency to the other. In this experiment, the
question of whether the learning effect found for Condi-
tion C–E in Phase 1 indeed depends on the contingency
between response variability and positive feedback, rather
than on the presentation of positive feedback per se, was
examined. Moreover, in this experiment, it was asked
whether the impaired learning effect observed in Experi-
ment 1 in Condition E–C would also occur after noncon-
tingent feedback. On the one hand, previous animal and
human research on, for example, learned helplessnesshas
suggested that noncontingent reinforcement has a detri-
mental effect on learning under a subsequent conditionof
contingent reinforcement, just as was found in Experi-
ment 1. On the other hand, previous research with human
subjects has suggested that a phase with noncontingent
reinforcement has no adverse effect on learning to vary re-
sponses in a subsequent phase in which reinforcement is
contingent upon behavioral variability (e.g., Saldana &
Neuringer, 1998).

Method
Subjects and Apparatus. Sixteen biology students (mean age,

22.2 years; range, 19–26 years) from the University of Nijmegen

(10 males) participated in Experiment 2. None of them had partici-
pated in Experiment 1. The students were assigned to one of two
conditions (5 males and 3 females in each). The apparatus was the
same as that in Experiment 1.

Procedure. The procedure was identical to that in Experiment 1,
except for the following. The subjects in Condition C–NC (contin-
gent feedback followed by noncontingent feedback) first completed
300 trials, during which each response sequence was followed by
positive feedback if the two variability criteria were met. During the
subsequent 300 trials, positive feedback was provided on those tri-
als that corresponded to the trials with positive feedback in the pre-
vious phase. For example, if a subject had received positive feed-
back on Trials 5, 8, and 20 of Phase 1, positive feedback would be
given on trials 305, 308, and 320 of Phase 2, irrespective of the re-
sponse emitted on those trials. The subjects in Condition NC–C
(noncontingent feedback followed by contingent feedback) received
noncontingent positive feedback during the first 300 trials, using a
yoking procedure. Specif ically, each subject in Condition NC–C
was yoked to a subject in Condition C–NC. For example, if a sub-
ject in Condition C– NC had received feedback on Trials 2, 4, and
10, his of her yoked counterpart in Condition NC–C would also re-
ceive positive feedback on Trials 2, 4, and 10, irrespective of the
response emitted on those trials. During the second 300 trials, the
subjects in Condition NC–C received variability-contingent positive
feedback, just like those in Condition C–NC did during Phase 1. All
further details were the same as those in Experiment 1.

Results and Discussion
Evidence of both response stability and variability was

obtained in both conditions,dependingon the measure ex-
amined. The subjects in Condition NC–C did not demon-
strate the impaired learning effect in Phase 2 that was ob-
served in Condition E–C in Experiment 1.

MetVar. Figure 7 depicts the mean MetVar value on
Blocks 1, 5, 6, and 10 for each condition. The data of the
individual subjects can be found in Figures 8 and 9.

All the subjects in ConditionC–NC showed an increase
in MetVar from Blocks 1 to 5, whereas only 3 subjects did

Figure 7. Mean percentage (6 SEM ) of the trials in Experi-
ment 2 that satisfied the variability criteria of the maximum
number of trials on which positive feedback could be presented.
The subjects in Condition C–NC received variability-contingent
positive feedback during Blocks 1 and 5 and noncontingent pos-
itive feedback during Blocks 6 and 10. The order of feedback
contingencies was reversed in Condition NC–C.
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Figure 8. Lag 1 to lag 27 autocorrelations computed on the basis of the responses emitted on Trial Blocks 1, 5, 6, and 10,
for the subjects in Condition C–NC in Experiment 2. The lag 1 autocorrelation is depicted on the x-axis in the
leftmost bar of each block; the lag 27 autocorrelation is shown in the rightmost bar of each block.

so in Condition NC–C. The other 5 subjects in Condi-
tion NC–C showed a decrease. In Phase 2, 7 subjects in
ConditionC–NC and 5 subjectsin ConditionNC–C showed
a MetVar increase from Blocks 6 to 10.

A condition 3 block 3 phase ANOVA on the data de-
picted in Figure 7 revealed a significant effect of block
[F(1,14) 5 7.84, p , .05], a significant condition3 block
interaction [F(1,14) 5 6.30, p , .05], and a significant
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condition 3 block 3 phase interaction [F(1,14) 5 5.33,
p , .05; other ps . .05]. A condition 3 block ANOVA
was performed for each phase separately, to examine the
source of the three-term interaction. For the Phase 1 data,

a significant interaction between condition and block
[F(1,14] 5 11.53, p , .01; other ps . .05] was found, re-
flecting a significantly higher MetVar for Condition C–
NC than for ConditionNC–C on Block 5 [F(1,14) 5 7.10,

Figure 9. Lag 1 to lag 27 autocorrelations computed on the basis of the responses emitted on Trial Blocks 1, 5, 6, and 10,
for the subjects in Condition NC–C in Experiment 2. The lag 1 autocorrelation is depicted on the x-axis in the leftmost
bar of each block; the lag 27 autocorrelation is shown in the rightmost bar of each block.
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p , .05], but not on Block 1 (F , 1), and a significant in-
crease from Block 1 to Block 5 in Condition C–NC
[F(1,7)5 25.82,p , .01], but not in ConditionNC–C (F 5
1.63). For Phase 2, the ANOVA revealed only a signifi-
cant main effect of block [F(1,14) 5 6.82, p , .05; other
Fs , 1]. A separate ANOVA with block as a single factor
on the data from Blocks 5 and 6 revealed a significant de-
crease in the percentage from Block 5 to Block 6 for Con-
dition C–NC [F(1,7) 5 28.27, p , .01], but not for Condi-
tion NC–C (F , 1). Collectively, these data and analyses
imply that noncontingent positive feedback does not re-
sult in a reliable increase of MetVar, which, as in Experi-
ment 1, was observed in the case of variability-contingent
feedback. Across Phase 2, the majority of the subjects
showed an increasing MetVar, suggesting that the prior
noncontingent feedback in Condition NC–C did not hin-
der learning to adapt to the changed contingency as much
as was the case for Condition E–C in Experiment 1. Fi-
nally, under noncontingentfeedback, the subjects in Con-
dition C–NC largely regained responding that was in-
creasingly favorable for meeting the variability criteria.

A final analysiswas performed on the data shown in Fig-
ure 7 to evaluate whether there was a significant differ-
ence between conditions in the increase of the number of

correct trials across contingent-feedback blocks. A con-
dition 3 block ANOVA, using Blocks 1 and 5 for Condi-
tion C–CN and Blocks 6 and 10 for Condition NC–C, re-
vealed only a significant main effect of block [F(4,56) 5
8.99, p , .001; other Fs , 1.61, ps . .1]. This implies that
the prior noncontingent positive feedback in Condi-
tion NC–C did not hinder learning in the subsequent
variability-contingent phase.

Frequency of response sequences. Figures 10 and 11
display, for each condition, the mean frequency in Phases 1
and 2 of the sequence correspondingwith each preference
order, with the frequencies being ordered from high to low
as they occurred in Phase 1. Also shown are the individu-
als’ U and r values.

All the subjects in ConditionC–NC showed a very small
difference in the frequency of the different response alter-
natives and/or a significant r, implying large response sta-
bility. Moreover, except for Subjects 2 and 4 in Phase 2, all
the subjects displayed a high U value in each phase, sug-
gesting a similar even use of response options in the two
phases. In ConditionNC–C, 6 of the 8 subjectsalso showed
a relatively small absolute difference in the frequency of
the different responsepossibilitiesand a significant r value.
The U measure tended to have either the same high value

Figure 10. Frequency of the different response sequences in Phase 1 (first 300 trials, filled circles) and Phase 2 (sec-
ond 300 trials, open circles) for each subject in Condition C–NC in Experiment 2. The frequencies are ordered from the
most preferred (Order 1) to the least preferred, as emitted during Phase 1. The subjects received variability-contingent
positive feedback in Phase 1 and no feedback in Phase 2. U1 and U2 refer to the U values (see the text) associated with
Phases 1 and 2, respectively. The r value indicates Pearson’s correlation between the Phase 1 and the Phase 2 frequencies.
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in the two phases (4 subjects) or a somewhat smaller value
in Phase 1 than in Phase 2 (remaining 4 subjects). These
data imply response stability for the majority of the sub-
jects and an enduring or increasing evenness in the use of
the different response alternatives.

Seven of the 8 subjects in Condition C–NC mainly
showed an increasing use of relatively rare sequences.One
subject (Subject 4) mainly showed an increased use of rel-
ativelypreferred sequences.The mean Phase 2/Phase 1 ra-
tios corresponding to the three most preferred sequences
(Orders 1, 2, and 3) were 1.2, 1.0, and 0.8, respectively;
those for the three least preferred sequences (Orders 25,
26, and 27) were 2.1, 2.6, and 3.5, respectively. In Condi-
tion NC–C, all the subjects tended increasingly to use rel-
atively nonpreferred sequences in Phase 2. The mean ra-
tios for the three most preferred sequences were 0.5, 0.6,
and 0.7; those for the three least preferred sequences were
3.8, 4.3, and 6.3, respectively. Both conditions showed a
significant linear trend, with higher ratios with increasing
preference order [Fs(1,7) . 7.31, ps , .05], suggesting
behavioral variability.

Response strategy: Autocorrelations. Figures 8 and
9 show, for Blocks 1, 5, 6, and 10, the individual subjects’
patterns of lag 1 to lag 27 autocorrelations. Subject 8 in
Condition NC–C continued to emit only one single-
response sequence (333) on Block 5, implying the impos-
sibility of computing autocorrelations for that trial block.

As was the case for the subjects in Experiment 1, there
were large individual differences in the use of random or
systematic response patterns in the different phases of the
experiment. For example, in Condition C–NC, the sub-
jects showed relatively random responding on all trial
blocks (Subjects 2 and 5), random responding at the first
block of each phase and more systematic responding at
the last blocks (Subject 4), or some other pattern. Strong
systematic responding took the form of either a repetition
of fairly short sequences of response options (e.g., Sub-
ject 4, Blocks 5 and 10), yielding low to moderate MetVar
values, or a repetition of long sequences of response op-
tions (e.g., Subject 6, Blocks 5 and 10), yielding a high
MetVar. Similar mixed behavioral patterns were observed
for Condition NC–C, although here some subjects made

Figure 11. Frequency of the different response sequences in Phase 1 (first 300 trials, open circles) and Phase 2 (second
300 trials, filled circles) for each subject in Condition NC–C in Experiment 2. The frequencies are ordered from the most
preferred (Order 1) to the least preferred, as emitted during Phase 1. The subjects received noncontingent positive feed-
back in Phase 1 and variability-contingent feedback in Phase 2. U1 and U2 refer to the U value (see the text) associated
with Phases 1 and 2, respectively. The r value indicates Pearson’s correlation between the Phase 1 and the Phase 2 fre-
quencies.
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many single-response repetitions on the last block of the
noncontingent feedback Phase 1 (e.g., Subjects 3, 4, and
5), yieldinga very low MetVar. This pattern was never ob-
served during the corresponding noncontingent block in
Condition C–NC (Block 10).

The MaxAut value, as also used in the previous exper-
iment, was employed as an overall index of response ran-
domness. The mean MaxAut values for Condition C–NC
was .32, .48, .33, and .46 on Blocks 1, 5, 6, and 10, re-
spectively. The correspondingmeans for ConditionNC–C
were .34, .46, .36, and .35. Each of these means was com-
pared (ANOVA) with the mean MaxAut value of a set of
eight cases (mean, .26), which were randomly chosen from
the set of 50 simulated MaxAut values described in Ex-
periment1, to assess the (non-) randomnessof the response
patterns. For ConditionC–NC, these analyses suggested a
random response pattern in Blocks 1 and 6 [Fs(1,7) ,
1.26, ps . .05] and a nonrandom pattern in Blocks 5 and
10 [Fs(1,7) . 7.66, ps , .05]. For Condition NC–C, non-
randomrespondingwas observedonly for Block 5 [F(1,6) 5
9.17, p , .05; other Fs(1,7) , 4.58, ps . .05].

The combineddata and analyses suggest that, overall in
Phase 1, the subjects in Condition C–NC developed a re-
sponse strategy, some responding randomly and some
nonrandomly, that promoted the occurrence of positive
feedback, as was also observed in Experiment 1 for Con-
dition C–E. Right after the contingency change, the sub-
jects in Condition C–NC showed a decrease in MetVar,
which was followed by an increase on subsequent blocks.
The latter effect had not been observed for ConditionC–E
in Experiment1. ConditionC–NC’s initialdecrease and sub-
sequent increase of MetVar in Phase 2 were accompanied
by an initial decrease in strategic responding for the ma-
jority of the subjects, to the extent that the mean pattern
became random, followed by a significant increase in
strategic responding. Apparently, the subjects in this con-
dition resumed the behavioral strategy that had been suc-
cessful in Phase 1, despite the noncontingentnature of the
positive feedback in Phase 2. Finally, after the shift, the
subjects in Condition C–NC emitted more sequences that
had been rare during Phase 1, just as the subjects in Con-
ditionC–E did in Experiment 1, reflecting variabilityat the
level of individual sequences.

Overall, the subjects in ConditionNC–C increasinglyre-
sponded systematicallyacross Phase 1. However, the strat-
egy used by the majority of the subjects consisted of re-
peatedlyemitting fixed, relatively short sequences or even
simple repetitions of single sequences, which, combined
with a relatively uneven use of the different response op-
tions, did not result in a significant increase in MetVar.
The latter is consistent with previous animal experiments
that failed to find increases in response variability with
noncontingent reinforcement (e.g., Denney & Neuringer,
1998; Machado, 1989, 1992; Morgan & Neuringer, 1990;
Page & Neuringer, 1985). After the shift, there was an in-
crease in the use of rare response sequences and in Met-
Var. In fact, the increase in MetVar did not statisticallydif-

fer from that in ConditionC–NC in Phase 1, in which there
had been no prior history of noncontingent feedback. Ap-
parently, prior experience of noncontingentfeedback does
not negatively affect the rate of learning in a subsequent
task with contingent feedback as much as is the case with
the consistent absence of feedback. However, it did seem
to affect the way this learning was achieved: instead of a
tendency to develop systematic responding, as in Phase 1
in ConditionsC–E and C–NC, the variability criteria were
met using a more random response pattern for most of the
subjects.

GENERAL DISCUSSION

The present experiments revealed a mix of response
stability and variability evoked by different feedback con-
tingenciesand changes therein. The results for each of the
four conditions will be discussed in view of the outcome
of previous, analogousexperimentswith rats and humans.

Condition C–E
The results for the condition in which variability-

contingent feedback was followed by extinction were, in
many respects, similar to those for rats in a comparable
experimental condition (Neuringer et al., 2001). Both rats
and humans appear to be vulnerable to the contingency in
the first phase, in that they display a gradual increase in
the number of trials that satisfy the variability criteria (see
also Denney & Neuringer, 1998; Morgan & Neuringer,
1990; Neuringer, 1986, 1991; Neuringer, Deiss, & Imig,
2000;Ross & Neuringer, 2002)Also, in both species, there
is evidence of both behavioral stability and variability as
a result of extinction. Stability is apparent in the ordering
of the frequencies of the different response possibilities.
Sequences that are relatively frequent or rare during con-
tingent feedback are also frequent or rare during extinc-
tion. This is also reflected in a similar high U value in the
two phases and suggests an overall stability in the struc-
ture of responses in terms of the sequences used in the
face of changed contingencies in each of the two species.
Variability is apparent in both species in the form of an in-
creased use of rare sequences in extinction,relative to base-
line frequencies during feedback or reinforcement.

However, a difference between species is that, in ex-
tinction, the rats demonstrated an increase in the number
of trials that satisfied the variability criterion, whereas the
humans showed a decrease. This difference may be related
to the fact that, in rats, reinforcement in Phase 1 quiteoften
resulted in a repetition of the just-reinforced response,
which is not favorable for meeting the variability criteria.
In extinction, no reinforcement was provided, and the im-
mediate reinforcement effect, as present in Phase 1, was
eliminated.This, in turn, increased the likelihoodof meet-
ing the variabilitycriteria.However, the present experiments
includedan additionalvariabilitycriterion—namely, the re-
quirement that the current response had to be different
from each of the previous two responses. This explicitly
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disfavored simple response repetition in the contingent
feedback phase.Consequently, the mechanismas described
for the rats presumably did not play a prominent role in the
present experiments. More generally, if the criteria for a
positive outcome in terms of variability are relatively
stringent, a decrease, rather than an increase, in variabil-
ity may be expected in extinction.Evidence in favor of this
claim has recently been obtained in rat studies (Grunow &
Neuringer, 2002).

Condition E–C
The consistent absence of positive feedback in Phase 1

evoked a response pattern with an even distribution of the
different response alternatives (high U value) and little
systematic responding for the majority of the subjects.
The latter resulted in a rather overall low number of trials
meeting the variabilitycriteria. That there was no increase
in systematic responding in the form of simple response
repetitionsacross Phase 1 in the large majority of the sub-
jects might imply that, overall, the subjects were not just
“giving up” but continued to try to solve the task at hand.
Otherwise, it would have been more likely to see simple
response repetitions. After the shift, most of the subjects
showed an increasing MetVar across blocks, but the over-
all MetVar level remained below that acquired by the sub-
jects in Condition C–E in Phase 1. However, the subjects
did show a systematic increase in the use of relativelynon-
preferred sequences, which again suggests a continued
motivation to solve the task. The overall lower MetVar val-
ues in Phase 2 resemble the outcomes of previous animal
research on the effect of an initial failure to solve a prob-
lem on the mastery of a subsequent related task, as re-
flected in, for example, the learned helplessness phenom-
enon (see the introduction). In the animal literature, this
type of phenomenon is suggested to be at least partly re-
lated to a reduced associability of responses and conse-
quences. In the present case, the detection of a contin-
gency between variability in responding (as an operant)
and positive feedback was at least impaired in the first
postshift trial block, an impairment that could not be “re-
stored” to the level attained by Group C–E in the corre-
sponding phase.

Condition C–NC
The results for the subjects in the first, variability-

contingent feedback phase of this condition were similar
to thoseobserved for ConditionC–E in Phase 1. There again
was an increase in MetVar across training, which was
achieved by the subjects’ using the different response se-
quences evenly and by (overall) increasing systematic re-
sponding. During the initial part of a subsequent noncon-
tingentfeedbackphase,mostof the subjects in thiscondition
displayed a decrease in systematic behavior and MetVar.
These changes had also been observed in Condition C–E
in Experiment 1. However, interestingly,unlike in Condi-
tion C–E, in the course of Phase 2 all but one of the sub-
jects in ConditionC–NC again showed a MetVar increase.

This result accords with that reported by Saldana and
Neuringer (1998). Using human subjects, these authors
found that prior variability-contingent reinforcement re-
sulted in higher levels of variability in a subsequent phase
under a yoked (noncontingent) feedback condition than
was the case without prior contingent training. These re-
sults point to sustained variability, once that variabilityhas
been established. However, this persistence appears to re-
quire at least the continued presence of some (noncontin-
gent) feedback or reinforcement; it is absent if feedback or
reinforcement is withheld altogether (Condition C–E).

Condition NC–C
At least for a small majority of the subjects, noncontin-

gent feedback in Phase 1 failed to result in MetVar and pro-
moted response repetition,with a corresponding relatively
uneven frequency distribution (yielding a low U value).
Similar resultswere found in rats (e.g., Denney& Neuringer,
1998; Machado, 1989, 1992; Morgan & Neuringer, 1990;
Page & Neuringer, 1985). This suggests that reinforce-
ment per se is not sufficient to evoke variable behavior.
However, contrary to the effect of the prior consistent ab-
sence of feedback (Condition E–C), prior noncontingent
feedback did not seem to negatively affect learning to re-
spond according to the variability requirements in a sub-
sequent phase of contingent feedback. Interestingly, Sal-
dana and Neuringer (1998) reported a similar lack of
negative transfer, using children in a completely different
task. However, in the present study, there was a difference
in the type of strategy eventuallyused to meet the variabil-
ity criteria between the subjects in Condition NC–C and
those in ConditionsC–E and C–NC in Phase 1. The former
subjects used a much less systematic (more random) re-
sponse pattern that did the latter subjects. This suggests
that a history of noncontingent feedback can have an ef-
fect on subsequent learning, albeit not necessarily on all
learning parameters (see also the rat studies in Neuringer,
Deiss, & Olson, 2000). At present, the reason for the dif-
ference in extent of negative transfer between Conditions
E–C and NC–C is unclear and clearly requires further
research.

All Conditions
For many of the subjects in each condition, there was a

change in the response strategy used, at least at some point
within and/or between phases. Thus, variability changes
occurred at the level of behavioral units (or behavioral
repertoire) and at the level at which these units were used
in terms of response strategies. There is a fairly large body
of literature on rule-governed versus contingency-
governed behaviorand on differences in sensitivity to con-
tingencychanges (e.g., Hayes, Brownstein,Haas, & Green-
way, 1986;Hayes, Brownstein,Zettle, Rosenfarb, & Korn,
1986; Hayes & Ju, 1998). However, in most, if not all, of
these studies, the strategies or rules were more or less made
explicit to the subjects, rather than merely being shaped by
reinforcement contingencies, as was the case in the pres-
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ent experiments.Unfortunately, to my knowledge,data on
contingency-induced changes in response strategies are
also largely lacking in the animal conditioning literature.
There is a literature on systematic response patterns in an-
imals, but this mostly concerns systematic behavior in the
early phase of discrimination problems (see, e.g., Coen-
ders, 1997).

The present results regarding the autocorrelation mea-
sure also imply large individual differences in the type of
strategies used. At present, the source of these differences
is unknown. One possible candidate is a difference in
memory capacity. The variabilitycriteria in the present task
can better be met by systematically emitting, one by one,
all possible response options in a long sequence than by
random responding.However, the former strategy is quite
demanding in terms of memory load, and the subjects may
have differed in their capacity or willingness to use it. The
subjects may also have differed in the interpretationof the
instruction to “work at a steady pace.” This could have
been interpreted as implying a stringent time limit or not.
Under the assumption that a time pressure prompts more
random responding (e.g., because it disfavors memoriza-
tion of prior response sequences) than does the absence of
such a pressure, the former interpretationencouragesmore
random responding than does the latter. Clearly, more re-
search is necessary to uncover the mechanism(s) underly-
ing the individual differences.

In sum, with a task not used before in humans, the pres-
ent study provides both replications of previous findings
and novel results. It shows that behavioral variability, es-
tablished either by random responding or by some system-
atic response strategy, may be shaped in humans by con-
tingentpositivefeedback, but not by noncontingentpositive
feedback or by the total absence of feedback. That vari-
ability is markedly reduced if the contingent feedback is
replaced by no feedback (extinction),but not when it is re-
placed by noncontingent feedback. Moreover, the consis-
tent absence of feedback has a more detrimental effect on
learning to behave variably in a subsequent variability-
contingent feedback condition than does prior noncontin-
gent feedback. Finally, these different contingencies, and
changes therein, all induce a mix of response stability and
variability at the level of the frequency of use of the dif-
ferent response alternatives. Some of these results corre-
spond to those found in previous animal and human stud-
ies that often used very different procedures, such as a
biologically significant reinforcement (food) instead of a
biologicallynonsignificantoutcome (verbal feedback). In
doing so, they point to the generality and robustness of
these findings.
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