
In standard recognition memory tests, both previously 
studied and new items are presented and subjects are re-
quired to decide whether or not each item was presented 
at study. Two general classes of theories have been put 
forward to explain performance in recognition memory 
tasks. One approach to recognition memory is common 
to the so-called global matching models, such as TODAM 
(Murdock, 1982), SAM (Gillund & Shiffrin, 1984), and 
 MINERVA 2 (Hintzman, 1986). Although they offer differ-
ent representations of memory and retrieval mechanisms, 
global matching models maintain that subjects make fa-
miliarity judgments on the basis of a continuous index of 
memory strength.1 When a test item exceeds the criterion 
of memory strength set by the subject, the stimulus is 
judged as old. (For a review of global matching models of 
recognition memory, see Clark & Gronlund, 1996.)

A second class of theories—the so-called dual pro-
cess models—posits that a single continuous quantitative 
index of memory strength is not sufficient to account for 
the results obtained in experiments in which recognition 
memory tasks are used (see, e.g., Jacoby, 1991; Mandler, 
1980; for a review of dual process models, see Yonelinas, 
2002). Two processes are proposed: one based on famil-
iarity and the other on recollection. Despite some differ-
ences between models (see Yonelinas, 2002), familiarity 
is considered to be a rapid, automatic process, often ob-
served to be sensitive to manipulations of the perceptual 
features of target items (see, e.g., Lamberts, Brockdorff, 
& Heit, 2002). Recollection, in contrast, is considered to 
be a slower, intentional process dependent on the retrieval 
of specific qualitative information about prior occurrence 

of the target items and predominantly sensitive to manipu-
lations affecting semantic or conceptual encoding, such 
as level of processing (see, e.g., Atkinson & Juola, 1973; 
Boldini, Russo, & Avons, 2004; Jacoby, 1991; Mandler, 
1980). Further evidence about the distinction between the 
time course of familiarity and that of recollection has been 
obtained in studies in which event-related brain poten-
tials (ERPs) were examined through recognition memory 
tests. For example, Curran (2000) detected an early ERP 
component, at about 300–500 msec, associated with fa-
miliarity, and a later component, at about 400–800 msec, 
associated with recollection (for a recent review of the rel-
evance to this issue of ERPs and functional neuroimaging 
studies, see Rugg & Yonelinas, 2003). It has often been 
suggested that familiarity and recollection influence rec-
ognition memory independently (see, e.g., Jacoby, 1991; 
Mandler, 1980; but see also Humphreys, Dennis, Chalm-
ers, & Finnigan, 2000).

Various experimental procedures, such as the remember–
know procedure (see, e.g., Gardiner & Richardson-Klavehn, 
2000) and the process dissociation procedure (see, e.g., 
Jacoby, 1991), have been used to assess the potential con-
tributions of different processes to recognition memory 
(see Yonelinas, 2002, for a review of the techniques used 
to investigate the contributions of different processes to 
recognition memory). A useful empirical approach to as-
sessing the contribution of different processes to recogni-
tion memory is the response signal procedure (see, e.g., 
Boldini et al., 2004; Hintzman & Curran, 1994; Mulligan 
& Hirshman, 1995). In this procedure, subjects are pre-
sented with individual studied and new test items, each 
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followed by a response signal indicating that the subjects 
have to promptly decide whether the item is old or new. By 
manipulating the interval between the test stimulus and the 
response signal, it is possible to control the amount of time 
available to retrieve the target information. Therefore, this 
technique allows increments in recognition accuracy to be 
plotted as a function of the time available to process test 
items. Hence, if familiarity and recollection are indeed two 
distinct processes that contribute to recognition memory in 
fast- and slow-acting ways, respectively, it should be pos-
sible to trace their contributions by assessing the effects of 
different variables, which are expected to influence famil-
iarity and recollection selectively, on recognition accuracy 
at short and at long response deadlines.

In particular, if familiarity is sensitive to the percep-
tual correspondence between study and test items, then 
recognition memory should be enhanced by a familiarity 
process when the perceptual characteristics of study and 
test stimuli match and reduced when they differ. Further-
more, if familiarity is a fast-acting process, then this effect 
should be observed at short response-signal lags—that 
is, when subjects have limited time to make recognition 
memory decisions at test. Now consider recollection as 
a slow-acting process based mainly on the semantic or 
conceptual characteristics of target items and on the re-
trieval of specific qualitative information about the prior 
occurrence of targets. If this is the case, then recognition 
should be more optimal under conditions that promote 
both elaborative (e.g., semantic) encoding and effective 
search processes at test than under conditions that do 
not promote these processes (e.g., those that promote 
nonsemantic encoding; Boldini et al., 2004). Moreover, 
if the elaborative advantage reflects the contribution of 
recollection to recognition memory, this effect should be 
particularly evident when relatively more time is allowed 
to make recognition decisions. Because recollection is a 
slow process, the effect of elaborative encoding should 
be minimal or absent when subjects have limited time to 
make recognition memory decisions at test.

The current evidence seems only partially supportive 
of the hypotheses above. With respect to the effect of per-
ceptual matching, Toth (1996) reported a recognition ad-
vantage at short response-signal lags when the modality 
of study and test stimuli matched. However, Hintzman and 
Caulton (1997; see also Jones, Jacoby, & Gellis, 2001) 
did not find any such advantage at either short or long 
response-signal lags and in fact reported that asymptotic 
performance was higher in the mismatch condition.

In other studies, the response-signal deadline pro-
cedure has been used while levels of processing were 
manipulated to assess the contribution of recollection. 
However, the well-known recognition advantage for deep 
levels of processing interacted with response-signal lag 
in one study (Mulligan & Hirshman, 1995), but it was 
present at all lags tested in other studies (Gardiner, Ram-
poni, & Richardson-Klavehn, 1999; Gillund & Shiffrin, 
1984; Toth, 1996). Thus, these results, obtained using the 
 response-signal procedure, do not provide consistent sup-
port for a dual process model of recognition in which the 
two processes operate on different time scales.

Boldini et al. (2004) pointed out that those studies in 
which manipulation of perceptual matching or levels of 
processing information had no effect on the time course 
of recognition decision face several criticisms. For exam-
ple, Mulligan and Hirshman (1995, Experiments 2 and 3) 
and Hintzman and Caulton (1997) both used the standard 
 response-signal procedure, in which response signals vary 
randomly from trial to trial for each subject. Although this 
technique equates retrieval strategies at the point at which 
the recognition probe appears, several sessions of exten-
sive testing are usually required to achieve stable measures. 
This procedure precludes the possibility of testing under 
incidental conditions, thus making it difficult to evaluate 
the effect of the conventional manipulation of levels of 
processing. In order to overcome some of these difficul-
ties while trying to contribute to a better understanding 
of recognition dynamics, Boldini et al. implemented the 
 response-signal procedure so that each subject was tested 
in only one response-signal deadline condition, thus allow-
ing target items to be studied under incidental conditions. 
Recognition performance was recorded in seven deadline 
conditions ranging from 100 to 3,000 msec. Learning was 
incidental. Levels of processing and study–test modality 
matching were manipulated to assess the contributions 
of recollection and familiarity processes, respectively, to 
recognition memory. It appears that the study–test modal-
ity match had a beneficial effect on recognition accuracy 
at short response-signal delays ( 300 msec). Conversely, 
recognition accuracy benefited more from deep than 
from shallow processing at study only at relatively long 
 response-signal delays ( 300 msec). This set of results 
was interpreted as suggesting that at least two different 
processes, one fast and one relatively slow, contribute to 
recognition memory.

The present study is a conceptual follow-up of Bol-
dini et al. (2004). Here, we extend our earlier findings by 
using study items presented either as pictures or as words, 
whereas test stimuli were always words. Therefore, if 
familiarity is based on the perceptual features of target 
stimuli, then recognition accuracy should be impaired for 
targets studied in pictorial form relative to those studied 
as words, and this impairment for studied pictures should 
be observed at short response deadlines. This predicted 
outcome at short response deadlines is the inverse of the 
standard picture superiority effect commonly observed in 
episodic memory tasks. This effect is a well established 
phenomenon (see, e.g., Madigan, 1983; Paivio, 1971; Ra-
jaram, 1993) whereby stimuli presented as pictures are 
more likely to be recalled and recognized than stimuli pre-
sented as words, even when words are presented during a 
recognition memory test.

In summary, the aim of the present study was to further 
investigate the retrieval dynamics and time course of rec-
ognition memory processes by manipulating the format of 
stimuli between study and test. In Experiment 1, we tested 
six different groups of subjects at different response-
 signal delays (ranging from 100 to 3,000 msec). At study, 
the subjects were required to commit to memory two sets 
of items. Items in one set were displayed as pictures and 
those in the other set as words. At test, all items were pre-
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sented as words. If responses at short response lags are 
based mainly on familiarity processes that rely on the per-
ceptual characteristics of target items, then a reverse of 
the picture superiority effect should be observed. On the 
other hand, the standard picture superiority effect should 
be apparent at longer response-signal delays.

In addition to running standard analyses, we fitted the 
empirical data obtained in Experiment 1 using an expo-
nential growth-to-a-limit function to model the increase 
in recognition with response-signal deadline as a function 
of study conditions (see, e.g., Hintzman & Caulton, 1997; 
Mulligan & Hirshman, 1995; Reed, 1976). The curve fit-
ting was obtained by applying the formula

 d   A{1  exp[ R(T  I)]}, (1)

where T  I, and d   0 otherwise.
Equation 1 indicates how recognition accuracy (d ) is a 

function of three parameters (A, I, R): A represents the as-
ymptote and indexes how much information is in memory; 
I represents the intercept (i.e., the time at which performance 
rises above chance) and indicates the time when mnemonic 
information begins to accumulate; R indicates the rate of 
growth to asymptote and the speed at which mnemonic in-
formation accumulates. T is the response time. Since these 
parameters are associated with relatively specific character-
istics concerning memory retrieval, hypotheses can be drawn 
about how the parameters would be expected to vary if spe-
cific theoretical conditions are met. In other words, the goal 
of this analysis is not simply to find the best-fitting curve 
(and its parameters) per se, but to compare certain patterns 
of parameters (i.e., certain theoretical assumptions) in order 
to see which alternatives provide better fits. For instance, if 
recognition memory depends only on a global familiarity 
value associated with each test item, then the only param-
eter that should discriminate between different experimental 
conditions would be A (i.e., the index of memory strength), 
and no other improvement in the fitting of the data would 
be added by allowing either I or R to be free to vary. On the 
other hand, if more than one process is required to account 
for recognition memory performance, then a better fit would 
be obtained when at least one of the other parameters (I or R) 
is left free to vary. F tests were carried out to assess whether 
or not there was any significant difference in the variabil-
ity (R2) accounted for by different models having different 
numbers of free parameters (Howell, 1997).

EXPERIMENT 1

Method
Subjects. Seventy-two students, mainly undergraduates at the 

University of Essex, were recruited for this experiment. They were 
all native English speakers. The subjects were tested individually.

Design. A two-factor mixed design was used. Item format at study 
(i.e., picture vs. word) was manipulated within subjects, whereas 
response deadline (100, 150, 200, 700, 2,000, and 3,000 msec) was 
manipulated between subjects. Twelve subjects were tested at each 
response deadline.

Materials. A total of 120 items was selected from Snodgrass and 
Vanderwart (1980) to be used as target and lure stimuli. Another 30 
items were selected from the same database as buffer items to be 
presented at the beginning and at the end of the study lists to reduce 

the contribution of primacy and recency effects. Ten of these stimuli 
were presented at the beginning of each study list and the remaining 
20 at the end. Half of the buffer items were presented as pictures and 
the other half as words. Of the initial 120 items, 40 were presented 
as words (Set A) and 40 as pictures (Set B) in the study phase. The 
remaining 40 items (Set C) were presented as lures in the test phase. 
Sets A, B, and C were counterbalanced across subjects using a Latin 
square approach, so that each set was presented in each condition 
(i.e., study picture, study word, and test lure) an equal number of 
times within each group of subjects. For the training phase, a set 
of 40 nonwords was used. For the test phase, all 120 stimuli were 
presented in word form and in a random order that was different for 
each subject.

All stimuli were presented in the center of a computer screen. 
Words were displayed in 60-point extended, lowercase Comic Sans 
MS font. Words and pictures were of comparable sizes when seen 
on the screen. The response deadline signal was a row of asterisks 
that appeared two lines below the test word. Finally, 400 msec after 
each test deadline presentation, a beep alert was played to indicate 
that the time allowed for responding had elapsed.

Procedure. The experiment was conducted in three phases: a 
study phase, a training phase for the response-signal procedure, and 
a test phase. Each session began with appropriate instructions given 
on the screen.

During the study phase, the subjects were presented with a list 
with 10 initial buffer items, 80 target items, and 20 buffer items 
presented at the end. Picture items and word items were presented 
in alternation. The subjects were simply asked to memorize as many 
items as they could for a later, unspecified memory test. Each item 
was displayed for 2 sec with a 1-sec interstimulus interval (ISI).

The training phase provided the subjects with some practice with 
the response-signal procedure. The stimuli were 40 nonwords ranging 
from five to nine letters in length. A set of arrows (      ), 
indicating the future location of the test string, appeared at the center 
of the screen for 500 msec. Then a nonword appeared and, after the 
appropriate time lag (the same as for the response-signal lag condi-
tion used during testing), a row of asterisks appeared two lines under 
the test string. The task was to decide whether or not the letter “t” 
was present in the nonword. The subjects were instructed to respond 
as quickly as possible once they saw the row of asterisks. They were 
told to press the “z” key if they saw the target letter and to do noth-
ing otherwise. A beeping signal was emitted whenever a response 
was given more than 400 msec after the appearance of the response 
signal. There was a 2-sec pause between consecutive items.

During the test phase, all the stimuli (80 target items and 40 dis-
tractors) were presented as words. The subjects were asked to decide 
whether or not each test item had been encountered at study, irre-
spective of its format. Test words were presented following the same 
procedure used during the training phase. The subjects had only to 
respond “yes” (by pressing the “z” key) if they thought that a stimu-
lus had previously been studied. They were encouraged to be ac-
curate, but they were told it was more important to respond on time. 
As in the training phase, responses were considered as given on time 
when the response latency was not longer than 400 msec. The ISIs 
were 2,500 msec for the 100-, 150-, and 200-msec response-signal 
conditions; 2,000 msec for the 700-msec condition; and 1,500 msec 
for the 2,000- and 3,000-msec conditions. This was done to roughly 
equate the length of the test phase across response lag conditions. At 
the end of the test phase, the subjects were debriefed and given the 
opportunity to know their results.

Results and Discussion
Recognition memory accuracy. Only responses 

given within 400 msec were considered for the analy-
sis.2 Mean proportions of hits, false alarms, and cor-
rected d  scores for groups and conditions are presented 
in Table 1. To avoid hit rates of 1 and false alarm rates 
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of 0, the raw data of each subject were adjusted as sug-
gested by Snodgrass and Corwin (1988): H(%)  (#H  
0.5)/(#old words  1), and FA(%)  (#FA  0.5)/(#new 
words 1).

A 2 (stimulus type: word vs. picture)  6 (response dead-
line: 100 vs. 150 vs. 200 vs. 700 vs. 2,000 vs. 3,000 msec) 
mixed ANOVA was carried out on d  scores. A significant 
main effect of stimulus type [F(1,66)  4.83, MSe  0.07, 
p  .05] reflected the fact that pictures were better recog-
nized than words overall. A significant main effect of re-
sponse deadline [F(5,66)  11.55, MSe  0.54, p  .01] 
indicated that performance increased as a function of lag. 
More interestingly, the interaction between stimulus type 
and response deadline was significant [F(5,66)  14.92, 
MSe  0.07, p  .01], indicating that the effect of stimu-
lus type differed in different deadline conditions. A series 
of t tests was carried out to follow up on this significant 
interaction; for each t test, the alpha level was set to .01. In 
both the 100- and 150-msec deadline conditions, recogni-
tion accuracy was significantly better for words than for 
pictures [t(11)  4.44 and t(11)  5.23, respectively]. In 
the 200-msec deadline condition, there was no significant 
difference between pictures and words [t(11)  1.01]. In 
the 700-msec response deadline condition, the picture su-
periority effect approached significance [t(11)  2.36], 
and it was clearly significant in the 2,000- and 3,000-msec 
response deadline conditions [t(11)  5.12 and t(11)  
3.05, respectively]. The pattern of the significant interac-
tion suggests that at least two processes may be needed to 
account for recognition memory performance.

Modeling. As was described in the introduction, the d  
scores were fitted using an exponential growth-to-a-limit 

function (Equation 1). Accuracy data for each study condi-
tion were plotted against the total time elapsed at response, 
which was calculated by adding the respective response 
deadline to the average reaction time for each group (see 
Table 2). If recognition memory is based on a single pro-
cess (i.e., familiarity), the fitting of recognition accuracy 
for pictures and words should differ only in terms of the 
asymptote (i.e., the total amount of information stored in 
memory). However, if a better fit is obtained by allowing 
either the rate of growth or the intercept to be free to vary, 
then this would indicate that a single process alone may 
not be sufficient to account for the recognition memory 
performance.

For each model, the proportion of the variability ac-
counted for was calculated by adjusting the value of r2 as 
a function of the number of free parameters. Following 
Reed (1976),
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where N is the number of data points  di, each di corre-
sponds to an observed d  score, each  d̂i value corresponds 
to the d  score predicted by the model, d is the overall 
mean recognition accuracy, and k is the number of free 
parameters.

When all parameters (i.e., A, I, and R) were left free to 
vary for each study condition (i.e., full model, in which 
k  6), 93.7% of the variability was accounted for by the 
model. (Table 3 provides the values of the parameters for 
the different models.) A second model, in which only A 
was left free to vary whereas I and R were fixed across 
the two study conditions, was fitted to the data (asymp-
tote model, in which k  4; see Figure 1A). This model 
accounted for 82.2% of the variability of the data. The 
difference between the proportion of the variability ac-
counted for by the two models was marginally significant 
[F(2,5)  4.56, p  .074]. We also fitted our data to two 
other models, in which, in addition to A, either I or R was 
left free to vary. The model in which both A and I were left 
free to vary (k  5; see Figure 1B) accounted for 94.1% of 
the variability in the data, which, again, was significantly 

Table 1 
Experiment 1: Mean Proportions (With Standard Deviations) of Hits, False Alarms 

(FAs), and d  Scores for Each Condition and Each Response Deadline

Hits d

Response Words Pictures FAs Words Pictures

Deadline (msec)  M  SD  M  SD  M  SD  M  SD  M  SD

100 .57 .14 .46 .14 .35 .16 0.60 0.31 0.31 0.31
150 .64 .09 .48 .09 .34 .09 0.77 0.38 0.36 0.28
200 .60 .16 .57 .11 .29 .15 0.87 0.42 0.78 0.39
700 .59 .17 .70 .12 .16 .10 1.28 0.77 1.59 0.72

2,000 .63 .13 .82 .10 .18 .14 1.36 0.71 1.98 0.65
3,000  .61 .17 .76 .12 .21 .13 1.18 0.65 1.62 0.67

Table 2 
Experiment 1: Average Response Times (in Milliseconds) 

for Words and Pictures at Each Response Deadline 
(in Milliseconds)

 Response Deadline  Words  Pictures  

100 318 311
150 290 300
200 291 303
700 217 209

2,000 262 258
 3,000  262  255  

Note—The total time to respond is given by adding each response time 
to the respective response deadline.
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greater than the variability accounted for by the asymp-
tote model [F(1,6)  12.09, p  .05]. The model in which 
both A and R were left free to vary (k  5; see Figure 1C) 
accounted for 94.1% of the data’s variability. This was sig-
nificantly greater than the variability accounted for by the 
asymptote model [F(1,6)  12.14, p  .05]. The latter two 
models were not significantly different from the full model 
in fitting the data (i.e., both Fs  1). From the results of 
the present analysis, it could be argued that at least two dif-
ferent processes are required to account for the recognition 

memory data. Further discussion of this interpretation will 
be provided in the General Discussion section.

In summary, in consistency with our previous results 
(Boldini et al., 2004), we obtained a clear interaction be-
tween changes in the format of items between study and 
test and response deadlines. On one hand, matching for-
mat between study and test resulted in significantly bet-
ter recognition performance at short response deadlines 
(i.e., 200 msec). On the assumption that familiarity is 
a fast-acting process, this result supports the generally 

Table 3 
Experiment 1: Least Squares Fits of the Exponential Growth-to-a-Limit Function 

to Recognition Memory Accuracy Data

Model

 
Full (6)

 
Asymptote (4)

Asymptote 
and Intercept (5)

Asymptote 
and Rate (5)

Condition  A  R  I  A  R  I  A  R  I  A  R  I

Words 1.28  0.0073 327 1.39 0.0045 344 1.30 0.0043 250 1.27 0.0109 364
Pictures 1.80 0.0040 374 1.70 0.0045 344 1.79 0.0043 378 1.81 0.0036 364

 r2  0.937      0.822      0.941      0.941     

Note—The names of the models reflect the parameters left free to vary. Numbers in parentheses represent the numbers of 
parameters free to vary in the respective models. A, asymptote; R, rate of growth to asymptote; I, intercept.
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Figure 1. Best-fitting curves obtained with the four-parameter model (A) and the two five-parameter 
models, (B) different intercepts, and (C) different rates. See Table 3 for details.
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accepted view that the perceptual match between study 
and test items affects familiarity processes in recognition 
memory. On the other hand, the richness of encoding as-
sociated with the pictorial format (see, e.g., Mintzer & 
Snodgrass, 1999) led to significantly better performance 
at late response deadlines (i.e., 700 msec).

Our implementation of the response-signal deadline 
method diverged from that used in other studies. Instead 
of asking subjects to enter either a “yes” or a “no” recog-
nition response for each test item, we asked them simply 
to respond if they recognized the item (see also Boldini 
et al., 2004). The reason for using a go/no-go decision 
instead of the conventional binary old–new decision is 
that we wanted to minimize response times by encour-
aging responses within the deadline while keeping error 
rates low. Go/no-go responses serve this purpose well and 
preserve the properties observed in binary choice tasks 
when used in other tasks as well (e.g., lexical decision 
tasks; see, e.g., Perea, Rosa, & Gómez, 2002). One po-
tential disadvantage is that with this approach it is dif-
ficult to interpret nonresponses to target items at test. 
These nonresponses may occur for two reasons: Subjects 
may make the wrong decision and withhold a response, 
or they may fail to meet the deadline. Strictly speaking, 
the latter cases should be excluded from the analysis. 
We acknowledge that this misclassification of late non-
responses might have occurred in some cases, although 
the number of late responses should be minimized by our 
procedures. However, because only “yes” response trials 
are required to derive estimates of performance such as 
d , we think that the use of a go/no-go response procedure 
did not bias the outcome of the experiment.

To check for a possible source of bias in this sense, 
we took into consideration the total percentages of “yes” 
responses given within both 400 and 500 msec of the re-
sponse signal for each deadline condition, allowing for 
some “late” responses to be considered. For the 400-msec 
timeout, the percentage of all “yes” responses varied from 
46.2% (for the 100-msec response deadline condition) to 
52.7% (for the 3,000-msec deadline condition). A linear 
contrast analysis indicated that the increment in the per-
centage of “yes” responses was significant [F(1,66)  
4.30, p  .05]. A similar analysis was performed on the 
responses given within 500 msec from the response sig-
nal. In this case, there was no significant increment in the 
proportion of “yes” responses from short to long response 
deadline conditions; these varied from 59.7% for the 100-
msec response deadline condition to 54.3% for the 3,000-
msec condition [F(1,66)  2.84]. Therefore, under the 

assumption that in long response-signal deadline condi-
tions subjects always have time to reach a decision before 
the deadline, the similar proportions of “yes” responses at 
short and at long delays suggest that most responses have 
been made within 500 msec from the response signal. As 
was previously indicated, statistical analyses on recognition 
accuracy were carried out not only on responses given on 
time (within 400 msec of the response signal), but also on 
those given with an extended timeout period of 500 msec. 
The two analyses yielded comparable results. Therefore, 
there is no reason to believe that the analysis was biased at 
short delays because a greater proportion of late responses 
were considered nonresponses.

The goals of Experiment 2 were to provide converging 
evidence about the viability of a go/no-go procedure and to 
provide a replication of the present experiment. In Experi-
ment 2, only two response deadlines were used (150 and 
2,000 msec) in conjunction with a yes–no test response 
procedure. In light of the results obtained in the present ex-
periment, we expected to detect a standard picture superi-
ority effect in the 2,000-msec response deadline condition, 
whereas a reverse picture superiority effect was predicted 
to occur in the 150-msec response deadline condition.

EXPERIMENT 2

Method
Subjects. Forty-eight students, mainly undergraduates and post-

graduates at the University of Essex, were recruited for this ex-
periment. They were all native English speakers. The subjects were 
tested individually.

Design. A two-factor mixed design was used. Item format at study 
(pictures vs. words) was manipulated within subjects, whereas re-
sponse deadline (150 vs. 2,000 msec) was manipulated between sub-
jects. Twenty-four subjects were tested at each response deadline.

Materials and Procedure. We used the same materials and pro-
cedure as in Experiment 1. The only difference was that, at both 
training and test, the subjects were required to make either an “old” 
or a “new” response to each presented item by pressing the “z” or 
the “/” key, respectively, on the computer keyboard.

Results and Discussion
Only responses given within 400 msec were considered 

for the analysis. The percentages of invalid responses (i.e., 
those given more than 400 msec after the response signal) 
ranged from 6.1% to 7.7%. Mean proportions of hits, false 
alarms, and corrected d  scores for groups and conditions 
are presented in Table 4. A 2 (stimulus type: word vs. pic-
ture)  2 (response deadline: 150 vs. 2,000 msec) mixed 
ANOVA was carried out on the d  scores. There was a 

Table 4 
Experiment 2: Mean Proportions (With Standard Deviations) of Hits, False Alarms 

(FAs), and d  Scores for Each Condition and Each Response Deadline

Hits d

Response Words Pictures FAs Words Pictures

Deadline (msec)  M  SD  M  SD  M  SD  M  SD  M  SD

150 .72 .10 .62 .10 .44 .13 .76 .41 0.47 0.46
2,000  .69  .12  .79  .07  .35  .16  .95  .61  1.23  0.58
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significant main effect of response deadline [F(1,46)  
11.54, MSe  0.47, p  .01], indicating that performance 
was better at the longer response deadline, whereas the 
main effect of stimulus type was not significant (F  1). 
More interestingly, the interaction between stimulus type 
and response deadline was significant [F(1,46)  25.45, 
MSe  0.08, p  .01], indicating that the effect of stim-
ulus type differed in different response deadline condi-
tions. In the 150-msec deadline condition, recognition 
accuracy was significantly better for words than for pic-
tures [t(23)  3.66, p  .01]. In the 2,000-msec deadline 
condition, the picture superiority effect was significant 
[t(23)  3.47, p  .01].

Overall, the results obtained in this experiment rep-
licated the patterns of results obtained in Experiment 1 
using old–new response decisions instead of go/no-go 
responses. From a comparison of the performance ob-
tained in the 150-msec response deadline conditions in 
Experiments 1 and 2, it appears that recognition accu-
racy was significantly greater for words than for pictures 
[F(1,34)  30.9, MSe  0.06, p  .01], whereas there was 
no significant difference in overall accuracy between the 
two experiments and no significant interaction between 
study conditions and experiments (both Fs  1). It there-
fore appears that the old–new and go/no-go response pro-
cedures provided comparable results in the short response 
deadline condition examined. The same analysis for the 
2,000-msec response condition showed that accuracy was 
greater for pictures than for words [F(1,34)  39.5, MSe  
0.08, p  .01]. However, although a significant picture 
superiority effect was found in both experiments, perfor-
mance was more accurate in Experiment 1 [F(1,34)  
7.66, MSe  0.70, p  .01] and the picture superiority 
effect was significantly larger in Experiment 1 [F(1,34)  
5.47, MSe  0.08, p  .05]. We do not have a clear ex-
planation for these results. In summary, these analyses 
further indicate that the go/no-go response procedure is 
a viable alternative to old–new response decisions in rec-
ognition memory experiments in which response-signal 
procedures are adopted.

It could be argued that the between-subjects implementa-
tion of the response-signal procedure may lead to interpre-
tative ambiguities. As an anonymous reviewer suggested, 
subjects in the different response lag conditions could have 
adopted different strategies. For instance, the subjects in the 
short lag conditions might have chosen to focus on percep-
tual features of the words at test because they were given 
little time to process anything else. On the other hand, the 
subjects in the long lag conditions may have focused on 
either semantic or distinctive features. Hence, time-course 
differences could simply be a product of different strategies 
rather than reflecting separate and naturally unfolding fast 
and slow processes of recognition memory.

In order to assess the above possibility, we ran another 
experiment, in which the two response lags used in Ex-
periment 2 were manipulated within subjects. In particu-
lar, subjects were tested using both response lags used in 
Experiment 2, but these were randomly intermixed within 
the same test session. If the outcome of the previous 
experiment is due to the implementation of differential 

strategies at different response lags, we should observe a 
difference between the pattern of results obtained in Ex-
periment 3 and the pattern of those obtained in the previ-
ous two experiments.

EXPERIMENT 3

Method
Subjects. Twenty-three new subjects were tested in this experi-

ment. These were mainly undergraduates at the University of Essex. 
All the subjects were native English speakers and were tested indi-
vidually. Sixteen additional subjects were also tested, but their data 
had to be discarded due to a very large proportion of test responses 
given after the time out (see the Results and Discussion section).

Design. A two-factor repeated design was used. Item format at 
study (picture vs. word) and response deadline (150 vs. 2,000 msec) 
were manipulated within subjects.

Materials. A total of 120 items was selected from Snodgrass and 
Vanderwart (1980) to be used as target and lure stimuli. Another 
30 items were selected from the same database to be presented as 
buffer items at the beginning and end of study lists to reduce the 
contribution of primacy and recency effects. Ten buffer stimuli were 
presented at the beginning of each study list, and the remaining 20 
at the end. Half of the buffer items were presented as pictures and 
the other half as words. At test, all 120 stimuli were presented in 
word format. Response delay was counterbalanced within item type 
in that half of the items studied as pictures, half of the items studied 
as words, and half of the lures were presented at the 150-msec re-
sponse delay. The remaining items were presented at the 2,000-msec 
response delay.

The original list of 120 items was randomized 23 times. In each 
case, 40 items were assigned to the study-as-words category, 40 to 
the study-as-pictures category, and 40 to the distractor category. Each 
of the 23 lists was then used once for each subject. For the training 
phase, a set of 100 names of cities (half of which were state capitals 
and half of which were not state capitals) was used. Response delay 
(150 vs. 2,000 msec) was counterbalanced within city type.

All stimuli were presented in the center of a computer screen. 
Words were displayed in 36-point lowercase Gill Sans regular font. 
Words and pictures were of comparable sizes when seen on the 
screen. The response deadline signal was a row of asterisks that 
appeared two lines below the test word. A beep alert was played 
500 msec after each test deadline presentation to indicate that the 
time allowed for responding had elapsed.

Procedure. The experiment was conducted in three phases: a 
study phase, a training phase for mastery of the response-signal 
procedure, and a test phase. Each section began with appropriate 
instructions given on the screen.

The study phase was identical to that in Experiments 1 and 2.
The training phase provided the subjects with some practice with 

the response-signal procedure. The stimuli were 100 city names, and 
the subjects had to decide whether each city was a state capital or 
not. They were instructed to press the “a” key for “yes” and the “l” 
key for “no.” Each city name appeared at the center of the screen, 
and after either 150 or 2,000 msec a row of asterisks appeared two 
lines under the city name. The subjects were told to respond as soon 
as they saw the asterisks and that they would hear a beep if they were 
not quick enough in responding. The beeping signal was sounded 
500 msec after the asterisks appeared. The ISI was 2,500 msec. Pre-
sentation order of city names with response deadlines at 150 and 
2,000 msec was random.

During the test phase, all the stimuli (80 target items plus 40 dis-
tractors) were presented as words. The subjects were asked to decide 
whether or not each test word had been studied during the study 
phase, regardless of its format. Test words were presented following 
the same procedure used during the training phase; the subjects had 
to press the “a” key to respond “yes” and the “l” key to respond “no.” 
They were encouraged to be accurate but were told that it was more 



120    BOLDINI, RUSSO, PUNIA, AND AVONS

learn to respond on time following the signal to respond, 
16 subjects had to be discarded given the large number of 
trials in which they could not respond on time—that is, 
within 500 msec. Thus response times were longer and 
more variable when response deadlines varied unexpect-
edly across trials. Apart from this, the within-subjects and 
between-subjects implementations of the response-signal 
procedure provided comparable outcomes. However, the 
between-subjects implementation appeared less problem-
atic than the within-subjects implementation, at least in 
the present study. Hence, between-subjects manipula-
tions of response lags appear to be a viable alternative to 
within-subjects implementations of the response-signal 
procedure.

GENERAL DISCUSSION

To summarize the results obtained in this study, with 
a go/no-go response procedure the picture superiority 
effect was reversed in response deadline conditions up 
to 150 msec, whereas a conventional picture superior-
ity effect emerged at long response deadlines (2,000 and 
3,000 msec). Comparable results were then obtained with 
conventional binary (old–new) decisions. Moreover, when 
in the last experiment response signals were manipulated 
within subjects in a random manner, the results obtained 
were consistent with those obtained in the two previous 
experiments. This result rules out the possibility that time-
course differences in the first two experiments were sim-
ply the product of the use of different strategies at different 
response lags rather than a reflection of inherent proper-
ties of memory processes. Overall, it thus appears that 
when the perceptual characteristics of target stimuli were 
changed between study and test, recognition memory was 
negatively affected, but only when subjects were required 
to quickly respond to test stimuli. This result (see also 
Boldini et al., 2004) indicates that, as Mandler (1980) first 
suggested, familiarity is based on the perceptual charac-
teristics of target items. A plausible account of the reverse 
picture superiority effect is that sensory/perceptual char-
acteristics of targets are encoded during learning. When 
the same features recur at test, the match with the encoded 
target is increased, thus leading to increased recognition 
(see Mulligan & Hirshman, 1995).

The modeling of the results obtained in the first experi-
ment, in which a growth-to-a-limit function was used, are 
compatible with accounts suggesting that more than one 
process is required to account for the retrieval dynamics in 
the recognition task across study conditions and response 
deadlines (e.g., familiarity and recollection). Whereas the 

important to respond on time. As in the training phase, responses 
were considered as given “on time” when the response latency was 
not longer than 500 msec. Presentation of test items with response 
delay at 150 or 2,000 msec was random, with an ISI of 2,500 msec. 
At the end of the test phase, the subjects were debriefed and given 
the opportunity to know their results.

Results and Discussion
In order for a subject’s data to be included in the analy-

ses, at least 50% of his or her test responses had to be given 
on time for each type of test item (i.e., targets studied as 
words, targets studied as pictures, and foils). Responses 
given within 400 msec after the response signal failed to 
meet this criterion, so we had to consider performance 
obtained within 500 msec.

Mean proportions of hits, false alarms, and corrected d  
scores for groups and conditions are presented in Table 5. 
A 2 (stimulus type: word vs. picture)  2 (response dead-
line: 150 vs. 2,000 msec) repeated measures ANOVA was 
carried out on the d  scores. There was a significant main 
effect of response deadline [F(1,22)  40.88, MSe  0.42, 
p  .01], indicating that performance was better at the lon-
ger response deadline. The main effect of stimulus type 
was also significant [F(1,22)  5.13, MSe  0.12, p  
.05], indicating that performance was better for studied 
pictures than for studied words. More interestingly, the 
interaction between stimulus type and response deadline 
was significant [F(1,22)  27.04, MSe  0.15, p  .01], 
indicating that the effect of stimulus type differed in differ-
ent response deadline conditions. In the 150-msec deadline 
condition, recognition accuracy was significantly better 
for words than for pictures [t(22)  2.21, p  .04]. In the 
2,000-msec deadline condition, the picture superiority ef-
fect was significant [t(22)  5.68, p  .01].3

From the results obtained, it appears that the perfor-
mance of the subjects in Experiment 3 is comparable to that 
obtained in the previous two experiments. This result rules 
out the hypothesis that the different performance profiles 
obtained in the previous experiments at different response 
lags simply reflect the use of different strategies at specific 
response lags rather than inherent properties of memory 
processes. Therefore, from a methodological point of view, 
the results obtained in Experiments 1, 2, and 3 support the 
view that implementing the response-signal procedure 
with either a between-subjects or a within-subjects manip-
ulation of the response signal provides comparable results, 
at least when intentional learning conditions are used.

Finally, we would like to add the following consider-
ation regarding the within-subjects implementation of the 
response-signal procedure. Although our subjects were 
given an extensive training phase of 100 trials in order to 

Table 5 
Experiment 3: Mean Proportions (With Standard Deviations) of Hits, False Alarms 

(FAs), and d  Scores for Each Condition and Each Response Deadline

Hits d

Response Words Pictures FAs Words Pictures

Deadline (msec)  M  SD  M  SD  M  SD  M  SD  M  SD

150 .76 .17 .69 .13 .49 .24 0.78 0.60 0.53 0.61
2,000  .63  .20  .82  .12  .20  .12  1.23  0.76  1.81  0.73
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main aim of this study was to provide a further charac-
terization of the nature of familiarity processes, we could 
speculate on the nature of other process(es) involved in 
recognition memory decisions.

Several hypotheses have been put forward to account for 
the picture superiority effect in recognition memory. One of 
the first explanations was provided by Paivio (1971), who 
suggested a dual coding account, claiming that elaborating 
pictures entails the activation of both an image code and a 
verbal code, whereas words can activate only a verbal code. 
Since pictures lead to the formation of two memory traces 
rather than one, pictures are more likely to be retrieved than 
words. Paivio’s theory, however, has been challenged by 
other types of approaches that focus more on the general 
idea of an intrinsic “distinctiveness” that pictures should 
have in comparison with words. Along these lines, Nelson 
(1979) claimed that the picture superiority effect is caused 
by a superior sensory code: a higher visual distinctiveness 
that allows pictures to be uniquely encoded in memory. 
Weldon, Roediger, and Challis (1989) instead argued that 
the picture superiority effect is due to a more extensive se-
mantic processing of pictures than of words during study.

Although the debate is still open on the precise mecha-
nism underlying the picture superiority effect (see Kinjo 
& Snodgrass, 2000; Mintzer & Snodgrass, 1999), there is 
empirical evidence at variance with the dual coding account 
and with the view that a more extensive semantic analysis 
occurs with pictures than with words. Mintzer & Snodgrass 
(1999; see also Stenberg, Radeborg, & Hedman, 1995) 
showed that pictures do not spontaneously evoke verbal 
recoding during learning. Hence, the picture superiority ef-
fect cannot be due to pictures’ enjoying both verbal and pic-
torial coding. There is also evidence that enhanced seman-
tic processing of pictures over words is unlikely (see, e.g., 
Amrhein, McDaniel, & Waddill, 2002; Weldon & Coyote, 
1996). For example, using two different conceptual implicit 
memory tasks, Weldon and Coyote did not find a picture su-
periority effect in priming for items learned as pictures over 
those learned as words. Hence, stimuli presented as pictures 
during study do not lead to greater semantic encoding than 
do those presented as words.

From the considerations discussed above, plus the find-
ing that high visual similarity among pictures reduces or 
even reverses the picture superiority effect (Nelson, Reed, & 
Walling, 1976), it could be argued that the picture superior-
ity effect is primarily due to a distinctive sensory/perceptual 
coding of pictures. This, along with the observation, with 
the use of the remember–know paradigm, that the picture 
superiority effect is associated with an increment in “re-
member” responses (Dewhurst & Conway, 1994; Rajaram, 
1993, 1996), could tentatively suggest that the picture supe-
riority effect in long response deadline conditions is primar-
ily supported by the recollection of, for example, distinctive 
visual images corresponding to the studied pictures (but see 
Dunn, 2004, for a critique of the remember–know paradigm 
as a tool for investigating recollective processes in recogni-
tion memory). However, since in the present study we did 
not directly assess the extent to which recollection underlies 
the picture superiority effect, the conclusion stated above 

is only tentative. Further empirical evidence is required to 
support this suggestion.

Alternatively, the present results could, in principle, 
be accounted for without the need for a recollective pro-
cess to complement familiarity. For example, Brockdorff 
and Lamberts (2000; see also Lamberts et al., 2002) pro-
posed a formal feature-sampling theory of recognition 
(FESTHER) to account for the time course of recognition 
memory judgments. According to these authors, “recogni-
tion response patterns at different deadlines may reflect 
the accumulation of perceptual information about the test 
stimulus rather than the time course of retrieval” (Lam-
berts et al., 2002, p. 1176). On the assumption that some 
perceptual features of test targets are processed faster 
than others, FESTHER was shown to account for a series 
of recognition memory experiments using the response-
 signal procedure, in which perceptual characteristics of 
target items were manipulated. For example, using test 
distractors that elicited faster responses and test distrac-
tors that elicited slower responses in a perceptual match-
ing task, Lamberts et al. found, in a recognition memory 
test, that the former distractors were also more easily clas-
sified as new at short response deadlines.

In principle, FESTHER could be extended to account 
for the present data. Consider first recognition judgments 
at short response lags. Let us assume that the speed of pro-
cessing of the perceptual attributes is similar for all words 
presented at test. Let us also assume that the processing 
of perceptual features of words is faster than the process-
ing of other attributes of words (e.g., semantic features; 
features coding the form of the object to which each word 
refers). It then follows that the relative fast accumulation 
of perceptual information about test words should lead to 
more accurate and faster recognition judgments of words 
studied as words than of words studied as pictures. On 
the other hand, performance at long response deadlines is 
more likely to reflect the processing of semantic features 
and of those features that code the form of the object to 
which each word refers. Since the encoding of these dis-
tinctive features of pictures appears to be at the root of the 
picture superiority effect (see, e.g., Nelson, 1979), recog-
nition memory discrimination at long response deadlines, 
being based on the availability of this type of information, 
is greater for studied pictures than for studied words. A 
revision of the FESTHER model (which bases recognition 
judgments on familiarity only) that takes into account per-
ceptual as well as other features of studied stimuli may then 
be able to account for the results of the present experiment. 
It is important to note, however, that in order to account 
for the present data familiarity must be considered to be a 
signal characterized by qualitatively different features that 
become available at different times during the retrieval pro-
cess. Hence, whereas familiarity may be characterized as a 
continuous index, this index is nevertheless characterized 
by the contribution of the differential processing of mul-
tiple and qualitatively different features of test stimuli.

An addendum to the argument above is relevant at this 
point. If the encoding of distinctive features of pictures is 
at the root of the picture superiority effect, the suggested 
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modification of FESTHER may be too parsimonious to 
account for the picture superiority effect at long response 
deadlines. The reason for this is that the presentation of 
a target word at test does not necessarily elicit the corre-
sponding studied picture with its distinctive features. And 
of course, if it does, this may be regarded as recollection.

In conclusion, the present study has shown that the pic-
ture superiority effect can be reversed in single probe rec-
ognition memory when people have limited time to respond 
to target stimuli at test. On one hand, the outcome of the 
present study can be accounted for by assuming the contri-
butions of a fast-acting familiarity process based on the per-
ceptual characteristics of target stimuli and those of a slow, 
recollective process based on distinctive features of studied 
pictures. Nevertheless, we have also indicated that the re-
sults obtained in the present study could be accounted for, 
in principle, by models that do not require the contribution 
of recollective processes. Finally, although it is still a matter 
of debate which of the above classes of models may provide 
a better account of the picture superiority/inferiority effect 
in recognition memory, the present study further highlights 
the need to take into account the different processes asso-
ciated with different attributes of test stimuli, in order to 
provide a better understanding of the processes supporting 
the performance in recognition memory tasks.
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NOTES

1. Note that global memory models can be complemented with a re-
call mechanism. This is often not required to account for recognition 
memory data.

2. Statistical analyses on d  scores were carried out not only on re-
sponses given on time, but also on those given with an extended timeout 
of 500 msec. The two analyses yielded comparable results.

3. An anonymous reviewer was concerned that a large number of sub-
jects was excluded from the Experiment 3 analyses. The main concern 
was that the included subjects could somehow differ from the entire 
sample. To address this concern, we conducted a further ANOVA that 
also included data from 13 of the 16 discarded subjects (unfortunately, 
data of 3 subjects were lost). The analysis of this substantially larger sub-
sample showed the same pattern of results reported in the main analysis. 
The interaction between stimulus type and response deadline was signifi-
cant [F(1,35)  34.05, MSe  0.16, p  .01], indicating that the effect 
of stimulus type differed in different response deadline conditions. In the 
150-msec deadline condition, recognition accuracy was significantly bet-
ter for words (d   0.581) than for pictures (d   0.365) [t(35)  2.79, 
p  .02]. In the 2,000-msec deadline condition, the picture superiority 
effect was significant (d  for pictures  1.782; d  for words  1.221) 
[t(35)  6.85, p  .01].

(Manuscript received October 13, 2003; 
revision accepted for publication September 24, 2005.)
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