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#### Abstract

The purpose of the present investigation was to determine whether the orientation between an object's parts is coded categorically for object recognition and physical discrimination. In three experiments, line drawings of novel objects in which the relative orientation of object parts varied by steps of $30^{\circ}$ were used. Participants performed either an object recognition task, in which they had to determine whether two objects were composed of the same set of parts, or a physical discrimination task, in which they had to determine whether two objects were physically identical. For object recognition, participants found it more difficult to compare the $0^{\circ}$ and $30^{\circ}$ versions and the $90^{\circ}$ and $60^{\circ}$ versions of an object than to compare the $30^{\circ}$ and $60^{\circ}$ versions, but only at an extended interstimulus interval(ISI). Categorical coding was also found in the physical discrimination task. These results suggest that relative orientation is coded categorically for both object recognition and physical discrimination, although metric information appears to be coded as well, especially at brief ISIs.


Virtually all sensory input varies along a continuum, yet people tend to perceive the world in terms of discrete categories. For example, although the visible spectrum of light varies continuously from a wavelength of approximately 370 to 730 nanometers, when viewed by an observer, this continuum appears to be composed of relatively discrete bands of color. In fact, the tendency to categorize the sensory world is so strong that a person's ability to physically discriminate among stimuli that are members of the same category (e.g., two shades of red) may suffer considerably. This phenomenon is known as categorical perception.

Harnad (1987) has defined categorical perception as an "analog to digital transformation that recodes a continuous region of physical variation as a discrete, labeled equivalence class" (p.4). Importantly, Harnad identified two general criteria that must be met in order to claim that a given perceptual event is an instance of categorical perception:

1. First, two stimuli that are members of the same category should be harder to physically discriminate than two stimuli that are members of a different category, even though the physical distances between the two sets of stimuli are equal. Research has shown that two wavelengths of light both labeled "blue" by the participant are more difficult to physically discriminate than two wavelengths of light, one of which is labeled "blue" and the other la-

[^0]beled "green," even though the physical distances between the two "blue" wavelengths and the "blue" and "green" wavelengths are equal (Bornstein \& Korda, 1984).
2. Second, stimuli that vary along a physical continuum should be classified into several discrete categories. For example, it is a well-established phenomenon that people perceive the visible spectrum of light as a few discrete bands of hues, each of which can be uniquely described as being qualitatively different from the others (Bornstein, 1987). A wide variety of experimental paradigms have been used to assess classification, including overt labeling (e.g., "What is the name of this stimulus?"), same-different identity judgments (e.g., "Do these two stimuli have the same name?"), and forced-choice (e.g., "Is this stimulus a member of Category X or Category Y?"; see, e.g., Cooper \& Biederman, 1993; Etcoff \& Magee, 1992; Liberman, Harris, Hoffman, \& Griffith, 1957; Rosch, 1975).

What would be the computational advantages of parsing continuous sensory information into discrete categories? Numerous authors have suggested that categorical perception helps to significantly reduce the amount of information a sensory system has to process (Beale \& Keil, 1995; Smith \& Medin, 1981; Snowdon, 1987) by allowing the brain to act upon a relatively small number of categories instead of a much larger stimulus continuum. Although some degree of precision is sacrificed in the process, categorical perception would thus allow for quicker, easier processing of sensory stimuli. In addition, categorical perception allows a much greater toleration of perceptual noise because a range of input values will all activate the same category in memory. Thus, despite some variation in the input, the correct representation in memory is more likely to be activated (see Harnad, 1987).

Categorical perception has been found to occur in a number of sensory domains and for a variety of different
stimuli. Initially, the phenomenon was thought to be limited to lower level stimuli such as phonemes and colors (Bornstein, 1987; Bornstein \& Korda, 1984; Liberman et al., 1957). However, investigators have since found evidence that categorical perception also governs some higher level aspects of perception, most notably in the domain of face processing. For example, Etcoff and Magee (1992) have found categorical perception effects in the perception of facial expressions (see also Calder, Young, Perrett, Etcoff, \& Rowland, 1996), whereas Beale and Keil (1995) have found categorical perception effects in the perception of facial identity.

If categorical perception affects aspects of face perception, then it seems plausible that categorical perception may also be involved in aspects of object (nonface) perception. However, virtually no direct evidence speaks to this proposition, and the relationship between categorical perception and object recognition has yet to be empirically explored. Thus, one of the goals of the present research is to seek evidence that speaks to whether categorical perception is involved in the perception of objects.

A good place to start might be to look for evidence of categorical perception in the coding of the spatial relations among an object's parts. In particular, a useful candidate for a type of spatial relation that might be perceived categorically is the relative orientation of an object's parts. The orientation of simple shapes, for example, is known to be discriminated categorically (see, e.g., Appelle, 1972; Essock, 1980), and this finding may extend to the perception of the orientation between an object's parts as well. Unfortunately, little empirical evidence speaks to the role relative orientation plays in recognition, let alone whether relative orientation constitutes an instance of categorical perception. Thus a second goal of the present research is to investigate how relative orientation is coded in the representation used for object recognition.

On computational grounds, some theories of object recognition have posited that relative orientation might be coded during object recognition. Specifically, some authors (e.g., Biederman, 1987; Hummel \& Biederman, 1992) have suggested that relative orientation is coded categorically via the categories parallel, perpendicular, and oblique for the purpose of basic-level object recognition. For example, in these theories that posit categorical coding, the handle of a coffee cup might simply be coded as being "parallel to" the body of the cup, as opposed to its exact orientation being specified. Given that objects regularly vary in the orientation of their parts, it may be computationally useful to categorically code the orientation of an object's parts in order to make the representation more robust to changes in viewpoint. Like other types of categorical relations, coding relative orientation (as opposed to absolute orientation) allows the memory representation used to recognize that object to become invariant to many of the variations that characterize naturalistic viewing conditions, such as changes in
the object's size, position in the visual field, or orientation. For example, if a cup were to change its size, position, or orientation, the handle of the cup would still be "parallel to" the body of the cup.

It is important to note, however, that categorical coding of orientation, as defined by models of shape recognition that posit categorical coding (e.g., Hummel \& Stankiewicz, 1998), only implies that an output function is nonlinear across categorical boundaries. Thus, according to these models, noncategorical (metric) information is not necessarily excluded from a categorical representation. Categorical coding, therefore, only makes the strong prediction that recognition time to appreciate the similarity of two stimuli that have a metric difference in the orientation of their parts should be nonlinear across categorical boundaries.

Why do theories of object recognition that posit categorical coding of orientation use the categories parallel, perpendicular, and oblique when, conceivably, any arbitrary range of orientations could serve as a category? For example, a possible categorical relation could be "between $0^{\circ}$ and $45^{\circ}$ " and a second possible categorical relation could be "between $45^{\circ}$ and $90^{\circ}$." Whereas any arbitrary range of orientations that served as a category would not be disrupted by changes in the size or the position of the object, they might be disrupted by rotations in depth. As an object rotates in depth, the degree of obliqueness between the object's parts changes in the two-dimensional image projected by the object onto the retina (Figure 1, top row). It would not be useful to form a categorical relation that separates oblique angles into more than one category because there is a risk that the orientation between an object's parts, when seen rotated in depth, will cross a categorical boundary (thus activating a different memory representation and impairing the recognition process). However, parallel and perpendicular do not change as an object rotates in depth (Figure 1, bottom two rows).

Coding parallel, perpendicular, and oblique for the purpose of recognition would be advantageous, however, because these categories are less easily disrupted by rotations in depth than are other categories of orientation. For example, as a viewer's perspective on all three objects depicted in Figure 1 changes (the $0^{\circ}$ version of each object compared with the $30^{\circ}$ version of each object), the categorical relations between the two parts of the object will not change in that parallel will always appear parallel, perpendicular will always appear perpendicular, and oblique will always appear oblique (although the degree of obliqueness will change).

All of the arguments hitherto presented for including parallel, perpendicular, and oblique as categorical relations in an object recognition system are entirely computational. Although great success has been enjoyed by computer models of recognition that explicitly code parallel, perpendicular, and oblique (e.g., Hummel \& Bie-


Figure 1. Illustration of how the degree of obliqueness between the parts of an object changes as an object rotates in depth. Three objects with different degrees of orientation between their parts (designated the oblique object, the perpendicular object, and the parallel object) have been rotated $30^{\circ}$ in depth toward the viewer. The major axes of the parts of the objects have been superimposed onto each object and have been presented in isolation to the right. Note how as the objects are rotated in depth, the categorical relations between the object parts do not change, although the degree of obliqueness does change (as indicated by the different oblique angles).
derman, 1992), the question of whether the human object recognition system computes these categories between the parts of an object has never been tested empirically.

## Alternative Ways of Coding Orientation

Despite the advantages of coding the orientation between an object's parts categorically (via the specific categories parallel, perpendicular, and oblique), and because of the lack of empirical data that speak to the question of how orientation might be coded, several alternative, noncategorical ways of coding orientation are possible. The two principal alternative ways of coding orientation are discussed briefly in the following sections.

No coding of orientation. One possibility is that the memory representation of an object is completely invariant to the orientation of the object's parts. That is, the same representation in memory will be activated no matter how an object's parts are oriented. Although this may at first glance seem unlikely, a system that does not code orientation would be advantageous because it would allow for a greater degree of generalization among objects that differ in the orientation of their parts (as opposed to delegating objects that differ in the orientation of their parts into three separate categories). It would be computationally inefficient to represent the orientation of the parts of certain nonrigid objects, such as the human body,
or objects attached to some kind of hinge (e.g., a tank turret; Kosslyn, 1994). Thus, it is possible that the object recognition system does not code relative orientation at all.

Metric coding of orientation. A second possibility is that orientation is only coded metrically. That is, the orientation of an object's parts could be coded along a continuum and not partitioned into separate categories. While coding orientation metrically loses many of the advantages mentioned above of parsing continuous information into discrete categories, the precise nature of the metrically defined memory representation could allow for easier discriminations between two objects that differ only in a small degree of orientation change in one of their parts. Whether such a precise representation is generally useful for the purposes of everyday vision is an open question and a subject of some debate in the literature (see Biederman \& Gerhardstein, 1995; Tarr \& Bulthoff, 1995). As noted previously, categorical coding and metric coding are not necessarily mutually exclusive, and it is certainly possible that both play a role in object perception (for a discussion, see Hummel \& Stankiewicz, 1998).

Three experiments were conducted to investigate the nature of the coding of orientation between the parts of an object. The logic behind the experiments derives from the methods used to look for categorical perception. Stimuli were novel objects that varied along a continuum: the orientation between the objects' parts. In Experiment 1, participants were given a physical discrimination task in which they had to determine whether two sequentially presented objects were physically identical. In Experiments 2 and 3, participants were given a classification task in which they had to determine whether two objects were the same in terms of the identity of their parts, while ignoring any changes in orientation among the parts that might occur. The same set of stimuli were used in all three experiments.

## Stimuli

The stimuli used in all three experiments were line drawings of simple three-part objects (Figure 2). As can be seen
in Figure 2, each object is composed of two large parts, each corresponding to one of Biederman's (1987) geons, connected by a smaller elongated "arm" geon to allow for easy rotations. The arm geon was attached to one of the larger geons (designated the "base" geon) via a small circle that allowed the arm to rotate without producing emergent object features (i.e., features, such as extra vertices, that might be produced by changing the physical characteristics of the stimuli). Different objects were produced by changing the identity of the base geon, the other large geon (hereafter referred to as the "top" geon), or both. The arm geon always remained the same.

A total of 12 different objects were constructed by combining four different base geons and three different top geons. The four different base geons were a brick, a cone, a cylinder, and a wedge. The three different top geons were a cone, a cylinder, and a wedge. For both experiments, the arm (and the top geon) were rotated to produce four different versions of each object: $0^{\circ}, 30^{\circ}, 60^{\circ}$, and $90^{\circ}$, all relative to the major axis of the base geon. An example of the four versions of one object is shown in Figure 2. Note that the physical difference between successive versions of the object are identical (i.e., steps of $30^{\circ}$ ).

## EXPERIMENT 1 Physical Discrimination

Harnad's (1987) first criterion for categorical percep-tion-within-category physical discriminations are more difficult than between-category physical discrimina-tions-was tested in Experiment 1. In Experiment 1, the participant had to decide whether two sequentially presented objects were physically identical. Thus, for any change, either in the identity of the parts or in the orientation of one of the parts, the correct response would be different. See Figure 3 for examples of same and different objects used in Experiment 1.

Experiment 1 had four conditions. The trials of interest in Experiment 1 are the different object trials. In the following description of the conditions, the two objects


Figure 2. Examples of each of the four versions of an object ( $0^{\circ}$ version, $\mathbf{3 0}^{\circ}$ version, $60^{\circ}$ version, and $90^{\circ}$ version). Note that the $30^{\circ}$ and $60^{\circ}$ versions of the object occupy the same category (oblique).

## These objects are all the same



## These objects are all different



Figure 3. Examples of objects that are considered same or different for Experiment 1. Note that all of the same objects are physically identical. All of the different objects differ either in at least one geon or in the orientation of the object's parts.
seen by a participant during the trial sequence differed only in relative orientation, not in the geons that compose the objects. In the parallel-versus-oblique condition, the participant compared the $0^{\circ}$ and $30^{\circ}$ versions of an object. In the oblique-versus-oblique condition, the participant compared the $30^{\circ}$ and $60^{\circ}$ versions of an object. In the perpendicular-versus-oblique condition, the participant compared the $90^{\circ}$ and $60^{\circ}$ versions of an object. Finally, in the parallel-versus-perpendicular condition, the participant compared the $0^{\circ}$ and $90^{\circ}$ versions of an object.

If relative orientation is coded categorically for physical discrimination via the categories parallel, perpendicular, and oblique, the $30^{\circ}$ and $60^{\circ}$ objects should activate the same representation in memory because both objects are composed of the same set of parts and have the same relative orientation relationship (i.e., oblique) between their parts. However, the $0^{\circ}$ and $30^{\circ}$ objects and the $90^{\circ}$ and $60^{\circ}$ objects should activate different representations in memory, because although both sets of objects are composed of the same set of parts, each has a different relative orientation relationship between their parts (parallel and oblique, and perpendicular and oblique, respectively).

Therefore, if relative orientation is coded categorically, it should be more difficult, in terms of response times and error rates, for participants to appreciate that the $30^{\circ}$ and $60^{\circ}$ objects (the oblique-vs.-oblique condition) are
physically different relative to the $0^{\circ}$ and $30^{\circ}$ objects (the parallel-vs.-oblique condition) and the $90^{\circ}$ and $60^{\circ}$ objects (the perpendicular-vs.-oblique condition). This pattern of results should occur even though the absolute change in orientation is the same in all cases (i.e., $30^{\circ}$ ). Because theories that code relative orientation only predict a nonlinear cost function, these theories do not make a strong prediction regarding the parallel-versusperpendicular condition.

If, however, relative orientation is only coded metrically, then performance should depend only on the absolute difference in orientation between the parts of the objects. This prediction assumes that the difficulty in making physical discrimination judgments scales with the similarity between the two stimuli. Thus, the three conditions in which the angular disparity between the two objects being compared is $30^{\circ}$ (the parallel-vs.-oblique, oblique-vs.-oblique, perpendicular-vs.-oblique conditions) should produce roughly equal amounts of cost (relative to the identical condition) in terms of response times and errors rates because the magnitude of the orientation change is the same in all three conditions. The parallel-versus-perpendicularcondition should thus produce faster response times and more errors, because the angular disparity between the objects being compared is $90^{\circ}$.

If only the parts' identities are coded and no orientation information is included in the memory representation for physical discrimination, then there should be no
difference between all conditions regardless of the angular disparity between the objects' parts. Although no coding of orientation for physical discrimination seems unlikely, it is certainly possible that no coding may play a role at some level of stimulus representation (e.g., perhaps for object recognition).

## Method

Participants. Forty-eight college students who reported normal or corrected-to-normal vision participated in the experiment. Participants received extra credit in an introductory psychology course or developmental psychology course at Iowa State University for taking part in the experiment.

Apparatus. Stimuli were presented on a 17 -in. color Macintosh computer monitor with a resolution of $832 \times 624$ pixels and a vertical refresh rate of 75 Hz . Participants responded using a twobutton response box attached to a National Instruments NB-DIO24 interface board that gave $\pm 0.5-\mathrm{msec}$ response time accuracy. The experiment was controlled by Picture Perception Lab Software (Kholmeyer, 1992) running on a Quadra 800 Macintosh computer.
For the experiment, 12 objects were created by combining four different base geons and three different top geons. The base geons were a brick, a cone, a cylinder, and a wedge, and the top geons were a brick, a cone, and a cylinder. Next, four versions of each of the 12 objects were created by rotating the arm and top geon to each of the rotations used in the experiment (i.e., $0^{\circ}, 30^{\circ}, 60^{\circ}$, and $90^{\circ}$ ) for a total of 44 stimuli. Each stimulus was drawn at a stroke width of 3 pixels. The largest objects, at the distance viewed by the participant in the experiment, extended horizontally $6.2^{\circ}$ and vertically $6.0^{\circ}$ of visual angle.
Procedure. The participant sat 1.3 m from the computer screen during the experiment.
During each trial, participants were shown a fixation cue for 504 msec , followed by the first object for 168 msec , followed by a mask for 756 msec , followed by the second object for 168 msec , followed by a mask for 126 msec .

The participant's task was to press the left button on a response box if the two objects were physically identical in every way and to press the right button on the response box if the two objects were not physically identical. Participants were allowed to use only the fingers from one hand to press both buttons on the response box. Before the experiment began, each participant was read a standard set of directions and was shown examples of objects that were the same or different.

Participants initiated each trial sequence by pressing a mouse button in response to a prompt on the computer screen. Participants were told before the experiment began to strive for $90 \%$ accuracy. Each participant completed 20 practice trials before the experiment proper began. No data were collected on the practice trials.

Each participant viewed 288 trials, half of which were different trials and half of which were same trials. Of the 144 different trials, 96 trials involved an orientation change and no geon change, and 48 trials involved a geon change, and no orientation change. The 48 geonchange and no-orientation-change trials were included to encourage the participants to encode the parts of the objects; otherwise participants could accomplish the task by ignoring the parts of the objects and only looking for a change in orientation.
On the 96 orientation-change trials, the first and second objects in the trial sequence were the $0^{\circ}$ and $30^{\circ}$ objects one fourth of the time ( 24 trials), the $30^{\circ}$ and $60^{\circ}$ objects one fourth of the time (24 trials), the $90^{\circ}$ and $60^{\circ}$ objects one fourth of the time ( 24 trials), and the $0^{\circ}$ and $90^{\circ}$ objects one fourth of the time ( 24 trials). Additionally, each of the 12 "object classes" (i.e., a unique set of geons, such as the cone-cylinder object depicted in Figure 2) appeared twice (once each as the first and second object in the trial sequence) on eight trials. Each of the four rotations $\left(0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}\right)$ appeared equally often over the course of the orientation-change trials (half of the time as the first object in the trial sequence and half of the time as the second object in the trial sequence), and each "object class" appeared equally often over the course of the orientation-change trials.

On the 48 different trials in which the first and second stimuli in the trial sequence had different geons, each of the 12 object classes appeared twice (once each as the first and second object in the trial


Figure 4. Mean response time (in milliseconds) for the correct responses for each condition in Experiment 1, in which there was an orientation change and no geon change. Error bars represent the standard error of the mean (Loftus \& Loftus, 1988).


Figure 5. Mean error percentage for each condition in Experiment 1, in which there was an orientation change and no geon change. Error bars represent the standard error of the mean.
sequence) on four trials, and each rotation appeared twice (once each as the first and second object in the trial sequence) on one trial. On the 144 same trials, each of the 12 object classes appeared twice on 12 trials, and each rotation appeared twice on three trials.

## Results

The results of Experiment 1 can be seen in Figures 4 and 5. An overall performance criterion of $70 \%$ correct was established for Experiment 1, and the data from participants who failed to meet this criterion were replaced by data from new participants. Because of the relatively difficult nature of the task employed in Experiment 1 (Figure 5), the data from 6 participants were replaced by data from new participants. The same object trials had a mean response time of 631 msec and a mean error rate of $20.7 \%$.

All statistical hypotheses in this paper were tested with a two-tailed alpha level of .05 . One-way within-subjects analyses of variance (ANOVAs) were conducted both on the response time and error rate data with type of comparison (parallel vs. oblique, oblique vs. oblique, perpendicular vs. oblique, parallel vs. perpendicular) as the single independent variable. Both analyses included only the different trials in which there was an orientation change (and no geon change) and included only trials in which the participant made a correct response.

For the response time data, a reliable effect of type of comparison was found $\left[F(3,47)=10.0, M S_{\mathrm{e}}=14,496\right.$, $p<.0001]$. In order to test the theories of how the orientation between the parts of an object might be discriminated (i.e., metric coding, categorical coding, or no coding), post hoc comparisons using the least significant difference (LSD) test were made.

For the response time data, the value of LSD at $\alpha=$ .05 was 49 msec . The oblique-versus-oblique condition produced reliably slower response times than any other condition. No other pairwise comparisons were statistically reliable.
For the error rate data, a reliable effect of type of comparison was found $\left[F(3,47)=14.04, M S_{\mathrm{e}}=4.7, p<\right.$ .0001], and the value of LSD at $\alpha=.05$ was $8.8 \%$. Thus, the oblique-versus-oblique condition produced reliably more errors than did all other conditions. In addition, the parallel-versus-oblique condition and the perpendicular-versus-oblique condition produced reliably more errors than did the parallel-versus-perpendicular condition. No other pairwise comparisons were statistically reliable. Although the response time data showed no difference between the parallel-versus-perpendicular condition and the parallel-versus-oblique condition (or the perpendicular-vs.-oblique condition), note that the trend in the response time data is similar to the statistically reliable trend in the error rate data.

## Discussion

The results of Experiment 1 suggest that categorical information is included in the representation used to physically discriminate objects, thereby satisfying Harnad's (1987) first criterion for categorical perception. In Experiment 1 , participants found it more difficult to physically discriminate between two objects when the orientation change between their parts fell within the same category (i.e., oblique) than when the orientation change crossed a categorical boundary. The results of Experiment 1 therefore indicate that orientation is coded categorically for physical discrimination.

It is interesting to note that participants found Experiment 1 very difficult, especially the oblique-versusoblique condition. This unexpected level of difficulty in Experiment 1 may possibly be attributable to the representational similarity of the objects being compared. In the oblique-versus-oblique condition, participants were required to discriminate between two objects that would activate virtually the same representation in memory according to theories that posit categorical coding of orientation (e.g., Biederman, 1987). In the other three conditions, participants were required to discriminate between two objects that would activate virtually the same representation in memory except for the category of relative orientation being coded. Given that support was found for categorical coding, the difficulty in comparing two representationally similar objects may have led to the relative difficulty of the task.

However, Experiment 1 did yield partial support for metric coding of orientation, indicating that at least some metric information is indeed coded for physical discrimination. Not surprisingly, a reliable difference was found in the error rate data between the parallel-versusperpendicular condition (in which the angular disparity between the two objects was $90^{\circ}$ ) and all other conditions. Additionally, the above-chance performance in the oblique-versus-oblique condition points to partial metric coding of some sort. Thus, although the results indi-
cate that categorical coding is occurring in the physical discrimination of relative orientation, metric coding is occurring as well.

The no-coding-of-orientation hypothesis was not supported by Experiment 1. If orientation were not being coded at all for physical discrimination, then there should have been no reliable difference between any of the conditions.

Experiment 1 yielded evidence for categorical coding of relative orientation for physical discrimination, thus confirming that the orientation between an object's parts satisfies Harnad's (1987) first criterion for categorical perception. The next step was to investigate whether relative orientation is coded categorically for object recognition, Harnad's second criterion for categorical perception.

## EXPERIMENT 2 Object Classification

Experiment 2 was designed to test Harnad's (1987) second criterion for categorical perception (i.e., a stimulus continuum should be classified into several discrete categories) by examining how relative orientation is coded during object recognition. In Experiment 2 a classification task was employed in which the participant had to decide whether two objects (like those depicted in Figure 6) sequentially presented on a computer screen were

## These objects are all the same



These objects are all different


Figure 6. Examples of objects that are considered same or different for Experiment 2. Note that all of the same objects are composed of the identical two geons and differ only in the orientation of the object's parts. All of the different objects differ in at least one geon.
composed of the same set of parts. The participant was instructed that any differences in relative orientation were to be ignored. Thus, all of the objects in the top row of Figure 6 are the same by this criterion because the identity of the objects' parts does not change (i.e., all objects are composed of a cone on top of a cylinder). All of the objects in the bottom row of Figure 6 are different because they differ in at lease one geon.

Experiment 2 had five conditions. The trials of interest in Experiment 2 are the positive (same object) trials. Thus in the following description of the conditions, the two objects seen by a participant during the trial sequence differed only in relative orientation, not in the geons that composed the objects. In the parallel-versusoblique condition, the participant compared the $0^{\circ}$ and $30^{\circ}$ versions of an object. In the oblique-versus-oblique condition, the participant compared the $30^{\circ}$ and $60^{\circ}$ versions of an object. In the perpendicular-versus-oblique condition, the participant compared the $90^{\circ}$ and $60^{\circ}$ versions of an object. In the parallel-versus-perpendicular condition, the participant compared the $0^{\circ}$ and $90^{\circ}$ versions of an object. Finally, in the identical condition, the participant compared two objects that were the same in every way. The parallel-versus-perpendicular condition was included only for reasons of counterbalancing, since categorical theories make no strong prediction about this condition (see the introduction). Without the parallel-versus-perpendicular condition, the $30^{\circ}$ and $60^{\circ}$ versions of each object would be presented twice as often as the $0^{\circ}$ and $90^{\circ}$ versions of each object.

If relative orientation is coded categorically via the categories of parallel, perpendicular, and oblique for object recognition, then the $30^{\circ}$ and $60^{\circ}$ objects should activate the same representation in memory because both objects are composed of the same set of parts and have the same relative orientation relationship (i.e., oblique) between their parts. However, the $0^{\circ}$ and $30^{\circ}$ objects and the $90^{\circ}$ and $60^{\circ}$ objects should activate different representations in memory, because although both sets of objects are composed of the same set of parts, each has a different relative orientation relationship between their parts (parallel and oblique, and perpendicular and oblique, respectively).

Therefore, if relative orientation is coded categorically, it should be easier, in terms of response times and error rates, for participants to appreciate that the $30^{\circ}$ and $60^{\circ}$ objects (the oblique-vs.-oblique condition) are the same (i.e., are composed of the same set of parts) than it should be for the $0^{\circ}$ and $30^{\circ}$ objects (the parallel-vs.-oblique condition) and the $60^{\circ}$ and $90^{\circ}$ objects (the perpendicular-vs.-oblique condition). This pattern of results should occur even though the absolute change in orientation is the same in all cases (i.e., $30^{\circ}$ ).

If, however, relative orientation is coded only metrically, then performance should depend only on the absolute difference in orientation between the parts of the objects. Thus, the three conditions in which the angular
disparity between the two objects being compared is $30^{\circ}$ (the parallel-vs.-oblique, oblique-vs.-oblique, and perpendicular-vs.-oblique conditions) should produce roughly equal amounts of cost (relative to the identical condition) in terms of response times and errors rates because the magnitude of the orientation change is the same in all three conditions. The parallel-versus-perpendicular condition should thus produce slower response times and more errors, because the angular disparity is $90^{\circ}$.

If only the parts' identities are coded, and no relation information is included in the memory representation, there should be no difference between all conditions regardless of the angular disparity.

## Method

Participants. Thirty-two college students who reported normal or corrected-to-normal vision participated in the experiment. Participants received extra credit in an introductory psychology course or developmental psychology course at Iowa State University for taking part in the experiment.
Apparatus. The apparatus for collecting data and the stimuli used in Experiment 2 were the same as in Experiment 1.
Procedure. Unless otherwise noted, the procedure was identical to that of Experiment 1. The participant's task in Experiment 2 was to press the left button on the response box if the two objects were composed of the same set of parts (ignoring any orientation changes that might occur) and to press the right button on the response box if the identity of one or more of the parts changed. On each trial, the participant first saw a fixation cue for 504 msec , followed by the first object for 168 msec , followed by a mask for $2,016 \mathrm{msec}$, followed by the second object for 168 msec , followed by a mask for 126 msec .

Each participant viewed 288 trials, half of which were positive (the two objects were composed of the same set of parts) and half of which were negative (the two objects were composed of a different set of parts). The order in which all trials appeared was generated at random. On the 144 positive trials, each of the $0^{\circ}, 30^{\circ}, 60^{\circ}$, and $90^{\circ}$ objects were presented 36 times as the first object in the trial sequence. The second object in the trial sequence was selected so that each possible object was equally likely to occur. So, if the first object in the trial sequence was the $0^{\circ}$ object, the $0^{\circ}$, the $30^{\circ}$, and the $90^{\circ}$ object each followed 12 times as the second object in the sequence.

On the negative trials (different trials), each rotation was seen approximately equally often (the actual objects that were presented were chosen randomly). On one third of the negative trials, the top geon changed identity ( 48 trials); on one third of the negative trials, the base geon changed identity ( 48 trials); and on the remaining one third of the negative trials, both the top and the base geons changed identity (48 trials).

## Results

The results of Experiment 2 can been seen in Figures 7 and 8. The different object trials in Experiment 2 had a mean response time of 825 msec and a mean error rate of $17.6 \%$. Only data from trials in which the participant made a correct response were included in the response time ANOVA. For the response time data, a reliable effect of type of comparison was found $[F(4,31)=6.9$, $\left.M S_{\mathrm{e}}=2,985, p<.0001\right]$. In order to test the theories of how the orientation between the parts of an object might


Figure 7. The mean response time (in milliseconds) for each condition in Experiment 2. Error bars represent the standard error of the mean.
be coded (i.e., metric coding, categorical coding, and no coding), post hoc comparisons with the LSD test were conducted.

For the response time data, the value of LSD at $\alpha=$ .05 was 28 msec . The LSD comparisons indicated that the perpendicular-versus-oblique condition produced reliably longer response times than did the oblique-versusoblique condition and the identical condition. Addition-
ally, the parallel-versus-perpendicular condition produced reliably longer response times than did the parallel-versusoblique, the oblique-versus-oblique, and the identical conditions. No other pairwise comparisons were statistically reliable.

For the error rate data, a reliable effect of type of comparison was found $\left[F(4,31)=5.6, M S_{\mathrm{e}}=.004, p<.001\right]$. Again, post hoc comparisons were made with LSD. The


Figure 8. The mean error percentage for each condition in Experiment 2. Error bars represent the standard error of the mean.
value of LSD at $\alpha=.05$ was $3.2 \%$. The LSD comparisons indicated that the oblique-versus-oblique condition produced reliably fewer errors than did the parallel-versus-oblique condition, the perpendicular-versusoblique condition, and the parallel-versus-perpendicular condition. Likewise, the identical condition produced reliably fewer errors than did the parallel-versus-oblique condition, the perpendicular-versus-oblique condition, and the parallel-versus-perpendicular condition. No other pairwise comparisons were statistically reliable. Although no reliable difference between the oblique-versus-oblique condition and the parallel-versus-oblique condition was found in the response time data, note that the trend in the response time data is identical to the statistically reliable trend in the error rate data.

## Discussion

Among the three possibilities for the coding of relative orientation, the pattern of data from Experiment 2 most closely matches that predicted by categorical coding. It was more difficult for participants to judge that two objects were the same in terms of the identity of their parts when the orientation between those parts went from perpendicular to oblique (in terms of both the errors and response times) or from parallel to oblique (in terms of the errors) relative to when the orientation between the parts went from oblique to oblique. This nonlinearity in the costs associated with a change in orientation occurred even though the physical distance between the two objects being compared was $30^{\circ}$ in all three conditions. Thus, the results show that the representation used to recognize objects does include categorical information.

However, the results of Experiment 2 also suggest that the representation used to recognize objects does include some metric information as well. The parallel-versusperpendicular condition produced reliably longer response times than the parallel-versus-oblique condition and the identical condition. Although this trend was not evident in the error rate data, it does indicate that the absolute degree of angular disparity in the parts between the two objects being compared does affect the speed of response, in addition to category membership. Thus, it appears that both metric and categorical information is included in the representation used to recognize objects.

Like Experiment 1, Experiment 2 did not support the no-coding-of-orientation hypothesis. If the object recognition system does not code orientation at all, then no differences should have been found between any of the conditions in Experiment 2. The results of Experiment 2 confirm that people do code the orientation of an object's parts for the purposes of object recognition, as indicated by the reliable performance differences found between the various conditions.

Although Experiments 1 and 2 featured different presentation conditions (i.e., the interstimulus interval [ISI] was shorter in Experiment 1 than in Experiment 2), the purpose of the present research was to test each of two components of categorical perception individually, not
to directly compare the classification task with the physical discrimination task. Much of the research that has reported categorical perception effects has featured different stimulus presentation conditions (and often different paradigms) for the physical discrimination and identification tasks. For example, Calder et al. (1996) and Etcoff and Magee (1992) used an ABX physical discrimination task in which stimuli were presented for 750 and $1,000 \mathrm{msec}$, respectively (with an intervening 1,000msec ISI), whereas in their classification task they presented a single stimulus in free vision (see also Campbell, Woll, Benson, \& Wallace, 1999; de Gelder, Teunisse, \& Benson, 1997; Siegel \& Siegel, 1977; Strange \& Dittmann, 1984; Zatorre \& Halpern, 1979, for other examples of research reporting categorical perception that have featured different presentation conditions for the classification and discrimination tasks).

In Experiment 2, we were interested in examining the characteristics of the long-term memory representation used for object identification. However, some evidence suggests that the representation governing short-term memory for objects may have characteristics that are different from those of the representation governing longterm memory for objects. For example, Ellis and Allport (1986) noted that when the ISI between two comparison objects is reasonably brief, participants base their response on a metrically specific memory representation. At longer ISIs, however, this temporary representation is no longer available and a more permanent representation that includes categorical information is used to drive the participant's response. Ellis and Allport supported their conclusion with some empirical data; at an ISI of 500 msec , participants' comparison of two objects was impaired by varying the metric characteristics of the objects, while at an ISI of $2,000 \mathrm{msec}$, no such impairment was detected. Similarly, Biederman and Gerhardstein (1993) noted that at short ISIs, participants in a same-different classification task may be able to match the second object against an iconic or short-term memory representation of the first object that is presumably metrically specific. However, at longer ISIs, this temporary representation is no longer available and participants must rely on a more permanent long-term memory representation (see Murray, 1999, for a discussion).

If the short-term memory representation for objects does not contain categorical information, as suggested by Biederman and Gerhardstein (1993) and Ellis and Allport (1986), then it may be case that the categorical effects found in Experiment 2 of the present research will disappear simply by reducing the time that participants must hold a representation of the first object in memory. The purpose of Experiment 3 was to test this possibility. Experiment 3 was thus identical to Experiment 2, except that the ISI was reduced to 756 msec . If participants code the objects in Experiment 3 using a metrically specific short-term memory representation, then a set of results predicted by the metric coding of orientation hypothesis should be found (i.e., recognition time should depend


Figure 9. The mean response time (in milliseconds) for each condition in Experiment 3. Error bars represent the standard error of the mean.
only on the difference in absolute orientation). If, however, relative orientation information is also contained in the short-term memory representation used to recognize objects, then the results of Experiment 3 should mirror those of Experiment 2.

## EXPERIMENT 3

## Method

Participants. Forty-eight college students who reported normal or corrected-to-normal vision participated in the experiment. Participants received extra credit in an introductory psychology course
or developmental psychology course at Iowa State University for taking part in the experiment. Prior to the experiment, a performance criterion of $70 \%$ correct was established and data from participants who did not meet this criterion were replaced by data from new participants. Under this criterion, data from 5 participants were replaced by new data.
Apparatus. The apparatus for collecting data and the stimuli used in Experiment 3 were the same as in Experiment 2.
Procedure. Unless otherwise noted, the procedure was identical to that of Experiment 2. On each trial in Experiment 3, participants saw a fixation cue for 504 msec , followed by the first object for 168 msec , followed by a mask for 756 msec , followed by the second object for 168 msec , followed by a mask for 126 msec . As in Experiment 2, the participant's task was to indicate via a button-


Figure 10. The mean error percentage for each condition in Experiment 3. Error bars represent the standard error of the mean.
press whether two objects were composed of the same set of parts while ignoring any orientation change between those parts.

## Results

The results of Experiment 3 are shown in Figures 9 and 10. The different object trials had a mean response time of 728 msec and a mean error rate of $20.0 \%$.

Only data from trials in which the participant made a correct response were included in the response time ANOVA. For the response time data, a reliable effect of type of comparison was found $\left[F(4,47)=6.9, M S_{\mathrm{e}}=2,985, p<\right.$ $.0001]$. In order to test the theories of how the orientation between the parts of an object might be coded (i.e., metric coding, categorical coding, and no coding), post hoc comparisons LSD test were conducted.

For the response time data, the value of LSD at $\alpha=.05$ was 23 msec . The LSD comparisons indicated that the identical condition produced reliably faster response times than did all other conditions, and the parallel-versusperpendicularcondition produced reliably slower response times than did all other conditions. No other pairwise comparisons were statistically reliable.

For the error rate data, a reliable effect of type of comparison was found $\left[F(4,47)=12.7, M S_{\mathrm{e}}=.004, p<\right.$ .0001]. Again, post hoc comparisons were made with LSD. The value of LSD at $\alpha=.05$ was $2.6 \%$. The LSD comparisons indicated that the identical condition produced fewer errors than all other conditions, and the parallel-versus-perpendicular condition produced more errors than all other conditions. No other pairwise comparisons were statistically reliable.

## Discussion

Among the three possibilities for the coding of orientation between the parts of an object, the pattern of data from Experiment 3 closely matches that predicted by metric coding. It was no more difficult for participants to judge that two objects were the same in terms of the identity of their parts when the orientation between those parts went from perpendicular to oblique or from parallel to oblique than when the orientation between the parts went from oblique to oblique. Likewise, participants found it relatively easy to judge that two identical objects were composed of the same set of parts, but relatively difficult to classify two objects as being the same when the angular disparity was $90^{\circ}$. Thus, these results support the idea that the orientation between the parts of an object is coded metrically at brief ISIs.

## GENERAL DISCUSSION

The purpose of the present experiments was to investigate whether the orientation between an object's parts constitutes an instance of categorical perception as defined by Harnad (1987). Three experiments were conducted examining how relative orientation is coded for physical discrimination (Harnad's first criterion for categorical perception) and for object classification (Har-
nad's second criterion for categorical perception). In Experiment 1, participants found it easier to judge that two objects were physically different when they had a different relative orientation relationship (i.e., parallel vs. oblique or perpendicular vs. oblique) than when two objects had the same relative orientation relationship (i.e., oblique vs. oblique). In Experiment 2, participants found it more difficult to classify two objects as being composed of the same set of parts when the relative orientation of the parts crossed a categorical boundary than when the relative orientation of the parts did not cross a categorical boundary. In contrast, Experiment 3 showed that when the length of time between the presentation of the first and second object was reduced, categorical coding of relative orientation for object recognition did not occur. Thus, categorical information does appear to be included in the representation used to recognize objects, but only at extended ISIs.

The results of the classification tasks (Experiments 2 and 3) thus suggest that the way in which the orientation between an object's parts is coded for object recognition differs as a function of temporal duration. The results suggest that in early processing, only metric information is included in the representation used to code relative orientation, whereas categorical information is not coded until later. These results are consistent with previous work in which metric invariance was found at long ISIs in both object-naming tasks (e.g., Biederman \& Cooper, 1992) and object-matching tasks (Biederman \& Gerhardstein, 1993; Ellis \& Allport, 1986; but see Murray, 1999). Further, some models of shape recognition that code relative orientation as part of the representation used to recognize objects (i.e., Hummel \& Biederman, 1992; Hummel \& Stankiewicz, 1998) code orientation differently at different levels of stimulus representation. In the Hummel and Biederman model, for example, the orientation between an object's parts is coded metrically in early stages of processing (specifically, Layer 2 in their seven-layer neural network model), and this metric information is then used to build a categorical representation of relative orientation in later stages of processing (i.e., Layer 5). The results of Experiment 3 may therefore reflect judgments based on a representation analogous to Layer 2 in the Hummel and Biederman model, whereas the results of Experiment 2 may reflect judgments based on a representation derived from Layer 5.

Taken together, the results of Experiments 1 and 2 meet Harnad's (1987) two criteria for determining that a perceptual event is an instance of categorical perception. These results thus suggest that categorical perception does extend beyond simple, lower level stimuli (such as colors and phonemes) and can apply to higher level aspects of visual perception. Other recent studies have shown that categorical perception also occurs in the perception of facial expression (Calder et al., 1996; Etcoff \& Magee, 1992) and facial identity (Beale \& Keil, 1995). On the basis of Experiments 1 and 2 in the present research, categorical perception also applies to certain aspects of
object perception. Whether other types of within-object categorical relations besides relative orientation (i.e., relative position of an object's parts or the relative size of an object's parts) also are coded categorically for physical discrimination is still an open question.

The categorical perception of relative orientation appears to become apparent only when the classification task places demands on long-term memory. However, this finding does not necessarily weaken the claim that relative orientation is perceived categorically. In categorical perception research reported in the literature (see, e.g., Calder et al., 1996; Etcoff \& Magee, 1992), classification is usually measured by having participants compare a stimulus to a long-term memory representation (often by presenting a single stimulus in free vision and having participants name the stimulus). Therefore, the finding in the present research that relative orientation meets Harnad's (1987) two criteria only for categorical perception when long ISIs are employed is consistent with previous findings.

Some researchers (e.g., Studdert-Kennedy, Liberman, Harris, \& Cooper, 1970) have argued that categorical perception implies a participant's complete inability to physically discriminate stimuli from within the same category (thus producing at-chance performance on a physical discriminationtask). This criterion was not met in Experiment 1. Although some debate still exists on this issue, many authors (e.g., Eimas, Miller, \& Jusczyk, 1987; Etcoff \& Magee, 1992; Harnad, 1987) have argued that atchance performance for within-category physical discrimination is too stringent a criterion for categorical perception and that few, if any, perceptual events actually meet this criterion. In fact, most instances of categorical perception reported in the literature showed reasonably good within-category discrimination performance, but reliably better between-category discrimination performance (see, e.g., Macmillan, Kaplan, \& Creelman, 1977). Most authors agree that this does not weaken the concept of categorical perception (see Beale \& Keil, 1995; Harnad, 1987; but also see Massaro, 1987). Physical discrimination performed above chance, these authors have argued, implies only that some metric information is included in the representation used for the physical discrimination of certain sets of stimuli.

In the present research, only orientations between $0^{\circ}$ and $90^{\circ}$ were tested. However, the category "oblique," broadly defined, would also include orientations greater than $90^{\circ}$ (e.g., $120^{\circ}$ ). Thus, the results of these experiments do not extend beyond angles greater than $90^{\circ}$, and it may be the case that oblique angles less than $90^{\circ}$ are coded differently in memory than oblique angles greater than $90^{\circ}$. Hummel and Biederman (1992), for example, posited that "oblique and pointing left" is coded in memory as a category separate from "oblique and pointing right," but this assumption has never been tested empirically. Additional research is therefore needed to further define what constitutes the "oblique" category.

The finding that metric information is included in the representation used to physically discriminate and classify objects is consistent with both categorical theories (e.g., Hummel \& Biederman, 1992; Hummel \& Stankiewicz, 1998) and metric theories (e.g., Bulthoff \& Edelman, 1992; Tarr \& Pinker, 1990, 1991; Ullman, 1989, 1996). For example, Hummel and Stankiewicz proposed a model that codes the spatial relations between an object's parts using both categorical and metric information. Their model assumes an output function that is nonlinear across categorical boundaries (e.g., the boundary between parallel and oblique). Thus, categorical information does not have to be coded at the complete exclusion of metric information, an interpretation consistent with the present findings. However, the finding that categorical information is also included in the representation used to physically discriminate objects is compatible only with categorical theories, since metric theories assume that no categorical coding occurs at any level of stimulus representation.

Although a large volume of literature has accumulated that speaks to the perception of spatial relations between two or more objects (see, e.g., Hellige \& Michimata, 1989; Kosslyn et al., 1989), very little empirical work has been done before to directly investigate the coding of relations within the same object. Several authors (e.g., Humphreys \& Riddoch, 1994, 1995; Saiki \& Hummel, 1999) have suggested that the coding of between-object relations is different from the coding of within-object relations, and so it is unclear what, if any, the relationship between the two processes might be. In the research literature, the term spatial relations is usually used synonymously with relative position (see, e.g., Cave \& Kosslyn, 1993; Cooper \& Wojan, 2000; Hummel \& Stankiewicz, 1996); however, the results of the present experiments suggest that other types of spatial relations (e.g., orientation) are coded as well.
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