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Power analysis for multivariate and repeated
measures designs: A flexible approach using
the SPSS MANOVA procedure
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Although power analysisis an important component in the planning and implementation of research
designs, it is often ignored. Computer programs for performing power analysis are available, but most
have limitations, particularly for complex multivariate designs. An SPSS procedure is presented that
can be used for calculating power for univariate, multivariate, and repeated measures models with and
without time-varying and time-constant covariates. Three examples provide a framework for calculat-
ing power via this method: an ANCOVA, a MANOVA, and a repeated measures ANOVA with two or
more groups. The benefits and limitations of this procedure are discussed.

Power analysis is often overlooked in the design of sci-
entific studies because of the belief that the calculations
and information required are not easy to obtain. As a re-
sult, two common mistakes may occur: the selection of an
insufficient sample size (Muller, LaVange, Landesman-
Ramey, & Ramey, 1992), or the inclusion of too many par-
ticipants (Bird & Hall, 1986; Muller et al., 1992). Readers
are most likely familiar with how these design mistakes
may lead to the two types of error associated with statis-
tical tests. Type I error occurs when the null hypothesisis
falsely rejected. Thus, a significant difference is indicated
when none exists. The likelihood of making a Type I error
that a researcher is willing to tolerate is o (& is typically
setat.05). By contrast, a Type Il error occurs when the null
hypothesis fails to be rejected by the investigator when in
fact that null hypothesisis false in the population. In this
case, no significant difference is statistically indicated
from the sample data when a difference does exist in the
population. The likelihood of making a Type Il error is 3.

Power, or 1 — J3, is the probability of correctly rejecting
the null hypothesis when it is false in the population (Cohen,
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1988). A priori power analysis enables researchers to de-
sign better studies and determine whether the effort, time,
and money required by their research designs are war-
ranted. Although research designs have become more
complicated in recent years (e.g., multivariate and re-
peated measures models), corresponding power analyses
to evaluate the complexity and feasibility of these de-
signs are typically not performed (Muller et al., 1992).

This may be due, in part, to the fact that articles and
books that address power analysis for more complex de-
signs such as general linear models (GLMs) have not been
available until recently, particularly for repeated mea-
sures models (Stevens, 1996). However, recent articles
have begun to focus on power for ANOVA designs with
one repeated measure (e.g., split-plot, ANCOVA, corre-
lated samples; Levin, 1997) and for two-factor repeated
measures ANOVA (Potvin & Schutz, 2000).

An accessible and general purpose approach to power
analysis for complex designs is long overdue. It is com-
mon, for example, for researchers to investigate several dif-
ferent design possibilities for any given research proposal
(e.g., MANOVA, ANCOVA, repeated measures); using a
hand calculator and sets of power tables to determine power
for each design would be an onerous approach. Fortu-
nately, statistical software packages are available to per-
form power calculations. For example, Muller and his col-
leagues (Muller et al., 1992) discuss power for GLMs in
their review paper and include an SAS program (SAS,
1990) that computes power for these models. Use of this
program, however, requires strong knowledge of the SAS
programming language because the computations are
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complex; many users may not have this level of expertise.
In addition, such programs may generate power calcula-
tions for a select subset of available models of interest; lo-
cating and using different programs to compute power for
different models can be inconvenientand time consuming.

Software packages are available, however, that are
“user-friendly” and allow the researcher more flexibility
in evaluating the research design. For instance, the SPSS,
Inc. productcalled Sample Power (Borenstein, Rothstein,
& Cohen, 1997) fits regression, ANOVA, and ANCOVA
models, and also offers power calculations for mean
comparisons and tests of proportions. In addition, the
NCSS Power Analysis and Sample Size program (PASS)
offers power calculations for linear and nonlinear mod-
els, as well as asymptotic and some exact tests of equality
of proportions (Hintze, 2000). Power analysis programs
are also available on the Internet (Lenth, 2000a). Conspic-
uously absent from these programs, however, are power
computations for multivariate general linear models that
feature multiple dependent variables.

By contrast, the present paper discusses a method that
comes as part of the general SPSS statistical software
package and covers most GLM designs. Thus, with this
method, it is possible to examine models with multiple de-
pendent variables, as well as single-dependent variable
models. Limited knowledge of SPSS programming lan-
guage is required if the version being used includes the
SPSS graphical user interface (Version 6 and above).

The present paper provides three examples of common
research designs and the corresponding power analysis for
each of these designs. These examples were chosen be-
cause they illustrate the flexibility of the SPSS method and
permit one to examine less commonly documented designs
in the power analysis literature. Using the MATRIX DATA
and MANOVA procedures (SPSS, 1997a, 1999), power is
calculated for an analysis of covariance (ANCOVA) de-
sign, a multivariate analysis of variance (MANOVA) de-
sign, and a repeated measures design wherein the data in-
clude both between- and within-subjects factors.

STATISTICAL EXAMPLES
CALCULATING POWER

Overview

The SPSS MANOVA procedure is quite flexible and
can be used to fit the following models: one-way ANOVA,
factorial ANOVA, ANCOVA, MANOVA, MANCOVA,
and repeated measures models with and without time-
varying and time-constant covariates. Researchers may
also use the MANOVA procedure to fit linear regression
models. Readers should note that historically SPSS used
MANOVA in the pulldown menu to perform general linear
modeling, but in Versions 7.0 and above, the pulldown
menu analysis is changed to GLM. Thus, MANOVA must
now be accessed by typing syntax.

The SPSS syntax used to fit the models is typically
straightforward. In a few rare instances (e.g., repeated

measures models with time-constant covariates), it may
be more difficult. Interested readers may want to review
the SPSS Advanced Statistics Guide (SPSS, 1997a, 1999)
for more information on the MANOVA procedure and
syntax. Overall, if the applied researcher has both the
SPSS Base and Advanced Statistics (renamed SPSS Ad-
vanced Models in Version 9.0 and higher) modules,
power computation is available for the most simple and
the most complicated research designs.

When researchers calculate power prior to data collec-
tion, two similar questions are typically asked: (1) Whatis
the power of the hypothesis test to detect an effect as a
function of the significance criterion, effect size, and the
sample size? and (2) what should the sample size be as a
function of effect size, significance criterion, and power?

Before power can be calculated with the following pro-
cedure, some important information must be gathered.
Access to the relevant literature (e.g., past published re-
search or available pilot data) is crucial, because the fol-
lowing data are needed: (1) expected means and standard
deviations for the dependent variables of interest for all
assessment periods, (2) the number of subjects proposed
for the current study of interest, and (3) correlations be-
tween the dependent variables (if these are not available,
arange of correlations, .10 to .90, may be examined). An
examination of the literature should provide researchers
with access to studies that have similar designs, thus pro-
viding the necessary data. Alternatively, a strong theory
can enable a researcher to make useful guesses for values
that would provide theoretical support.

Effect Size

When using the SPSS method described in this paper,
one does not need to calculate effect size measures be-
cause the technique is based on the sample statistics ac-
tually being modeled and tested. It is often the case, how-
ever, that researchers may be more comfortable working
with effect sizes, particularly if no expected means, stan-
dard deviations, or intervariable correlations are avail-
able from pilot data or previously published research. A
familiar effect size to many researchers is Cohen’s d, which
is defined differently for various experimental designs
(Cohen, 1988). For example, in a two-group design with a
single outcome variable (i.e., the independent samples #
test), d is equal to the difference of the means for the
groups divided by the pooled standard deviation (Cohen,
1988). Based on Cohen’s d, effect sizes can be small (.30),
medium (.50), or large (.70).

As part of its output, SPSS produces an index of effect
size, partial N2, from the values that are supplied. In the
context of general linear models, the partial 172 represents
the proportion of variability in the dependent variable(s)
that is explained by the independent variable(s) (SPSS,
1997a). The following are small, medium, and large effects
for N2, respectively: .01, .06, and .14 (Stevens, 1996). Al-
though it can be advantageous to conduct a power analy-
sis on the basis of expected effect sizes alone, important
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Table 1
Means and Standard Deviations (SD)
for Patient Anxiety Ratings, Number of Siblings,
and Parent Anxiety Level by Age Group

Patient Number of Parent
Anxiety Siblings Anxiety
M SD M SD M SD
Children
(age 6-12) 7.5 1.9 3 1 4 2.3
Adolescents
(age 13-19) 6.8 2.5 2 2 5 1.4
Adults
(age 20-45) 7.1 2.1 4 1 6 1.8

Note— Participants’ anxiety ratings could range from 1 (not at all anx-
ious) to 10 (very anxious).

issues may be ignored that are addressed by using the pres-
ent procedure, such as a more detailed analysis of both the
research design and specific hypotheses (Lenth, 2000b).

ANCOVA Design

Table 1 provides data for the first example. In this case,
the researcher is interested in whether age affects level of
reported anxiety. Power will be determined for the follow-
ingresearch question: Is a patient’ anxiety level (pat_anx)
associated with his/her age (agegroup), controlling for
number of siblings (sibnumbr) and parent level of anxiety
(prnt_anx)? To calculate power for a study, researchers
would similarly provide means and standard deviations
from pilot data, previous literature, or guesses informed
by theory. The following SPSS syntax! is used to gener-
ate a matrix of sufficient statistics (i.e., means, standard
deviations, cell ns, and intervariable correlations) from
the data provided in Table 1 and compute power using the
MANOVA command in SPSS Windows format.2 Note
the spaces after rowtype_ and before the sd and corr lines:

MATRIX DATA variables = agegroup rowtype_
pat_anx sibnumbr prnt_anx
/FACTOR =
/FORMAT = lower nodiagonal.

agegroup

BEGIN DATA.
1 mean 7.5 3.0 4.0
1 n 50 50 50
2 mean 6.8 2.0 5.0
n 50 50 50
mean 7.1 4.0 6.0
n 50 50 50
. sd 2.17 1.33 1.83

. corr .3

w w N

. corr .3 .3
END DATA.
MANOVA pat_anx by agegroup (1,3) WITH prnt_anx
sibnumbr
/METHOD UNIQUE
/ERROR WITHIN+RESIDUAL

/MATRIX = in (%)
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/POWER T (.05) F (.05)
/PRINT SIGNIF (MULT AVERF)
/NOPRINT PARAM (ESTIM) .

The means for each group (e.g., | mean 7.53.04.0 are
the data for Group 1), number of participants(e.g., 1 n 50
50 50 are the data for Group 1), standard deviations (i.e.,
.sd 2.17 1.33 1.83), and correlations (i.e., . corr .3 and .
corr .3 .3) are entered directly into the syntax file using a
“begin data” statement following the MATRIX DATA com-
mand. A matrix data file containing the sufficient statis-
tics for the analysis is then generated with these original
input data; thus, the newly created SPSS sufficient statis-
tics data file will contain means, standard deviations, and
correlations for the following variables: pat_anx, sib-
numbr, and prnt_anx. The MANOVA command will use
this generated matrix data file to calculate power. In this
example, a sample of 50 has been chosen for each group,
with a total number of 150 participants for this example.
Note that a mean standard deviationis entered in the syn-
tax file, which is based on data from the three groups in
Table 1. For example, the mean standard deviation for pa-
tientanxiety levelis (1.9 + 2.5 + 2.1)/3 = 2.17. For this ex-
ample, a correlation of .30 between all of the variables was
chosen; correlations can be changed, however, if a review
of previous data indicates higher or lower correlations.

Figure 1 provides the output and the observed power
for the group main effect after the MANOVA syntax has
been run. Recall that the question of interest was whether
a patient’s anxiety level would differ dependingupon age.
Cohen (1988) has suggested that .80 or higher is an ade-
quate level of power. Thus, results from this power analy-
sis indicate that more participants may be needed in order
to obtain a satisfactory degree of power, since power for
the group main effect is .74. On the basis of this analysis,
the investigators could conclude that 150 participants,
with 50 participants in each group, is not an adequate
sample size for obtaining the significant effect of interest.
They might want to include a few more participantsin each
group in order to obtain a more satisfactory power level.

To examine what would be required in order to obtain a
power of .80, or if the obtained power was not satisfactory
after this analysis had been conducted, it is possible to go
back to the original syntax file and change some of the
matrix data. For example, power could be calculated for a
larger sample (e.g., N = 200). Remember, the number of
participantsin each group must be changed in the syntax
file. For example, if a total N of 200 was chosen, an N of
66 could be input for Group 1 (i.e., 1 n 66 66 66), Group 2,
N = 67, and Group 3, N = 67. The same syntax would be
run again and a new power calculation would be output.
For this example, power of .86 would be obtained.

Power may also be recalculated by keeping the same
sample size and changing the correlation value. For exam-
ple, perhaps previous literature has reported correlations
ranging from .30 to .60. Power values could be calculated
for the same sample size using correlations of .30, .40, .50,
and .60 to determine whether the power value was suffi-
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Manova
* x x *x * * Analysis of
150 cases accepted.

Variance**

0 cases rejected because of out-of-range factor values.

0 cases rejected because of missing data.

3 non-empty cells.

¥ x x * x *x Apnalysis of Variance --
design 1

Tests of Significance for PAT ANX using UNIQUE sums of
squares

Source of Variation SS DF MS F
Sig of F

WITHIN+RESIDUAL 596.36 145 4.11
REGRESSION 95.84 2 47.92

11.65 .000

AGEGROUP 35.45 2 17.72

4.31 .015

Observed Power at the .0500 Level

Noncen-

Source of Variation trality Power
Regression 23.304 .993

AGEGROUP 8.619 .742

Regression analysis for WITHIN+RESIDUAL error term

Individual Univariate

Dependent variable PAT_ ANX
COVARIATE B Beta std.
PRNT_ANX .37652
SIBNUMBR .27364
COVARIATE Lower -95% CL- Upper
PRNT_ANX .116 .637
SIBNUMBR .084 .463

two-tailed observed power taken at

.9500 confidence intervals

.0500 level
Err. t-Value Sig. of t
.132 2.856 .005
.096 2.856 .005
Noncent. Power
8.156 .808
8.156 .808

Figure 1. SPSS output for the ANCOVA procedure with observations of power.

cient at a prespecified correlation level. It is always safer,
however, to increase sample size to ensure adequate power
rather than to depend on the strength of a correlation.

MANOVA Design

In this example, the research question is whether differ-
ences exist among three ethnic groups (Caucasians, His-
panics, and Asian Americans) on ratings of the risk and
benefit of alcohol consumption (total N = 60). The syn-
tax is the following:

MATRIX DATA variables = group rowtype risk

benefit
/FACTOR = group
/FORMAT = lower nodiagonal.

BEGIN DATA.
1 mean 4.8 3.9
1 n 20 20
2 mean 5.3 4.0
2 n 20 20
3 mean 5.8 3.5
3 n 20 20
sd 1.27 1.4
corr .3
END DATA.

MANOVA risk benefit by group (1,3)
/METHOD UNIQUE

/ERROR WITHIN+RESIDUAL
/MATRIX = (*)

/POWER T (.05) F(.05)

/PRINT SIGNIF (MULT AVERF)

/NOPRINT PARAM (ESTIM) .

in

The correlations are again specified to be .30 between
the variables. Power = .57 for the univariate test statistic
for risk, and power = .17 for the benefit variable. Power
for the multivariate test statistic of the group effect on the
pooled dependent variable combination was .65. There-
fore, more participants are needed to obtain adequate
power for the current research design. By changing the
total number of participants in the syntax file to 90 and
adding 10 participants to each group (N = 30), one obtains
a more acceptable level of power for risk (power = .77);
however, the power for benefit is still quite low (power =
.23). By contrast, the power for the multivariate test sta-
tistic is more than adequate (.85). If the researcher is more
interested in the ethnic difference for benefit ratings, more
participants are needed in order to test this hypothesis ad-
equately. In contrast, power is sufficient for the hypoth-
esis concerning risk ratings.
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Repeated Measures Design

In this example, three groups (expgroup) are measured
at three different time points. Two of these groups receive
an intervention and one is a control group. The means in
the syntax file below are the groups’ self-reported ratings
of depression over three time points. The test of the de-
pression effect across time is defined as “depress” in the
syntax shown below. The interventions took place after
the second assessment. The research question in this ex-
ample is whether a behavioral intervention or a cognitive
intervention will be effective in decreasing participants’
self-reported depression. The interventions are compared
to a wait-list control group. The following syntax is run:

MATRIX DATA variables
depressl depress2 depress3
/FACTOR = group

/FORMAT =
BEGIN DATA.
mean 11 10 9
n 33 33 33
mean 11 10 10
n 33 33 33
mean 11 11 10
n 34 34 34
. sd 2.3 2.0 1.8

. corr .3

= expgroup rowtype_

lower nodiagonal.

w w NN

. corr .3 .3
END DATA.
MANOVA depressl depress2 depress3 by expgroup
(1,3)
/WSFACTORS depress (3)
/METHOD UNIQUE
/ERROR WITHIN+RESIDUAL

/POWER T (.05) F(.05)
/PRINT SIGNIF (MULT AVERF)
/NOPRINT PARAM (ESTIM) .

As for the two previous examples, correlations are spec-
ified to be .30 between the variables. In this example, 100
total participants are specified and the obtained power is
.57 for the multivariate group X measurement occasion
interaction. The results indicate that this power level is
not sufficient. If one changes the number of participants
to 200 in this example (approximately 66 per group),
power = .89 for the group X measurement occasion
interaction. Thus, the results of this power analysis indi-
cate that a satisfactory degree of power has been obtained
through increasing the sample size. Note that this example
illustrates the flexibility of the SPSS MANOVA power
analysis for handling designs with unbalanced data. Re-
searchers may want to test the impact of different group
sizes on the resulting power values.

CONCLUSIONS AND LIMITATIONS

Power analysis can clarify hypotheses and determine
whether there is a sufficient chance of rejecting the null
hypothesis when it is false. It is an objective way to eval-

483

uate a research design and minimize Type II errors. In
order to use the procedure, researchers must have access
to a statistical software package such as SPSS that pro-
duces power computations as part of its general linear
model procedure output and accepts sufficient statistics
as input data. Researchers who plan to use SPSS for
these analyses need the SPSS Base and Advanced Sta-
tistics modules. In addition, a basic set of parameter esti-
mates of the data is needed (e.g., means, standard devia-
tions, and correlations), although these may be difficult to
generate because such data may not always be available.
As a second choice, researchers may want to collect pilot
data to get rough estimates of the statistics of interest. If
this is not possible, the only recourse is to generate a range
of likely means, standard deviations, and correlations on
the basis of theory.

Note that researchers must also have an understand-
ing of effect size, because appropriate mean differences
must be determined for this analysis, and the procedure
requires the conversion of effect sizes into expected mean
differences. Although this is a limitation, it could also be
considered a strength, because it requires that investiga-
tors be familiar with data, measures, and design consid-
erations in their area of study (Lenth, 2000b).

This method may also be tedious for the researcher who
is interested in computing power for several different in-
dependent and dependent variables, because the means,
standard deviations, and correlations must be input for
each separate analysis. The procedure must thus be run
multiple times; but the syntax can be placed in one file and
run at the same time once the researcher has determined
the variables of interest. Once the syntax file is saved, dif-
ferent Ns, means, and standard deviations can simply be
adjusted for each independentanalysis if power is not suf-
ficient and must be recalculated.

Finally, the SPSS MANOVA procedure is limited in that
it cannot be used to examine power for designs with cat-
egorical outcomes (e.g., logistic regression, loglinear mod-
els), simultaneous equations (e.g., structural equation
modeling), or mixed effects models or general linear mod-
els with heterogeneous covariance structures (Littell,
Milliken, Stroup, & Wolfinger, 1996). Interested readers
may use the NCCS PASS program for logistic regression
models (Hintze, 2000), or Egret SIZ for logistic regression
and Cox proportional hazards models (Cytel Software,
1998). Muthén and Curran (1997), as well as Satorra and
Saris (1985), provide examples of power computation
methods for latent variable models.

As with all power computations, lower levels of power
may be found for some effects (e.g., interactions) and
higher power may be found for other effects (e.g., main
effects). Although this may be considered a dilemma, the
present procedure can help inform the researcher and
contribute to a reformulation of hypotheses before the
study begins. For example, results may indicate that more
participants are needed for one to adequately address a
hypothesisrelated to an interaction. Thus, although power
may be sufficient for main effects, if the interaction ad-
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dresses the research question of interest, then the re-
searcher has learned that the sample size must be increased
if he/she wants to test this hypothesis adequately.3 The
disparity in power for the different effects may also sug-
gest that the proposed design is not the best or most ef-
ficient way to test the particular hypothesis.

In summary, the present procedure offers a flexible ap-
proach that allows a rapid examination of power for a
wide range of designs before data collection begins. Hy-
potheses for a variety of multivariate general linear mod-
els, many of which are not accessible in other power cal-
culation software programs or tables found in statistical
textbooks, can therefore be evaluated so that the under-
lying research questions can be adequately assessed.
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NOTES

1. Some readers may be more familiar with the point and click pull-
down menus that allow one to run different analyses in SPSS. As noted
earlier, in Versions 7.0 and above, the pulldown menu no longer includes
the MANOVA command and instead includes a GLM command. The
present procedure therefore requires the user to open a new syntax win-
dow in SPSS and type in the syntax provided.

2.1tis possible to perform this analysis using SPSS Version 6.1 or higher
on several different platforms, such as Windows 95, 98, NT, and 2000,
as well as the Mac OS, UNIX, and VMS. The SPSS Statistical Algorithms
Guide (SPSS, 1997b) contains all the formulas used for power calcula-
tions in this procedure. These formulas may also be found on line at the
SPSS FTP site: ftp:/ftp.spss.com/pub/spss/statistics/spss/algorithms/.

3. Granting agencies often ask for information regarding power. The
following is one example of how to write up this information:

Power was calculated using the SPSS procedure, which requires the num-
ber of participants for each group, estimated means and standard devia-
tions for the dependent variables, and estimated correlations between the
variables. Means and standard deviations were taken from [insert refer-
ence or pilot data]. Correlations were not available from this reference, so
power was calculated using a conservative correlation of .10. Even when
this small correlation was used, power for detecting the group X time
interaction was adequate (e.g., .78).
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