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A great number of studies of reading concern the pro-
cesses that enable comprehension to occur on line. Text
comprehension requires the coding of structure, as well as
the coding of meaning (see Bock, 1990; Garrett, 1980).
According to the structural precedencehypothesis, the pro-
cessing of structure precedes the analysis of meaning and
paves the way for it. Early in text processing, readers at-
tempt to derive a structural frame for the text. This frame
is assumed to guide the processing of content-laden units
and to facilitate their assimilation into a coherent seman-
tic representation. Most of the evidence in support of this
hypothesis comes from work on letter detection during
silent reading of text (for a review, see Koriat & Greenberg,
1994). The letter detection task, however, has been criti-
cized as disruptingnatural reading and, therefore, as being
of limited validity for the study of on-line text processing
(Rayner & Pollatsek, 1989). In this study, we examine yet
another reading behavior—prosody—that occurs on line
and can shed some light on the early analysis of structure.
Prosody refers to the intonation,rhythm, and stress applied

when reading a sentence aloud.We propose that reading
prosody is the output of processes that are concernedwith
the on-line analysis of text; therefore, it can provide insight
into early structural processing.
This proposal receives some support from an observa-

tionwe madewhen studyingstructural processing in read-
ing. Consider the Jabberwocky poem by Lewis Carroll
(1900): “ ’Twas brillig, and the slithy toves did gyre and
gimble in the wabe. . . .” We observed that when asked to
read this poem aloud, readers applied a fluent and coher-
ent prosodic pattern that was quite consistent across dif-
ferent readers. Note that although the content units in this
poem are nonsense, the function units preserve the mor-
phosyntactic structure characteristic of English, and the
prosody applied by readers seems to reflect that structure.
Thus, we propose that reading prosody provides a window
to the kind of structural processing that is assumed to take
place on line prior to complete semantic analysis. In the
experiments to be reported, we first tested the hypothesis
that natural reading prosody is produced on line. Then, we
proceed to show that the prosody applied on line during
reading is tuned primarily to the structure of the sentence
and is extracted largely independently of meaning.

The Hypothesis of Structural Precedence:
Evidence from Letter Detection Patterns
Our letter detection work derived its impetus from the

extensive research of Healy and her colleagues on the
missing-letter effect (MLE). They observed that when
readers search for a target letter in connected text, theymiss
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that letter more often when it appears in very common
words, such as the, and, and for (for a review, see Healy,
1994). According to Healy’s unitization account, familiar
words are processed in terms of unitized,whole-word rep-
resentations, thus preempting access to their constituent
letters. In support of this account, several studies have in-
dicated that fewer detection errors are made when the fa-
miliar shape of a commonword is disrupted—for example,
by misspelling or by case alternation (Drewnowski &
Healy, 1977; Healy & Drewnowski, 1983). Recent modi-
fications of the unitizationview assume that the rate of let-
ter detection errors is determined by processing time
(Moravcsik & Healy 1995, 1998).
The MLE attracted our interest because the most com-

monwords in English, those that yield an inordinatelyhigh
rate of letter omissions, are functionwords.Many students
of reading argue that functionwords are particularly help-
ful as diagnostic clues to sentence structure (e.g., Just &
Carpenter, 1987;Kimball, 1973).Others, in contrast,main-
tain that these words are largely redundant and are simply
skippedoverduring reading (seeHaber& Schindler,1981).
These contrasting views seem to reflect a discrepancy be-
tween those who stress structural organization and those
who emphasize semantic content in reading.
In an attempt to resolve this discrepancy, we proposed

a structuralmodel of reading, according to which, early in
text processing, readers rely on a variety of cues, mostly
morphosyntactic, to establish a structural frame for the
phrase or the sentence. This frame then guides semantic
analysis and the integration of individual elements into
an overall meaning representation. Functors play a cru-
cial role in the analysis of structure, often signaling the
constructionof a new phrase (see Kimball, 1973), and are
therefore monitored early in text processing. However,
once a sentential or phrasal framework has been specified,
the conveyers of that frame become less prominent, in
comparisonwith the semantically rich contentunits. Thus,
theMLE reflects a figure–ground organizationof the sen-
tence, in which the structural skeleton of a sentence helps
to push forward the semantically rich units.
Indeed, a large number of experiments with English,

Hebrew, French, and German (e.g., Koriat & Greenberg,
1991;Koriat, Greenberg,& Goldshmid, 1991;Moravcsik
& Healy, 1995, 1998;Müsseler, Koriat, & Nißlein, 2000;
Saint-Aubin& Poirier, 1997)provide evidence for the con-
tribution of syntactic factors to letter detection.They in-
dicate that the MLE for common words stems primarily
from their syntactic function within the sentence. In He-
brew, for example, some functionmorphemes can be ex-
pressed as a one-letter prefix appended to a contentword,
thereby creating orthographic sequences that are not par-
ticularly frequent. Such single-letterfunctionprefixes were
more difficult to detect than the initial letters of content
words (Koriat et al., 1991). Also, nonwords in both En-
glish and Hebrew produced more detection errors when
placed in function slots in text than when placed in con-
tent slots (Koriat & Greenberg, 1991). Similarly, the ini-
tial letter of Hebrew nonwordswas more difficult to detect

when contextbiased its interpretationin favor of a function
prefix than when context led readers to interpret it as part
of the stem of a contentword. In French, Saint-Aubin and
Poirier found more detection errors for the word orwhen
it was used as a function word (meaning however or
whereas) than when it was used as a contentword (mean-
ing gold). Greenberg and Koriat (1991) also observed
that some functionwords in English reveal or conceal their
letters, depending on their structural role within a phrase
(e.g., on in on switch vs. on my way). Similarly, Morav-
csik and Healy (1995, 1998) observed fewer errors for a
functionword when it was used as an adjective or adverb
(e.g., “the in clothes,” “the harder you study”) than when
it was used as a preposition. Findings obtainedwith Ger-
man indicate that the structure of the sentence as a whole
also affects themagnitudeof theMLE, suggesting that the
MLE is generated after phrase structure has been tenta-
tively specified (Müsseler et al., 2000). Taken together,
these findingssupport the idea that letter detectionpatterns
reflect processes dedicated to unraveling the structural or-
ganization of text.

Reading Prosody as a Window
to Structural Processing
The hypothesis of structural precedence in reading ac-

cords well with the emphasis on structural processing in
theories of speech production. According to frame-and-
slot models of speech production (see Dell, 1986; Garrett,
1975), the internal representationsof utterances to be spo-
ken are constructed by inserting linguistic items into slots
in independently created structures. Bock (1990) has
stressed the independencebetween structure andmeaning.
Levelt (1989) further proposed that the prosodyof a spoken
utterance is derived from prelexical structural representa-
tion, and Ferreira (1993) showed that prosodic timing pat-
terns roughly correspond to the sentence’s syntactic struc-
ture (althoughshe also stressed that syntactic and prosodic
patterns are not completely isomorphic; see also Gee &
Grosjean, 1983; Nespor & Vogel, 1987; Selkirk, 1984).
Much of the research and theorizing on prosody (in-

cludingLevelt’s, 1989, and Ferreira’s, 1993,models) has
concerned speech rather than reading. However, we pro-
pose that in reading, as in speech production,structure sets
the stage for content and that the prosody applied on line
when text is read captures the structural frame estab-
lished for the phrase or the sentence. In fact, Goldman-
Eisler (1972) argued that reader’s prosody is even closer
to the “ideal delivery”of grammatical structure than is the
speaker’s prosody. This was based on the finding that
whereas in spontaneousspeech less than a third of breath-
ing pauses occur at clause boundaries, in reading aloud all
occur at these locations.
Let us illustrate our thesis with the following two sen-

tences:

1. The windy horse was singing when the books ate the
house and saw all the justice.

2. The little girl was sleeping when the burglars entered
the house and took all the jewelry.
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In an exploratory study, we found that when asked to
read aloud the first sentence, proficient readers consis-
tently applied a fluent and coherent prosody that was very
similar to the one they applied to the second sentence,
which has the same syntactic structure. These observa-
tions suggest three hypotheses: First, natural coherent
prosody is applied on line when a sentence is read. Sec-
ond, the prosodic patterns applied roughly reflect the
structure of the sentence. Third and most important, the
correspondence between structure and prosody is pre-
served even in the absence of meaning, consistent with
the idea that syntactic structure is extracted indepen-
dently of semantic processing and possibly prior to it.
These hypotheses were examined in the experiments to
be reported.
Experiment 1 tested the proposition that natural read-

ing prosody is produced on line. It examined the hypoth-
esis that the prosody applied in reading a sentence im-
mediatelywhen it is presented is practically as natural as
that applied after readers familiarized themselves with
that sentence. Experiment 2 used reading prosody to ex-
amine the proposition that the structural analysis of a sen-
tence is carried out prior to integrative semantic analy-
sis. Hence, prosodic patternswere expected to respond to
manipulations that change or destroy structure but to be
indifferent to manipulations that change or destroymean-
ing. Because of our concern with structural analysis, in
Experiment 2 we focused on only one aspect of prosody—
pause pattern, which has been assumed to reflect pri-
marily syntactic structure. Clearly, other prosodic param-
eters are prominent in disclosing the effects of pragmatic
and semantic information, but we will not consider them
here.
In sum, the experiments reported below are intended to

show that reading prosody reflects the structural organiza-
tion of the sentence, that this organizationcan be extracted
by a reader on linewithout advancepreparation, and that it
is generatedwith relative independenceof semantic infor-
mation. Results consistent with these propositions will
support our view that reading prosody discloses an inter-
mediate representation of a sentence, one that follows
structure analysis but precedes more complete semantic
analysis.

EXPERIMENT 1

Experiment 1 had two parts. In the first part, participants
were recorded as they read aloud sentences under three
conditions. In the unpracticed condition, they read each
sentence as soon as it appeared on the screen. In the prac-
ticed condition, their readingwas recorded only after they
had familiarized themselveswith the sentence. In the ar-
bitrary condition, which provided a baseline, they had to
read the sentence according to punctuationmarks inserted
in arbitrary positions. In the second part, the recorded ver-
sions of all sentences were presented to judgeswho rated
the naturalness of the reading prosody of each sentence.
If the unpracticed prosody is rated as being as natural as

the practiced prosody, thatwould indicate that reading pro-
sody reflects on-line processing and can be used to exam-
ine the structural precedence hypothesis.

Method
Reading Part

Participants. Twelve University of Haifa students (5 males and
7 females), whose native language was Hebrew, were paid for par-
ticipating in this part of the experiment.

Stimulusmaterials. Twelve Hebrew sentences containing 15–16
words were composed. Three matched sentences represented each of
four different syntactic structures. All four syntactic structures were
complex. Sentences were always presented on one line in order to
avoid a pause when moving to a new line. In the unpracticed and prac-
ticed reading conditions, the sentences were presented with no punc-
tuation marks, except for a period at the end of the sentence. In the
arbitrary condition, two commas were placed in arbitrary positions
in the sentence, but never in the natural clause or phrase boundaries.

Procedure and Apparatus. The participants were told that the
experiment concerned the processes engaged by a reader when read-
ing text for broadcasting. They were asked to read aloud each sen-
tence clearly and with the correct intonation, as if they were reading
it “on-the-air,” because their “broadcast” reading would be recorded
and then evaluated by a group of judges. Each participant read all 12
sentences—first, in the unpracticed condition; second, in the prac-
ticed condition; and finally, in the arbitrary condition. In the unprac-
ticed condition, the participants were asked to read aloud each sen-
tence as soon as it appeared on the computer screen. In the practiced
condition, the same list of sentences was presented again, but the par-
ticipants read each sentence aloud four times, and only the fourth read-
ing was recorded. Finally, in the arbitrary condition, the participants
were told to read the sentences four times but to take care to read them
according to the punctuation marks. Only the fourth reading was re-
corded. The order of presentation of the sentences conformed to a
Latin square based on three sequences of four steps, so that all four
syntactic structures were represented in each sequence and, across
all participants, each syntactic structure was equally represented in
every step. The experiment was controlled by a Silicon Graphics In-
digo workstation. Sentences were presented on a screen, and the read-
ings were recorded by the computer’s audio system. A keypress by
the participant initiated the presentation of the sentence on the screen,
and a second keypress terminated the recording and caused the sen-
tence to disappear from the screen.

Judgment Part
Participants. Twelve new University of Haifa students (5 males

and 7 females), whose native language was Hebrew, were paid for
participating in this part of the experiment.

Stimulus materials. The sentences recorded in the reading part
of the experiment served as the stimuli. Each of the 12 sentences was
played three times to each judge, once in each of the three reading
conditions (unpracticed, practiced, and arbitrary). Altogether, each
judge heard 36 sentences in such a way that the three sentence re-
cordings representing the three reading conditions of each sentence
were read by the same reader and each set of 3 such sentences was
read by a different reader. Otherwise, the assignment of sentences
to judges and the order of presentation to each judge were random.

Procedure and Apparatus. The judges saw each sentence on the
computer screen and read it aloud twice. Then, they heard one of the
recordings of that sentence and had to rate how natural the reading
prosody sounded on a scale from 1 (very low) to 10 (very high). As
a referent, the judges were told that a synthesized computer message,
like a monotonous phone-information message, represented an ex-
ample of low prosodic naturalness, whereas reading with clear punc-
tuation according to the content of the message was mentioned as an
example of high prosodic naturalness. The judges were encouraged
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to use the entire range of ratings. They could hear the sentence again
by pressing the space bar before typing their rating.

Results and Discussion
Figure 1 presents the means of the naturalness ratings

for the four syntactic structures for each reading condi-
tion. As can be seen, the arbitrary conditionyieldedmuch
lower naturalness ratings (2.72) than did the unpracticed
and practiced conditions (7.38 and 7.95, respectively),
which differed only slightly between themselves.This pat-
tern was obtainedfor each of the four syntactic structures:
A syntactic structure3 reading conditionanalysis of vari-
ance (ANOVA) yieldedF(2,22)5 176.48, p , .0001, for
reading condition and F , 1 for both syntactic structure
and the interaction. A post hoc analysis (Scheffé) indi-
cated that the difference between the practiced and the un-
practiced reading conditionswas not significant,whereas
both differed significantly from the arbitrary condition.
This result was obtained for the overall means, as well as
for the means of each and every syntactic structure.
The results were also consistent across the 12 readers.

The naturalness ratings for each reading conditionwere av-
eraged for each reader across all judges and sentences. A
syntactic structure 3 reading condition ANOVA on the
readers’means yieldeda significanteffect for reading con-
dition [F(2,22)5 289.09, p , .0001], but not for syntac-
tic structure or for the interaction (F , 1 for both). A post
hoc analysis (Scheffé) indicated again that the difference
between the practiced and the unpracticed conditions was
not significant but that both differed significantly from the
arbitrary condition.
These results clearly indicate that natural reading pro-

sody is produced on the first reading of an unfamiliar sen-
tence. Thus, whereas practiced and unpracticed readings
were both judged as significantly more appropriate than
arbitrary readings, the improvement resulting from the fa-
miliarization with the sentence was not significant. This

pattern of results was consistently found across different
judges, different readers, and different syntactic structures
and hence appears to be of broad generality. In addition,
although it may seem trivial, the finding that the arbitrary
conditionyielded very low ratings of naturalness suggests
that listeners rate reading prosody as more “natural” or ap-
propriatewhen it conforms to the structuralorganizationof
the sentence.
These findingssuggest that reading prosody reflects on-

line processing.What are the underlyingmechanisms that
enable readers to produce natural prosody on line during
reading? In Experiment 2, we examine the propositionthat
structural cues, possibly analyzed prior to semantic inte-
gration, play a major role in this process.

EXPERIMENT 2

In Experiment 2, the participantswere recorded as they
read sentences aloud, and the prosodic pause patterns ap-
pliedwere used to examine the structural precedence hy-
pothesis. Using different versions of each sentence, we
tested two hypotheses. The first was that prosodic pause
patterns reflect sentential structure. Therefore, well-
structured sentences that represent different syntacticstruc-
tures should yield clearly differentiated prosodic patterns,
but when structure is destroyed, pause patterns should be-
come less differentiated. The second hypothesiswas that
pause patterns are derived on line, on the basis of structural
cues, prior to complete semantic integration. Therefore,
they should be indifferent to modifications that change or
even destroymeaningwhile preserving sentence structure.

Method
Participants
Six Hebrew-speaking female students participated in the exper-

iment for course credit. (Females were chosen because of technical
considerations; the voice analysis apparatus was calibrated to fe-
male voices.)

Figure 1. Mean ratings of naturalness for practiced, unpracticed, and arbitrary
readings for sentences with four different syntactic structures (Experiment 1).
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Design
Four factors were manipulated in constructing the stimulus ma-

terials: syntactic structure, semantic content, structural integrity, and
semantic coherence.

Stimulus Materials
Examples of the sentences used in the experiment (translated as

literally as possible from Hebrew) appear in Table 1.
Six normal Hebrew sentences were composed, three representing

each of two different syntactic structures (e.g., Sentences 1 and 7 in
Table 1). The three sentences representing each structure had the same
number of words and contained the same function elements in the
same ordinal positions. These sentences served as the core sentences,
from which the other sentence types were derived. To destroy se-
mantic coherence, every content word in the core sentence was re-
placed with another content word from the same lexical category so
as to produce a nonsense sentence (e.g., Sentence 4 in Table 1,
which was derived from Core Sentence 1). The destruction of struc-
ture was performed in two steps. First, partially structured sentences
were created by eliminating all function elements from the core sen-
tence (e.g., Sentence 2 in Table 1, derived from Core Sentence 1).
Second, unstructured (or random) “sentences” were then derived by
randomly reordering the content words of the partially structured sen-
tences (e.g., Sentence 3 in Table 1, derived from Sentence 2). The same
manipulations were also applied to the nonsense sentences (e.g., Sen-
tence 5 in Table 1 was derived from Sentence 4, and Sentence 6 was
derived from Sentence 5). Thus, from each of the six core sentences,
we generated a set of 6 sentences representing all combinations of
three levels of structural integrity (normal, partial, and random) and
two levels of semantic coherence (semantic and nonsense). Sentences
1–6 in Table 1 represent a complete set. Altogether, there were six
different sets, comprising 36 sentences.
In addition to the experimental sentences, 24 normal sentences

(15–16 words each) were constructed as fillers, representing different
syntactic structures. These served to balance the ratio of normal to dis-
torted sentences and to increase the variability of syntactic structures.

Procedure and Apparatus
The instructions and procedure were similar to those of the reading

part in Experiment 1, except for the following. The participants were
asked to read the sentences as soon as they were presented. They were
told that some of the sentences were not regular but that they should
nevertheless read them as if they were normal sentences, using the
appropriate intonation. Each sentence appeared on the screen on one
line. The experiment began with 3 practice sentences, one of which
was a nonsense sentence. The order of presentation of the 60 exper-
imental and filler sentences was determined randomly for each par-
ticipant, except for the following restrictions. First, each block of 10
consecutive sentences included 6 experimental and 4 filler sentences.
Second, the 6 experimental sentences in a block were drawn from each
of the six different sets and represented all combinations of the se-
mantic coherence and structural integrity conditions. Finally, 3 sen-
tences in each block were derived from Sructure A, and the other 3
from Structure B. The experimenter initiated the presentation of each
sentence when the participant was ready and terminated it when the
participant finished reading. There was a short break after each block
of 10 sentences.
The experiment was conducted on the same workstation as Exper-

iment 1, with aMotorola DSP56001 audio and digital signal process-
ing system. This system analyzed the voice signal and presented it
graphically both as a spectrogram and as an amplitude graph of input
speech log normalized and weighted by a Hamming window. Both
graphs were based on sampling voice at a rate of 8000 Hz in frequen-
cies of between 100 and 4000 Hz.

Measurements
The basic measure was the duration of pauses in prespecified sen-

tence locations. In previous studies on pause patterns during read-
ing, participants were deliberately asked to artif icially slow down
their reading pace in order to allow ameasure of pauses between each
pair of successive words (e.g., Grosjean, Grosjean, & Lane, 1979).
This procedure, however, could not be applied here because of our
focus on natural prosody derived on line. A pilot study indicated that

Table 1
Core Sentences Representing Syntactic Structures A and B

and the Five Sentences Derived From the Core Sentence
Representing Structure A

Semantic Structural
Coherence Integrity Sentence

Structure A
Semantic intact (core) 1. The fat cat 1 with the gray stripes 2 ran 3

quickly 4 to the little kitten 5 that lost 6 its
way 7 in the noisy street.

partial 2. Fat cat 1 gray stripe 2 run 3 quick 4 little
kitten 5 loose 6 way 7 noise street.

random 3. Way gray 1 run cat 2 kitten 3 loose 4 noise
fat 5 street 6 stripe 7 quick little.

Nonsense intact 4. The sad gate 1 with the small electricity 2

went 3 carefully 4 to the happy computer 5
that sang 6 the leafs 7 in the front book.

partial 5. Sad gate 1 small electricity 2 go 3 careful 4
happy computer 5 sing 6 leaf 7 front book.

random 6. Sing small 1 go gate 2 computer 3 leaf 4 front
sad 5 book 6 electricity 7 happy careful.

Structure B (core) 7. The old horse 1 that was injured 2 on the
first race 3 last year 4 received 5 all the
medical care 6 from the most experienced
vet 7 in the racing field.

Note—The sentences were translated literally from Hebrew. The numbers inside the
sentences indicate the locations of the measured pauses.
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in normal reading, participants do not pause after every word but,
rather, connect 2–3 words without a real pause. Hence, we decided
to measure only the pauses occurring at phrase boundaries, which are
generally longer and more distinct (see Cooper & Paccia-Cooper,
1980; Goldman-Eisler, 1972; Martin, 1970). Aswas mentioned ear-
lier, the sentences were matched so that all fully structured core and
nonsense sentences contained seven phrase boundaries. In the
partly structured sentences, pauses were measured at the locations
corresponding to the phrase boundaries in the core sentence. In the
unstructured sentences, wemeasured the pauses that occurred in the
serial positions corresponding to the phrase boundaries in the partly
structured sentence from which they were derived (see Table 1,
which indicates the seven locations at which pauses were measured).
Thus, a vector of seven pause durations for each sentence will be re-
ferred to as the pause pattern of that sentence.
A graphic presentation was used for measuring the reading pauses.

The beginning and end of each pause were located and marked by an
independent judge, and the duration of the pause was then calculated
by the computer. (Specifying the beginning and end of a pause on the
basis of some algorithm raised problems. Previous studies also relied
on judges for measuring pauses—e.g., Ferreira 1993; Goldman-Eisler,
1972; Grosjean et al., 1979.) In all, there were 36 pause patterns for
every participant.

Results and Discussion
Before addressing the two hypotheses,we will first ex-

amine intersubjectconsensus.Kendall’s coefficientof con-
cordance1 was used to evaluate the similarity between the
pause patterns producedby the 6 participantswhen reading

the same sentence.This index, to be referred to asW(sub),
was calculated for each of the 36 experimental sentences.
TheW(sub) values for the normal sentences ranged from
.45 to .86 and averaged .65. They were significant for each
of the six normal sentences. If we assume that the natural
prosody for a sentence is the one on which different read-
ers agree, the high intersubject agreement in pause pat-
terns joinswith the results of Experiment 1 to suggest that
readers produce natural prosody on line when they read
a new sentence.

Prosodic Similarity Between Sentences
Differing in Meaning
We turn now to examining the hypothesis that reading

prosody is tuned to the structure of the sentence and is rel-
atively indifferent to its content. This hypothesis is sup-
ported by the results presented in Figure 2, which suggest
that pause patterns are relatively insensitive to manipula-
tions that change or destroy the semantic content of the
sentence while keeping its structure intact. The top panels
in this figure present the pause patterns for sentences that
differ in their content but share the same syntactic struc-
ture, either A or B, whereas the bottom panels present the
same data for the respective nonsense sentences.Each line
in the figure represents pause durations, averaged across
the 6 participants, as a function of the serial position of the

Figure 2. Pause patterns for fully structured core (meaningful) and nonsense sentences for Syntactic Structures A and B (Experi-
ment 2).
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pause in the sentence. It can be seen that the three sen-
tences sharing the same syntactic structure yielded very
similar pause patterns, yet these patterns differed for sen-
tences with different syntactic structures. Importantly, the
similarity between the profiles of same-structure sentences
was obtained whether the sentences were meaningful or
nonsense—that is, devoid of coherent meaning (Figure 2,
bottom panels).
To evaluate these trends statistically,Kendall’s coeffi-

cientof concordance,W, was used again.This time it served
as a measure of the similarity between the pause patterns
applied to sentences that share the same syntactic struc-
ture and differ only in their content.Kendall’s coefficient
of concordance between the three sentences with the
same syntactic structure, designated asW(sent), was cal-
culated for each participant. As can be seen in Table 2
(first row), the 12 coefficients for normal sentences (6
participants3 2 syntactic structures) ranged from .53 to
.93 and averaged .77. A similar analysis applied to the
nonsense sentences yielded an average W of .66. Thus,
pause patterns applied to sentences that share the same
syntactic structure and differ only in their semantic con-
tent seem to be very similar. This similarity is relatively
high even in sentences that are devoid of coherent seman-
tic content.
The similarity of prosodic patterns seems to be due to

the shared syntactic structure, and indeed, when syntac-
tic structure is degraded, similarity decreases. Thus, the
magnitude of Kendall’s W(sent) coefficients in Table 2
drops sharply as structural integrity is progressively im-
paired, whereas the effects of destroying semantic coher-
ence are very small. Indeed, a structural integrity3 se-
mantic coherence ANOVA on the 72 individualW(sent)
coefficients yieldedF(2,71)5 23.09,p, .0001, for struc-
tural integrity,F, 1 for semantic coherence,andF(2,71)5
5.2, p , .05, for the interaction. A post hoc analysis
(REGWQ) indicated that W(sent) coefficients were sig-
nificantly higher for normal than for partly structured sen-
tences and were significantly higher for the partly struc-
tured than for the unstructured sentences. To clarify the
source of the interaction,separate one-wayANOVAs were
carried out on each level of structural integrity. The re-
sults yieldedF , 1 for both the partly structured and the
random sentences and F(1,23) 5 6.76, p , .05, for the

structured sentences, suggesting that semantic information
affects prosody only when structural integrity is intact.
Structural integrity, on the other hand, exerted a signifi-
cant effect for both levels of semantic coherence, yielding
F(2,35)5 32.98, p , .0001, for semantic sentences, and
F(2,35)5 8.38, p , .005, for nonsense sentences.
Taken together, these results suggest that pause patterns

are relatively insensitive to semantic modifications: Sen-
tences with different content yield very similar pause pat-
terns if they have the same structure. Moreover, whereas
the reduction or eliminationof structural integrity reduces
the degree of similarity, eliminationof semantic coherence
exerts only a small and mostly nonsignificant effect on
pause patterns.

Prosodic Differentiation Between
Sentences Differing in Structure
The results reported in the previous sectiondemonstrate

that pause patterns are primarily sensitive to structural
modifications. In this section,we focus specifically on the
effects of structural modifications on pause patterns.

Structural differentiation.Figure 3 (top panel)presents
mean pause patterns for the structured sentences repre-
senting Syntactic Structures A and B. These means were
obtainedby averaging the results across participants and
across the three sentences representing the same structure.
The results are presented separately for meaningful and
nonsense sentences. It can be seen that the pause patterns
associated with the two syntactic structures differ clearly
from each other and that the difference between them is
preserved regardless of semantic coherence. The corre-
lations between the pause patterns support this impres-
sion:Whereas the correlationsbetween the pause patterns
associated with Syntactic Structures A and B are nega-
tive (2.67 for meaningful sentences and 2.77 for non-
sense sentences), those between the meaningful and the
nonsense versions of the same syntactic structure are pos-
itive and high (.93 for Structure A and .94 for Structure
B). Thus, sentencesderived from the same syntactic struc-
ture produce very similarpausepatterns,whereas sentences
derived from different syntactic structures yield very dis-
tinct pause patterns.
The specific relationship between prosodic pattern and

sentence structure has been discussedby many researchers

Table 2
Range, Standard Deviation, and Mean of Kendall’s W(sent) Coefficients for Sentences

Representing Different Levels of Structural Integrity and Semantic Coherence

Structural Semantic Sentences Nonsense Sentences All
Integrity Range SD M Range SD M (AverageW )

Intact .53–.93 .12 .77 .37–.88 .18 .66 .72
Partial .17–.87 .23 .46 .24–.78 .16 .49 .47
Random .09–.68 .14 .30 .12–.68 .18 .37 .34
All .51 .51 .51

Note—The W(sent) coefficient refers to the concordance between three sentences differing only in
their content.
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in the context of spoken language (see Cutler, Dahan, &
van Donselaar, 1997) and is beyond the scope of the pres-
ent study. Nevertheless, we should note that in the nor-
mally structured sentences, the longerpauses generallyoc-
curred at the major phrase boundaries. For example, Pause
2 in Structure A occurred between the NP and the VP,
whereas Pause 5 in Structure A and Pause 4 in Structure B
occurred between themain clause and the relative clause.
This observation is consistentwith accumulatingevidence
from spoken languagestudies suggesting that prosodic and
syntactic structures are correlated in the major phrase
boundaries(Ferreira, 1993;Grosjean& Collins,1979;Sel-
kirk, 1980, 1984).

Structural degradation. If on line prosody reflects the
outputof early structural analysis, eliminatingor reducing

structural information should impair readers’ ability to pro-
duce distinct prosody. Indeed, the results presented in Fig-
ure 3 suggest that degradationof structural information re-
sults in less polarized and, therefore, less distinct pause
patterns. The top panel in this figure presents the average
pause patterns for normal core sentences representing
StructuresA and B. Themiddle and bottompanelspresent
the same information for the partly structured and ran-
dom sentences, respectively.Whereas structured sentences
produced highly polarized and visibly distinct pause pat-
terns (top panel), the removal of functors resulted in pro-
files that are less polarized (middle panel), consistentwith
the notion that functionmorphemes serve as cues for struc-
ture.When, in addition to the removal of functors, the con-
tentwords were also scrambled, the random sentences thus

Figure 3. Pause patterns for Syntactic Structures A and B for semantic and non-
sense sentences for the three conditions of structural integrity (Experiment 2).
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created (bottom panel) produced pause patterns that were
less polarized still, suggesting that word order also serves
as a cue for structure (see Müsseler et al., 2000; Roesler,
Pechmann, Streb, Roeder, & Hennighausen,1998). A sim-
ple index of polarization is the standard deviationsof the
pauses in the mean pause patterns. For the semantic sen-
tences, these deviationsaveraged188.5,109.6,and82.2 for
the intact,partiallystructured,and random sentences, respec-
tively. The respectivevalues for the nonsensesentenceswere
173.9, 138.5, and 66.6.
In sum, the results indicate that the pause patterns pro-

duced on line clearly differentiate between sentenceswith
different syntactic structures and are relatively insensitive
to differences in content. Furthermore, the extent of differ-
entiationof pause patterns is strongly impaired by manip-
ulations that degrade structural integrity but is hardly af-
fected by manipulationsthat destroy semantic coherence.

GENERAL DISCUSSION

The structural view of reading has received most of its
support from the letter detection task (Koriat &Greenberg,
1994). In the present investigation,additionalevidence for
this view was obtained by using the prosodic pattern ap-
plied by readers in reading unfamiliar text. Experiment 1
showed that natural reading prosody is produced on line.
The prosody applied when reading a sentence on its first
encounter was rated as equally natural as that applied to
the same sentence after practice.
Experiment 2 obtained evidence that directly supports

the structural precedencehypothesis:The prosodic pause
pattern applied to a sentencewas found to be sensitive to
modifications that changed or destroyed the structure of
the sentence but was largely indifferent to those that
changed or destroyed its meaning. First, same-structure
sentences elicited very similar pause patterns even when
they differed in semantic content.Second, sentenceswith
different syntactic structures elicited different prosodic
patterns, with prosodic pauses largely corresponding to
major phrase boundaries. Finally, the degree of polariza-
tion and differentiationof pause patternswas strongest for
well-structured sentences but decreased as structural in-
tegrity was graduallydestroyed. In contrast, destroying se-
mantic coherence had a much more limited effect, so that
pause patterns for the meaningful and the nonsense ver-
sions of the same syntactic structure were quite similar.
Taken together, these results are consistent with the

structural precedencehypothesis,according towhich, early
in text processing, readers combine evidence from a vari-
ety of cues to construct a structural frame for the phrase or
the sentence.This frame is establishedon line prior to com-
plete semantic analysis and is used to guide the interpre-
tation of individual units and their integration within an
overall meaning schema. The results of Experiment 2
specifically highlight the role of such structural cues as
functors and word order: The omission of functors im-
paired the tendency of on-line prosody to map the struc-
ture of the sentence,whereas the scrambling of the content
words within the sentence destroyed thismappingentirely.

These results accord with the proposals that, early in text
processing, functors serve to anchor local phrase structure
(Just & Carpenter, 1987;Kimball, 1973) andword order is
used to help specify the global organizationof the sentence
(see Tyler & Warren, 1987).
However, it appears that semantics may also make a

small contribution to prosody: The effects of semantic co-
herence suggest an interplay between structural and se-
mantic contributions, with semantic coherence affecting
natural prosodyonlywhen structural integrity is intact, but
not when it is impaired. It would seem that semantic con-
tent can be processedonlywithin a structural frame and that
when this frame is degraded, semantic analysis is also im-
paired. This pattern of results is consistentwith the propo-
sition that the early extractionof structure paves theway to
semantic integration.
The structural precedencehypothesis in readingwas in-

spired by frame-and-slot models proposed to account for
speech production (e.g., Dell, 1986; Garrett, 1975). Ac-
cording to these models, the internal representation of an
utterance is constructed by inserting linguistic items into
slots defined by an independent structural frame created
earlier. Supporting evidence for these models comes from
the study of substitution errors, structural perseveration,
and structural priming. This evidence was taken to sug-
gest the existence of an intermediate stage in which syn-
tactic forms run free of meaning (Bock, 1990). Koriat and
Greenberg (e.g., 1994) proposed that a similar model,
stressing early and independentstructural analysis, might
apply to text processing as well. The results reviewed ear-
lierwith the letter detection task and the present resultswith
prosody suggest that, indeed, frame-and-slotmodelsmight
be extended to reading.
It might be argued that reading ismore similar to speech

comprehensionthan to speech production.Indeed, the idea
of structural precedence has been invoked in connection
with speech comprehension as well (Forster & Ryder,
1971). Several models assume that, at an early perceptual
stage, listeners monitor the speech stream for structural
cues that can help them formulate an initial hypothesis
about the structural organization of the sentence before
analyzing it for meaning (Bever, 1970; Bever, Lackner, &
Kirk, 1969; J. A. Fodor & Garrett, 1967; J. A. Fodor, Gar-
rett, & Bever, 1968; Halle & Stevens, 1964). Prosodic in-
formation, such as stress patterns (Kelly, 1992), pause
patterns (Gee & Grosjean, 1983), intonation, and pre-
boundary lengthening (Wightman, Shattuck-Hufnagel,
Ostendorf, & Price, 1992) serves as a major source for
structural cues. Results also suggest that prosodic informa-
tion can be used on line to resolve potential structural am-
biguities (Marslen-Wilson, Tyler, Warren, Grenier, &
Lee, 1992; but see also Watt & Murray, 1996). Further-
more, ERPmonitoringof the time course of prosodic pro-
cessing suggests that intonational phrasing guides the
initial analysis of sentence structure (Steinhauer,Alter, &
Friederici, 1999). Thus, although the exact mapping be-
tween prosodic and syntactic structures has yet to be de-
termined (see Ferreira, 1993; Grosjean et al., 1979;Nes-
por&Vogel, 1987;Selkirk, 1984), research clearly suggests
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a close correspondencebetween them. Indeed,Kelly (1992)
proposed that speakers and listeners share implicit
knowledge about the correspondence between syntactic
and prosodic organization, which allows prosody to be
used for communicating the structure of the utterance.
On the whole, the experimental evidence can be seen to

support the proposition that the processing of both spoken
andwrittenmessages recapitulatesthe general architecture
of speech production,where a rudimentary frame-and-slot
organizationof the sentence is establishedbefore content
units are inserted (see Koriat & Greenberg, 1994). In read-
ing, however, prosody is not available as a cue to structure.
Rather, readers must generate the natural prosody of the
sentence on the basis of various structural cues, and they
seem to succeed in doing so on line.We submit that in read-
ing, as in speech production, in parallel to the process of es-
tablishingphrase structure, a prosodic pattern emerges that
roughly captures that structure. This proposal is consistent
with Beach’s (1991)view that syntactic representationsand
prototypic patterns of prosody are stored in memory in a
way that affords mutual activation.
What is the function of reading prosody?Reading pro-

sody can be seen to constitute an integral part of the pho-
nological representation of text. Patterson and Coltheart
(1987) argue that this representation might be a parasitic
carryover from speech, which assists text comprehension
by virtueof its compatibilitywith the phonological,speech-
based codes used in short-term memory (Baddeley, Val-
lar, &Wilson, 1987; Shankweiler& Crain, 1986). Indeed,
in speech comprehension, prosody is assumed to help the
listenerby transforming the serial auditory input into struc-
tured patterns roughly corresponding to the syntactic seg-
mentationof the sentence (Cutler et al., 1997). Presumably,
these structured patterns facilitate the maintenance of in-
formation in workingmemory while the utterance is being
processed (see Leonard, 1973).Our speculation is that in
reading, too, prosodyplays an important role as a means of
representing the outputof the early structural analysis and
in maintaining that output in working memory while se-
mantic analysis is carried out (see also J. D. Fodor, 1998).
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NOTE

1.Kendall’s coefficient of concordance,W, expresses the ratio between
the maximum variance possible between different patterns and the vari-
ance actually found between these patterns.W is distributed from 1.0, for
maximum concordance, to 0.0, for no concordance. This statistic is actu-
ally a linear transformation of the average correlation between patterns.
Unlike other measures of correlation,W can be applied to more than two
vectors (see Siegel, 1965, pp. 229–239).

(Manuscript received April 27, 2000;
revision accepted for publication October 7, 2001.)




